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ABSTRACT This paper proposes two major novelties. First, we provide a mathematical framework for
hardware resource efficient IP core-based image compression and decompression (CODEC). The framework
includes CODEC functions that are capable of determining the pixel intensities of a compressed gray scale
image using significantly lesser hardware resources. Digital pixel values of the original image are fed as an
input to the functions of proposed IP framework and compressed digital pixel values of compressed image
generated. Similarly, digital pixel values of the compressed image are fed into other functions of the proposed
framework for image decompression. Second, the second novelty is using the derived IP functions to propose
designs of reusable IP cores for complete Haar wavelet transformation (HWT)-based lossy image CODEC.
Testing of images from various data sets (NASA, medical applications, and so on) in terms of hardware
resources, image quality, and compression efficiency have indicated that the proposed IP core frameworkwas
successful in achieving hardware efficient CODEC compared with JPEG and conventional HWT CODECs.

INDEX TERMS IP core, CODEC, hardware efficient, pixel intensity.

I. INTRODUCTION
With the advancement of multi-media technologies and
digital systems like digital camera, smart phone, scanner,
tablets etc. high-resolution images can be captured eas-
ily [15], [19], [20]. Due to the better quality, these high-
resolution images occupy large storage space, take high
transmission time and large bandwidth to upload/download
an image [13], [14]. An efficient Intellectual Property (IP)
block/ reusable core [11], [12] for image compression
and decompression can compute (generate) the compressed
image as well as reconstruct it through a single step compu-
tation each while preserving the compression efficiency and
quality parameters of a captured image. Image compressions
are of two types: a) lossless, where no data loss is occurred;
b) lossy, where less relevant data are discarded. Cameras
in medical imaging [6], satellite imaging, forensic imaging
use lossless image compression [7], [8], while camera in
smart phones, tables, digicam, scanner etc uses lossy image
compression.

In the year 2000 Joint Photographic Experts Group (JPEG)
proposed Discrete Wavelet Transformation (DWT) based

image compression technique [1]–[3]. Haar Wavelet Trans-
formation (HWT) based image compression is one of the
efficient forms of DWT [9] based image compression tech-
nique [10]. HWT decomposes each signal into two compo-
nents, one is called average (approximation) or trend and the
other is known as difference (detail) or fluctuation.

Wavelet based image compression for volumetric med-
ical imaging is discussed in [4]. Both lossy and lossless
image compression is performed through directional wavelet
transforms, block-based intra-band prediction and arbitrary
decomposition structures. A new algorithm is proposed in [5]
to select a threshold value through statistical analysis. The
proposed algorithm is capable to maximize the compression
ratio while minimizing the redundancy. Further reduction
of image details is also achieved through Huffman encod-
ing. None of these aforementioned approaches propose any
functions for dedicated HWT-based image compressing and
decompressing hardware or presents the design flow of an IP
core for image compression and decompression.

Rest of the paper is organized as follows: Section II
highlights the novelties of proposed approach, Section III
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TABLE 1. Reduction of designer effort obtained when applying proposed IP based method in HWT hardware image compression.

TABLE 2. Reduction of designer effort obtained when applying proposed IP based method in JPEG hardware image compression

introduces proposed novel framework for IP block based
HWT lossless image compression; Section IV introduces
proposed novel IP core based design process for HWT-based
image compressor and decompressor. Section V presents the
analysis and results while Section VI presents the conclusion.

II. NOVEL CONTRIBUTIONS OF THIS PAPER
a) Proposes multiple functions for IP block based HWT
image compression and image reconstruction. The IP func-
tions are capable to directly determine the pixel intensities
of a compressed gray scale image and can be used as a
‘back box’ in image processing tools as library where uncom-
pressed digital pixel values of original image is fed as input
to the IP block (representing a set of functions) and com-
pressed digital pixel values of compressed image is generated.
Similarly, digital pixel values of compressed image are fed
into another IP black box (representing a set of functions) for
image reconstruction.

b) Using the derived IP functions for both compres-
sion/decompression, to propose the system design of a dedi-
cated reusable soft IP cores for complete HWT based image
compression and image reconstruction. Both designs have
been successfully tested on Intel Cyclone FPGA. The IP core
designs can be used directly as a macro-block (CODEC) in
SoCs or standalone ASICs. The reduction of designer effort
obtained when applying proposed IP core based compres-
sion method compared to normal hardware based HWT and
DCT/JPEG based compression is shown in Table I, Table II
Further reduction in designer effort when applying proposed
IP block based compression compared to normal software
based HWT and DCT/JPEG based compression is shown
in Fig. 1. The block diagram representation of proposed IP
block/core based HWT image compression and decompres-
sion is shown in Fig.2.

III. PROPOSED FRAMEWORK FOR IP BASED HWT LOSSY
IMAGE COMPRESSION
A. PROBLEM FORMULATION
For a gray scale input image of size N×N design an IP core
for HWT-based image compression and decompression.

B. PROCESSING INPUT IMAGE
In the proposed approach, an N×N gray scale digital image
with 8-bit depth is considered as input. An N × N matrix is
generated by calculating the pixel intensity of each coordi-
nate of the input image. Fig. 3 shows a generic 512 × 512
input image in the form of a matrix (A). The subscript and
superscript of each element indicate the row number and
column number of the element respectively. For example,
the pixel intensity of 3rd row and 510th column ofmatrix ‘A’ is
represented by elementm510

3 . In a gray image, the pixel values
lay between 0 and 255, where 255 indicates pure white and
0 indicates pure black.

C. BACKGROUND ON HAAR WAVELET TRANSFORMATION
In the process of Haar wavelet based transformation of input
data two types of coefficient are generated: a) scaling coef-
ficient and b) wavelet coefficient. Scaling coefficient repre-
sents the sum of two consecutive data samples and divided by
two while wavelet coefficient represents the difference of two
consecutive data samples and divided by two. Thus scaling
coefficients represent the high-frequency signals known as
coarse details of the data and wavelet coefficients represent
the low-frequency signals known as finer details of the data.

2D-Haar wavelet transformation is comprised of: forward
transformation of data and inverse transformation of data.
Forward transformation is a two-step process i.e. level 1 for-
ward transformation on input data and level 2 forward trans-
formation on level 1 transformed data. Similarly, inverse
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FIGURE 1. Reduction of designer effort obtained when applying proposed IP based method in Software Image Compression. (Reduction of 9× and
13× compared to conventional HWT image compression and JPEG/DCT image compression respectively). (a) Total designer effort for conventional lossy
image HWT CODEC = min (17×) + 1× (Thresholding) = min (18×). (b) Total designer effort for lossy JPEG image CODEC = min (19×) + 2×
(Quantization) + 1× (Rounding) = min (22×). (c) Total designer effort for lossy image CODEC through proposed approach IP based
HWT CODEC= min (8×) + 1× (Thresholding) = min (9×).

transformation is also a two-step process i.e. level 1 inverse
transformation on compressed data and level 2 inverse trans-
formation on level 1 decompressed data.

D. PROPOSED IP CORE DESIGN FOR HWT-BASED
IMAGE COMPRESSION
In the proposed IP core design for HWT-based image com-
pression, we have introduced two functions to perform pixel
intensity computation for level 1 forward transformation.
The proposed functions transform the input image column-
wise i.e. compute scaling coefficient by adding two vertically
consecutive pixel intensities and divided by two for 1 to
N/2th row, and compute wavelet coefficient by subtracting
two vertically consecutive pixel intensities and divided by
two for (N/2+ 1)th to Nth row. Thus divides the input image

horizontally into two halves. The upper half represents the
coarse details containing scaling coefficients (high frequen-
cies) and the lower half represents the finer details con-
taining wavelet coefficients (low frequencies). The proposed
functions to perform pixel intensity computation for level
1 forward transformation are:

Xpn =

(
mp2n + m

p
2n−1

2

)
(1)

XpN
2 +i
=

mpN2 +i−j+1 − mpN2 +i−j
2

 (2)

Where, N is the dimension of the square input image; n is the
variable ranging from 1 to N/2, increases in every row; i is
the variable ranging from 1 to N/2, increases in every row;
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FIGURE 2. Framework for IP based image compression and decompression through dedicated hardware.

FIGURE 3. Generic pixel value of fa 512× 512 image.

p is the variable ranging from 1 to N, increases in every
column; j is the variable ranging from N/2 to 1, decreases as
‘i’ increases. Eqn.1 is used for calculating 1 to N/2th row and
Eqn.2 is used for calculating (N/2+1)th to Nth row of the input
image. The corresponding level 1 forward transformation
image in the form of matrix ‘X’ is shown in Fig.4 where
calculation of pixel intensity is performed based on the afore-
mentioned equations.

We have also introduced two functions to perform pixel
intensity computation for level 2 forward transformations on
the level 1 transformed image. The proposed functions trans-
form the level 1 transformed image row-wise i.e. compute
scaling coefficient by adding two horizontally consecutive
pixel intensities and divided by two for 1 to N/2th column,

FIGURE 4. Forward HWT-based level 1 transformed image matrix.

and compute wavelet coefficient by subtracting two hori-
zontally consecutive pixel intensities and divided by two for
(N/2+ 1)th to Nth column. Thus divides each half of level 1
transformed image into vertically two halves and finally
divides the input image into four quarters. The upper-left
quarter contains the scaling coefficients of scaling coefficient
(high-high frequencies), the upper-right quarter contains the
scaling coefficients of wavelet coefficient (high-low frequen-
cies), the lower-left quarter contains the wavelet coefficients
of scaling coefficient (low-high frequencies) and the lower-
right quarter contains the wavelet coefficients of wavelet
coefficient (low-low frequencies). The proposed functions
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FIGURE 5. Forward HWT-based level 2 transformed image matrix.

to perform pixel intensity computation for level 2 forward
transformations are:

B =
(
xqn ± x

p
n

2

)
(3)

B =

xqN2 +i ± xpN2
2

 (4)

Where, N is the dimension of the square level 1 transformed
image; n is the variable ranging from 1 toN, increases in every
row; i is the variable ranging from 1 to N/2, increases in every
row; p is the odd variable ranging from 1 to N, increases in
every column; q is the even variable ranging from 2 to N,
increases in every column. The 1st and 2nd part of Eqn.3 is
used for calculating upper-left and upper-right quarter of the
level 1 transformed image respectively. The 1st and 2nd part
of Eqn.4 is used for calculating lower-left and lower-right
quarter of the level 1 transformed image respectively. The
corresponding level 2 forward transformation image in the
form of matrix ‘B’ is shown in Fig.5 where calculation of
pixel intensity is performed based on the aforementioned
equations. The HWT-based compressed imagematrix (B) can
be generated in one step computation from the input image
matrix (A) through the following proposed functions:

B=

((
mq2n + m

q
2n−1

2

)
+

(
mp2n + m

p
2n−1

2

)
/2

)
(5)

B=

((
mq2n + m

q
2n−1

2

)
−

(
mp2n + m

p
2n−1

2

)
/2

)
(6)

B=

mqN2 +i−j+1− mqN2 +i−j
2

+
mpN2 +i−j+1− mpN2 +i−j

2

/2


(7)

B=

mqN2 +i−j+1− mqN2 +i−j
2

−
mpN2 +i−j+1− mpN2 +i−j

2

/2


(8)

Where, variableN, n, i, p, q are defined earlier; j is the variable
ranging from N/2 to 1, decreases as ‘i’ increases. Eqn. 5 and
6 is calculated from Eqn. 3 and Eqn. 7and 8 is calculated from
Eqn. 4 with the help of Eqn. 1 and 2.

To generate the compressed image matrix ‘B’, Eqn. 5 is
used for calculating intensity of pixels corresponding to both
row and column index 1 to N/2;Eqn. 6 is used for calculating
intensity of pixels corresponding to row index 1 to N/2 and
column index > than N/2 to N; Eqn. 7 is used for calculating
intensity of pixels corresponding to row index > than N/2 to
N and column index 1 to N/2; Eqn. 8 is used for calculating
intensity of pixels corresponding to both row and column
index > than N/2 to N. Those aforementioned functions can
be used as a dedicated macro block in any image processing
toolbox software like Matlab, OpenCV directly to perform
HWT-based image compression.

E. COMPRESSION AND DECOMPRESSION
OF IMAGE DATA
Thresholding is performed on the compressed image
pixel (matrix) ‘B’ using function ‘f’, where ‘f’ is defined as
follows:

B′ = f (B,T ) =

{
B, bpn > T
0, bpn ≤ T

(9)

Where, B’ are the compressed image pixels after applying
threshold based on the aforementioned function and ‘T’ is
the hard threshold value. The compressed image matrix B’
is then converted from a 2D matrix to a 1D array through
zigzag scanning. Thereafter the 1D array is encoded through
Huffman encoding in order to generate the bit stream data
of the compressed image to store it in a storage device.
To decompress the image from the stored data, the stored bit
stream data is decoded through Huffman decoding and then
the compressed image matrix B’ is reconstructed through
inverse zigzag scanning.

F. PROPOSED IP CORE DESIGN FOR HWT-BASED IMAGE
DECOMPRESSION (IMAGE RECONSTRUCTION)
HWT-based image decompression can be achieved in two dif-
ferent ways. One way is, combining upper-left with lower left
quarter together as well as upper-right with lower-right quar-
ter together. This divides the level 1 decompressed image ver-
tically into two halves (left half and right half), subsequently
then combining left half and right half together thus generat-
ing the final decompressed image. Second way is, combining
upper-left with upper-right quarter together and lower-left
with lower-right quarter together. This divides the level 1
decompressed image horizontally into two halves (upper half
and lower half), subsequently then combining upper half and
lower half together thus generating the final decompressed
image. In the proposed IP core design for HWT-based image
decompression, we have introduced two functions for each
of the cases to perform pixel computation for level 1 inverse
transformation and two functions for each of the cases to
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FIGURE 6. Inverse HWT-based level 1 transformed image matrix.

FIGURE 7. Inverse HWT-based level 2 transformed image matrix.

perform pixel computation for level 2 inverse transforma-
tions. For the first case, the proposed functions for level
1 inverse transformation transforms the compressed image
column-wise i.e. subtract ith and (N/2 + i)th row’s pixel
intensity for odd rows, and add ith and (N/2 + i)th row’s
pixel intensity for even rows. Thus level 1 HWT-based inverse
transformation represents the level 1 decompressed image
into two halves. The left half represents the coarse details
containing scaling coefficients (high frequencies) and the
right half represents the finer details containing wavelet coef-
ficients (low frequencies). The proposed functions for level
2 inverse transformation transforms the level 1 transformed
image row-wise i.e. subtract ith and (N/2+ i)th column’s pixel
intensity for odd columns, and add ith and (N/2+i)th column’s
pixel intensity for even columns. Thus level 2 HWT-based
inverse transformations construct the complete decompressed
image.

For the next case, the proposed functions for level 1 inverse
transformation transforms the compressed image row-wise
i.e. subtract ith and (N/2 + i)th column’s pixel intensity for
odd columns, and add ith and (N/2 + i)th column’s pixel
intensity for even columns. Thus level 1 HWT-based inverse
transformation represents the decompressed image into two

FIGURE 8. (a) DFG of HWT-based image compression, (b) Scheduled DFG
based on 4 adder-subtractor unit and 4 multiplier.

halves. The upper half represents the coarse details containing
scaling coefficients (high frequencies) and the lower half
represents the finer details containing wavelet coeffi-
cients (low frequencies). The proposed functions for level
2 inverse transformation transforms the level 1 transformed
image column-wise i.e. subtract ith and (N/2 + i)th row’s
pixel intensity for odd rows, and add ith and (N/2+ i)th row’s
pixel intensity for even rows. Thus level 2 HWT-based inverse
transformations construct the complete decompressed image.
The proposed functions to perform first type of pixel intensity
computation for level 1 inverse transformation are:

L =
(
b′zx − b

′z
N
2 +x

)
(10)

L =
(
b′zx + b

′z
N
2 +x

)
(11)

Where, N is the dimension of the square compressed image
matrix; z is the variable ranging from 1 to N, increases
in every column; x is the variable ranging from 1 to N/2,
increases in every alternate row. Eqn.10 is used for calcu-
lating the pixel value of odd rows and Eqn.11 is used for
calculating the pixel value of even rows of the compressed
image. The corresponding level 1 decompressed image in the
form of matrix ‘L’ is shown in Fig.6 where calculation of
each pixel is performed based on the aforementioned equa-
tions. The proposed functions to perform first type of pixel
intensity computation for level 2 inverse transformations
are:

C =
(
lzx − l

N
2 +z
x

)
(12)

C =
(
lzx + l

N
2 +z
x

)
(13)

Where, N is the dimension of the square level 1 decom-
pressed image matrix; z is the variable ranging from 1 to N/2,
increases in every alternate column; x is the variable ranging
from 1 to N, increases in every row. Eqn.12 is used for
calculating the pixel value of odd columns and Eqn.13 is
used for calculating the pixel value of even columns of
the level 1 decompressed image. The corresponding level 2
decompressed image in the form of matrix ‘C’ is shown
in Fig.7 where calculation of each pixel is performed based
on the aforementioned equations. The proposed functions
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FIGURE 9. IP core for HWT-based image compressor system. The four output of the IP core are computed for four quarters and increases row-wise in
each quarter of compressed image (CI).

to perform next type of pixel intensity computation for
level 1 inverse transformation are:

L =
(
b′zx − b

′
N
2 +z
x

)
(14)

L =
(
b′zx + b

′
N
2 +z
x

)
(15)

Where, N is the dimension of the square compressed image
matrix; z is the variable ranging from 1 to N, increases
in every column; x is the variable ranging from 1 to N/2,
increases in every alternate row. Eqn.14 is used for calcu-
lating the pixel value of odd rows and Eqn.15 is used for
calculating the pixel value of even rows of the compressed
image. The corresponding level 1 decompressed image in
the form of matrix ‘L’ is shown in Fig.6 where calculation
of each pixel is performed based on the aforementioned
equations.

The proposed functions to perform next type of pixel
intensity computation for level 2 inverse transformations
are:

C =
(
lzx − l

z
N
2 +x

)
(16)

C =
(
lzx + l

z
N
2 +x

)
(17)

Where, N is the dimension of the square level 1 decom-
pressed image matrix; z is the variable ranging from 1 to N,
increases in every column; x is the variable ranging

from 1 to N/2, increases in every alternate row. Eqn.16 and
Eqn. 17 are used for calculating the pixel value of
odd rows and even rows of the level 1 decompressed
image.

The HWT final decompressed image pixel intensities (of
matrix C) can be generated in one step computation from
compressed image matrix (B’) through following proposed
functions:

C =
(
b′gi − b

′g
N
2 +i

)
−

(
b′

N
2 +g
i − b′

N
2 +g
N
2 +i

)
(18)

C =
(
b′gi − b

′g
N
2 +i

)
+

(
b′

N
2 +g
i − b′

N
2 +g
N
2 +i

)
(19)

C =
(
b′gi + b

′g
N
2 +i

)
−

(
b′

N
2 +g
i + b′

N
2 +g
N
2 +i

)
(20)

C =
(
b′gi + b

′g
N
2 +i

)
+

(
b′

N
2 +g
i + b′

N
2 +g
N
2 +i

)
(21)

Where, N is the dimension of the square input image matrix;
g is the variable ranging from 1 to N/2, increases in every
alternate column; i is the variable ranging from 1 to N/2,
increases in every alternate row. To reconstruct the each pixel
value of matrix ‘C’ Eqn.18 is used for odd row and odd
column elements, Eqn.19 is used for odd row and even col-
umn elements, Eqn.20 is used for even row and odd column
elements, Eqn.21 is used for even row and even column
elements of matrix B’.
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FIGURE 10. Schematic system of datapath processor of HWT-based image compressor (computing two pixels in parallel).

IV. DESIGN OF IP CORE FOR HWT-BASED IMAGE
COMPRESSOR AND DECOMPRESSOR
A. IP CORE DESIGN FOR HWT-BASED IMAGE
COMPRESSION
To design an IP core for HWT-based image compression a
Data Flow Graph (DFG) for HWT-based image compression
is designed based on the Eqn. 5 – Eqn.8 shown in Fig. 8
(a). The DFG is then scheduled based on designer specified
resources e.g. four 32-bit adder-subtractor unit (ASU) and
four 32-bit multipliers, shown in Fig. 8(b) (Note: four 32-bit
ASU 0 and four 32-bit Mul are chosen as device support for
I/O pins beyond this are not available with Cyclone II FPGA.
Further, 32 –bit resources have been selected because each
resource operates on floating point value during computa-
tion which requires 32 bit IEEE single precision format in
normalized scientific notation). The green nodes represent
ASU and the blue nodes represent multiplier in the graph.
The multiplexing scheme is performed on the scheduled DFG
based on the resource constraints. Multiplexing scheme is
the process of representing each resource with corresponding

inputs and outputs. For example in Fig 8(b), operation 1 and
operation 5 are computed through same functional unit i.e.
ASU1. Similarly, opn 2 & opn 6; opn 3 & opn 7; opn 4 &
opn 8 are computed throughASU2, ASU3, andASU4 respec-
tively. The datapath processor of the complete IP core is
designed based on the multiplexing scheme of each system
resource. Multiplexer and demultiplexer can be integrated
easily into the datapath based on the multiplexing scheme.
The control unit controls different components of the datapath
and makes synchronization between them. It is responsible
for activating and deactivating signals like selector, deselec-
tor, latch strobe, enabler etc. in the datapath processor so
that the components like multiplexer, demultiplexer, latch,
functional unit (adder, multiplier etc.), register etc. response
at the right time. Our proposed IP core design for HWT-
based image compression system is shown in Fig.9 where the
left block is the controller and the right block represents the
datapath processor of the complete IP core design of HWT-
based image compressor system. Each component of datapath
processor and the control unit of HWT-based image compres-
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FIGURE 11. (a) DFG of HWT-based image decompression, (b) Scheduled
DFG based on 4 adder-subtractor unit, 2 adder and 2 subtractor.

FIGURE 12. System of IP core for HWT-based image decompressor.
(Note: The four output of the IP core are computed row-wise of
decompressed image).

sor are designed using VHDL as the hardware description
language. The IP core is capable to accept the 8-bit digital
pixel value (Note: we have considered 8-bit as it provides
the maximum grayscale shades) of a grayscale input image,
perform level 1 and level 2 forward transformations and gen-
erate the digital pixel value of the corresponding compressed
image. For example, as shown in Fig. 8, m1

1, m
1
2, m

2
1, m

2
2 is

taken as inputs which represents the pixel intensities of input
image as shown in Fig. 3 and generates the outputs as b11,
b2571 , b1257, b

257
257 which represents the pixel intensities of com-

pressed image as shown in Fig. 5. Similarly, the remaining
pixel intensities of the compressed image are determined. The
internal schematic block diagram representation of datapath
processor is shown in Fig. 10. This novel IP core of HWT-
based image compressor system can be used as a black box
reusable core in a camera SoCwhere a designer does not need
to know internal process of HWT image compression.

B. IP CORE DESIGN FOR HWT-BASED IMAGE
DECOMPRESSION
To design an IP core for HWT-based image decompression a
DFG is designed again based on the Eqn. 18 – Eqn.21 shown

FIGURE 13. Internal System of datapath processor for HWT-based image
decompressor.

TABLE 3. Comparison of device utilization for proposed IP cores, normal
HWT and JPEG CODEC.

in Fig. 11(a). The DFG is then scheduled based on four 32-bit
ASU, two 32-bit adders and two 32-bit substractors, shown
in Fig. 11(b). (Note: four 32-bit ASU, two 32-bit adders and
two 32-bit subtractors are chosen because device support for
I/O pins beyond this is not available with Cyclone II FPGA.
Further, 32 –bit resources have been selected because each
resource operates on floating point value during computation
which requires 32 bit IEEE single precision format in normal-
ized scientific notation).The green nodes represent ASU, the
purple node represents subtractor and the pink nodes repre-
sent adder in the graph. In our proposed hardware design for
HWT-based image decompression shown in Fig.12 where,
the left block is the control unit and the right block represents
the datapath processor of the complete hardware design of
HWT-based image decompressor system. Each component
of datapath and the control unit of HWT-based image decom-
pressor are designed usingVHDL as the hardware description
language. The hardware is capable to accept the pixel value of
a compressed image, perform level 1 and level 2 inverse trans-
formations and generate the pixel value of the corresponding
decompressed image. For example, as shown in Fig. 11, b11,
b2571 , b1257, b

257
257 is taken as inputs which represents the pixel
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FIGURE 14. Simulation of IP core 1: 2D Image compressor (for test image shown in Fig.2). Note: q1 = b1
1, q2 = b257

1 , q3 = b1
257, q4 = b257

257 of compressed
image.

FIGURE 15. Simulation of IP core 2: 2D Image decompressor (for test image shown in Fig.2). Note: OUT 1 = c1
1 , OUT 1 = c2

1 , OUT 1 = c3
1 , OUT 1 = c4

1 of
decompressed image.

TABLE 4. For IP based HWT compressed image for T = 25.

intensity of compressed image as shown in Fig. 5 and gener-
ates the outputs as c11, c

2
1 or c

1
2, c

2
2 (depending on the enabler

of ASU)which represents the pixel intensity of decompressed
image as shown in Fig. 7. The complete datapath processor
shown is Fig. 12 is implemented in two sub-block diagram as
shown in Fig. 13 and the detailed schematic representation
of each block of Fig. 13 is shown in Fig. 14. This novel
hardware of HWT-based image decompressor can be used
as a black box for a user who has no knowledge about the
internal process of HWT-based image decompression.

Both IP cores are ready to simulate in a synthesis tool
and can be emulated in any FPGA (Field Programmable
Gate Array) device. The hardware design of both the IPs is
implemented in Altera Quartus II 7.2. The simulation result
and the device utilization summary are discussed in the next
section.

V. RESULTS AND ANALYSIS
CT images [16], NASA images [17] and standard 512× 512
gray scale test images [18] are used as image dataset to

TABLE 5. For JPEG/DCT compressed image.

FIGURE 16. Comparison of compression efficiency (%) for proposed vs.
standard JPEG/DCT based compression.

verify and compare the proposed framework and IP core
designs for HWT-based image compression & decompres-
sion with normal HWT-based IP core and JPEG/DCT IP
core. As mentioned earlier all the aforementioned IP cores
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FIGURE 17. Comparison of PSNR for proposed vs. standard JPEG/DCT
based compression.

FIGURE 18. Comparison of MSE for proposed vs. standard JPEG/DCT
based compression.

are implemented in Altera Cyclone II family, device no.
EP2C35F672C6. Table III reports the comparison between
proposed HWT-based CODEC, normal HWT-based IP core
and standard JPEG/DCT IP core in terms of total used logic
elements, registers, and I/O pin. As shown in Table III our
proposed HWT-based IP core uses less resources whereas the
normal HWT-based IP core can not be implemented in our
used device due to lack of I/O pins. The simulation result
for IP core 1 and 2 is shown in Fig. 14 and 15 respec-
tively which indicates that the designed IP core/IP block
framework was successful in compression and decompres-
sion of test image (shown in Fig.2). Similarly, successful
results were obtained for all tested images selected from
3 datasets [16]–[18]. Total six images are selected from
3 datasets [16]–[18] to report the compression efficiency
for different threshold (T) values. Additionally, the Mean
Square Error (MSE) [1], [2] and the Peak Signal to Noise
Ratio (PSNR) [1], [2] of the compressed images is also
reported. Table IV reports the comparison between the orig-
inal image and the proposed IP based compressed image
for hard threshold T = 25 in terms of storage size in bits.
Further, it also reports the compression efficiency percent-
age, MSE and PSNR of all the test images. Table V reports
the same quality parameters of the standard JPEG/DCT
based compressed image. It can be observed that the com-
pressed image generated through proposed HWT-based IP
core achieves higher compression efficiency compared to

standard JPEG/DCT method. The graphical comparison of
compression efficiency, PSNR and MSE is also shown
in Fig. 16, 17 and 18 respectively.

VI. CONCLUSION AND FUTURE WORK
In this paper, a novel IP design based HWT image compres-
sion and decompression including its mathematical frame-
work is proposed. The models can be used as a dedicated
macro block in the library of an image processing toolbox
to perform end to end HWT-based image compression. Fur-
ther, the designed hardware can be used as an IP core in
digital camera systems to perform image compression and
decompression. Our future works aims to develop IP based
video CODEC through mathematical functions, followed by
subsequent validation in commercial synthesis tool.
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