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ABSTRACT With the development of recurrent neural networks (RNN), various natural language genera-
tion (NLG) tasks have boomed in the past few years, such as response generation in conversation and poetry
generation. However, automatic generation of news comments is a new, challenging and not well-studied task
in NLG. Different from other NLG tasks, this task requires the contextual relevance between comments and
news. In addition, we need to generate diversified comments, because different people usually have different
opinions on the same news in the real world. In this paper, we propose a gated attention neural network
model (GANN) to generate news comments. To address the problem of contextual relevance, we introduce
the gated attention mechanism to use news context self-adaptively and selectively. To ensure the diversity
of comments, we use random sample and relevance control to generate comments with different topics
and degrees of relevance. Moreover, we apply generative adversarial nets to improve GANN. Automatic
evaluation with perplexity score reveals that GANN outperforms the existing comment generation methods.
Human evaluation proves that the generated news comments are close to human comments.

INDEX TERMS Recurrent neural networks, natural language generation, natural language processing,
artificial intelligence.

I. INTRODUCTION
Natural Language Generation (NLG) belongs to the subtopic
of artificial intelligence and computational linguistics. The
aim of NLG is generating understandable texts in human
languages [1]. The progress achieved in NLG will contribute
to building strong intelligent system that can comprehend
and compose human languages. Traditional approaches of
NLG have been applied successfully in some fields, such
as automatic generation of news [2], weather reports [3]
and questions [4]. Recently Recurrent Neural Net-
works (RNN) has shown promising performance in textual
generation [5]–[7] and language modeling [8]–[10]. Com-
pared to traditional approaches, the RNN based approaches
learn the generating function from text data automatically.
This advantage makes an increasing number of researchers
explore a variety of NLG tasks, such as poetry generation
[11]–[13] and response generation in conversation [14], [15].

In this study, we focus on the task of automatic genera-
tion of news comments for news articles, which is a new,
challenging and not well-studied task in NLG. Fig. 1 shows

some examples of real comments. This task is helpful to
comprehend human languages, like how people write news
comments, what people pay attention to, and how people
express it. Moreover, it is also a useful exploration for
the future task of automatic generation of comment article.
Additionally, these generated comments are beneficial for
companies. For example, we could build a comment writ-
ing assistant which generates some candidate comments for
users. Users could select one and refine it, which makes the
procedure more user-friendly.

Several previous studies have attempted for comment gen-
eration. Tang et al. [16] proposed a context-aware model to
generate product comments from product number and rate.
Similar to Tang et al. [16], Costa et al. [17] studied the
task of generating product explanations according to a set
of rates. Dong et al. [18] proposed an attention based model
to generate product comments. However, these work focus
on generation of product comments. And they use relatively
simple context, such as rate score, whereas we focus on gen-
eration of news comments, which has more complex context.
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FIGURE 1. Examples of real comments.

There are two challenges in comment generation. First,
it should ensure the contextual relevance between comments
and news. This involves complex contextual information to
deal, such as a news event which generally contains many
aspects, e.g., time, location and people. The generated com-
ments should be relevant to at least one aspect of news in
semantics. Second, it requires generating diversified com-
ments for each news, which makes the task more challeng-
ing. Generally, different users tend to comment on different
aspects of the same news article.

In this paper, we propose a Gated Attention Neural Net-
work model (GANN) to generate news comments. GANN
consists of two parts: comment generator and comment dis-
criminator. The comment generator is built on an encoder-
decoder framework and we introduce the gated attention
mechanism and relevance control to boost it. Inspired by
the idea of generative adversarial nets, we apply an extra
discriminator which distinguishes real and fake comments to
improve the comment generator.

To address the problem of contextual relevance, we intro-
duce the gated attention mechanism in the decoding phase.
The gated attention mechanism learns soft alignments
between generated words and news context, and adaptively
computes encoder-side context vectors. Moreover, the gate
dynamically selects the amount of contextual information to
predict the next word. To address the problem of diversity,
we use random sample and relevance control. The random
sample guarantees that comments have diverse topics. And
the relevance control contributes to generating comments
with different degrees of relevance.

In order to evaluate our method, we crawl a news com-
ment corpus from web and perform experiments on it. Auto-
matic evaluation with perplexity score reveals that GANN
outperforms the existing comment generation methods.

Furthermore, human evaluation proves that the generated
news comments are close to human comments.

The main contributions of this paper are summarized as
follows:
• We first investigate the task of generation of news com-
ments and GANN introduces the gated attention mecha-
nism to use news context self-adaptively and selectively,
which ensures the contextual relevance.

• We generate diversified comments with different topics
and different degrees of relevance by utilizing random
sample and the relevance control.

• We use generative adversarial nets to improve the com-
ment generator in order to generate more natural com-
ments.

• Experimental results on real comment dataset show that
GANN achieves better performance than the existing
comment generation methods.

The remainder of this paper is organized as follows.
We review related works in Section 2. Section 3 introduces
the detail of our proposed model. Section 4 describes dataset,
experimental setups and gives the result analysis. Finally,
we give a summary of this paper and discuss the future
direction of improvement in Section 5.

II. RELATED WORK
Comment generation is a subtask of NLG. Conventional
approaches of NLG typically divide the task into sentence
planning and surface realization [1]. Sentence planning maps
inputs into an intermediary form representing the utterance,
then surface realization converts the intermediate structure
into the final text [19], [20]. Although these rule-based
approaches have been well explored previously, they still
need to define many rules [21] and only apply some specific
tasks and domains. Moreover, the languages generated by
these approaches are rigid and lack of the large variations of
human languages. Although some approaches are proposed to
learn the template from corpus automatically [22], it is very
expensive to get the data to train the model and they still need
many human handcrafted features.

The RNN based approaches of NLG have drawn more and
more attention in recent years. Compared to the traditional
rule-based approaches, the RNN based approaches over-
come above shortcomings and provide an end-to-end solution
without much human participation. Sutskever et al. [6] pro-
posed multiplicative RNN model to predict the next word,
which uses different transformation functions for different
characters. Bowman et al. [7] generated sentences from
continuous semantic spaces with a variational auto-encoder.
Mikolov and Zweig [9] and Wang and Cho [10] improved
the performance of language modeling through the long
dependency of RNN. Their methods outperformed the n-
gram language modeling significantly. These work prove the
effectiveness of RNN in text generation and our work follows
this research line.

Many researches of other NLG tasks are also related to
our work. Zhang and Lapata [11], Wang et al. [12] and
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Wang et al. [13] used RNN to solve the poetry generation
task, in which the poetry lines are generated sequentially by
accumulating the status of the lines that have been gener-
ated so far. However, these work have a simple context, for
instance a keyword input by user. Wen et al. [15] used RNN
to generate responses in conversation. Compared to us, they
use explicit slot values as context.

Several previous studies have attempted for comment gen-
eration. Tang et al. [16] proposed a context-aware model
to generate product comments from product number and
rate, which are used as contextual information. Similar to
Tang et al. [16], Costa et al. [17] studied the task of gen-
erating product explanations according to a set of rates.
Dong et al. [18] proposed a RNN and attention based model
which generates comments depending on product number,
rate and user number. However, these work focus on genera-
tion of product comments and use relatively simple context,
such as rate score. Furthermore, the words used by users
are very similar and the topics of comments are much less,
usually about product quality and appearance. Compared
to these work, we focus on generation of news comments,
in which we have relatively complex contextual information.
And the topics of comments are diversified.

III. METHOD
To begin with, we state the problem of generation of news
comments as follows: given the news title x = x1, x2, . . . , xm
as input, the model needs to generate relevant news comment
y = y1, y2, . . . , yn maximizing the conditional probability
p(y|x). The length of the entire news is commonly long, and
there is a lot of content-independent redundant information.
We need to select the important information of the news. The
title of news highly summarizes the entire content of news,
thus we use it as input.

As shown in Fig. 2, our proposed GANN model contains
two components: comment generator and comment discrim-
inator. The generator uses an encoder-decoder framework
(see Fig. 3). Inspired by the idea of generative adversarial
nets, we add an extra discriminator to improve the com-
ment generator. In order to ensure the contextual relevance,

FIGURE 2. Gated Attention Neural Network model.

we introduce the gated attention mechanism in the decoding
phase (see Fig. 4). The gated attention mechanism learns soft
alignments between generated words and news context, and
adaptively computes encoder-side context vectors. Moreover,
the gate dynamically selects the amount of contextual infor-
mation to predict the next word. In order to generate diver-
sified comments, we use random sample strategy to generate
comments with diverse topics. And we utilize the relevance
control to generate comments with different degrees of rele-
vance. We first introduce the background of RNN, and then
describe our model.

A. BACKGROUND: RECURRENT NEURAL NETWORKS
Recurrent neural networks (RNN) processes sequence infor-
mation well, which represents history information into a hid-
den state and then computes a probability distribution of next
word according to the hidden state. The computing process is
as follows:

ht = tanh (Wht−1 + Vxt−1), (1)

p(xt+1|ht ) ∝ exp (Oht), (2)

where the hidden state ht summaries the history information,
W ,V and O are weight params, p(xt+1|ht ) represents the
probability of next word.

The overall probability of a sequence x = x1, x2, . . . , xT is
calculated as follows:

p(x) =
T∏
t=1

p(xt |ht−1). (3)

Training RNN can be done through maximizing the joint
probability p(x) defined by Equation 3. However, training the
basic RNN above suffers from the problem of gradient van-
ishing or exploding. The long-short term memory (LSTM)
unit [23] addresses the problem effectively. The core idea of
LSTM is introducing the memory state and multiple gating
functions to control the information written to the memory
sate, read from the memory state, and removed from the
memory state. The computing process of LSTM is as follows:

it = σ (Wxixt +Whiht−1)

ft = σ
(
Wxf xt +Whf ht−1

)
ot = σ (Wxoxt +Whoht−1)

gt = tanh (Wxcxt +Whcht−1)

ct = ft � ct−1 + it � gt
ht = ot � tanh (ct), (4)

where σ is the sigmoid function, it , ft , ot are input, forget, and
output gates respectively, and gt , ct are proposed cell value
and true cell value, ht is the new hidden state.

B. COMMENT GENERATOR
1) NEWS ENCODER
The model converts all words x1, x2, . . . , xm of title into one-
hot vectors and obtains the embedding representations by
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FIGURE 3. News encoder and comment decoder.

multiplying the embedding matrix. The embedding represen-
tation of xi is computed as follows:

Eei = EExi, (5)

where E ∈ Rl×|V | is the embeddingmatrix, l is the dimension
of embedding, and |V | is the vocabulary size. Then these
embedding vectors are fed into encoder one by one to com-
pute the forward hidden vectors via:

−→
hi = LSTMf (Eei), (6)

where
−→
hi ∈ Rk is a k-dimension hidden vector and LSTMf

denotes the LSTM unit. At the same time, the reversed
sequence is fed into backward LSTM to get backward hidden
vectors:

←−
hi = LSTMb(Eei), (7)

where
←−
hi ∈ Rk is a k-dimension hidden vector. Concatenat-

ing them we get the final hidden vectors of all words:

hi = [
−→
hi ,
←−
hi ], (8)

where hi ∈ R2k is the final hidden vector of word xi. The
hidden vector of last word is used as the representation of the
title hc = hm.

2) COMMENT DECODER
The last hidden vector of the title is used to initialize the
decoder. Similar to encoder, the model coverts the sequence
of comment words y1, y2, . . . , yn into one-hot vectors and
gets their low-dimensional representations through the shared
embedding matrix E :

Eej = EEyj. (9)

Notice that we use the identical embedding matrix when
encoding and decoding. Then, feeding these embedding vec-
tors to decoder to compute hidden vectors via:

sj = LSTM (Eej), (10)

where sj ∈ Rk is the hidden vector of comment word. Now
according to the vanilla decoder without using an attention
mechanism, the model computes the probability of the next
word via:

p(yj+1|y ≤ j) = p(yj+1|sj) ∝ exp
(
Wsj

)
, (11)

FIGURE 4. Gated attention and relevance control.

where W ∈ R|V |×k is a parameter matrix. Based on the
next word and the actual word we have, we can calculate the
cross-entropy of the generated comment sequence for model
training.

3) GATED ATTENTION
In order to guarantee the contextual relevance between com-
ments and news, we need to handle the contextual information
efficiently. The different words in the comment concentrate
on different parts of the title context, hence the model should
use the context self-adaptively. However, as indicated in
Equation 11 the vanilla decoder ignores this problem. To bet-
ter utilize contextual information we introduce the attention
mechanism, which assigns different weights to different parts
of contextual information. Previous work has proved that it
significantly improves performance [24].

Moreover, not all comment words require using the context
when decoding. Somewords aremerely decided by preceding
words. Therefore, using the title context for all words may
be problematic. We tackle this problem though the gated
attention mechanism which introduces a selective gate to
control the amount of contextual information for reference
in original attention mechanism.

First, we compute the attention scores between the current
hidden vector and all hidden vectors of title words and nor-
malize them to get the final attention weights.

di = vT tanh
(
Whhi +Wssj

)
, (12)

ai =
exp (di)∑m
k=1 exp (dk)

, (13)

where v ∈ R2k is a parameter vector, Wh ∈ R2k×2k and
Ws ∈ R2k×k are parameter matrices. Next, the new context
vector h̃c is obtained by:

h̃c =
∑

aihi, (14)

where h̃c ∈ R2k . Then, we employ a gating function which
products a score range 0-1 as a weight depending on the
current decoder hidden vector via:

mj = σ
(
Gsj + b

)
, (15)

where G ∈ R2k×k , σ (·) is the sigmoid function. The new
hidden vector is obtained by:

s̃j = Wg[sj,m� h̃c]+ b, (16)
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where Wg ∈ Rk×3k , the brackets [, ] denote concatenation.
By using the new hidden vector the model can emphasize
different parts of the title when generating each word. It can
be seen that in the decoding phase, not only the contextual
information is adaptively used, but also the information is
selectively used.

4) RELEVANCE CONTROL
Different from other NLG tasks which have one-to-one rela-
tion, there are diversified comments for each news, especially
the popular ones. And the relevance between these comments
and news are far from each other. For example, there are some
general comments, such as ‘‘I don’t know.’’ These comments
have little relevance to the news and could correspond to
various news. In addition, there are some detailed comments
which are closely related to the news. However, the vanilla
decoder does not model this. In order to generate diversified
comments in relevance, we use a relevance vector to control
the degree of relevance when decoding.

We need to assign a relevance level to each comment
according to its relevance to news. We use a simple method,
in which more words overlap means more relevant. Through
this method, we get a one-hot relevance vector r of three-level
degrees according to the number of common words. When
getting the decoder hidden vector s̃j, we operate on it with
relevance vector to get a new hidden vector via:

sr = tanh
(
W1r +W2s̃j

)
, (17)

where W1 ∈ Rk×3, W2 ∈ Rk×k . Then sr contains not only
the history information but also the degree information of
relevance, we can use it to predict the next word via:

p(yj+1|y ≤ j) ∝ exp (Wsr ). (18)

C. COMMENT DISCRIMINATOR
Generative adversarial nets(GAN) proposed by
Goodfellow et al. [25] is a promising framework for many
tasks. This approach has been successful and been mostly
applied in computer vision tasks of generating samples of nat-
ural images [26]. Inspired by the idea of adversarial, we add
a comment discriminator to improve the generator. However,
GAN is designed for generating real valued, continuous data
but has difficulty in directly generating sequences of discrete
tokens. Yu et al. [27] use policy gradient reinforcement learn-
ing to backpropagate the error from the discriminator which
naturally avoids the differentiation difficulty for discrete
data. In this paper, we choose the CNN as our discriminator
because CNN has recently been shown of great effectiveness
in text classification [28]. The discriminator adopts a struc-
ture similar to Yu et al. [27] and we also use policy gradient
reinforcement learning for adversarial training.

We first get embedding presentation of title words and
comments words. Then we concatenate all of them into one
vector.

X = [e1, e2, . . . , em, ey1, . . . , eyn], (19)

where ei ∈ Rl is the embedding of word and [., .] is the
concatenation operator. After that, a kernelW ∈ Rk×l applies
a convolutional operation to produce a new feature map:

ci = f (W ⊗ Xi:i+k−1 + b), (20)

where ⊗ operator is the summation of elementwise produc-
tion, b is a bias term and f is a non-linear function. In order
to capture complex relation, we use various kernels with
different window sizes to extract different features. Then we
apply a max-over-time pooling operation over the feature
maps to get the final vector:

c̃ = max{c1, . . . ., cm+n−k+1}. (21)

Finally, a fully connected layer with sigmoid activation is
used to compute the probability that the comment is real. The
optimization target is to minimize the cross entropy between
the ground truth label and the predicted probability.

At the beginning of the adversarial training, we use the
maximum likelihood estimation (MLE) to pre-train comment
generator on training set until generator reaches convergence.
Then we also use MLE to pre-train comment discriminator
with real comments and fake comments generated by our gen-
erator. After the pre-training, the generator and discriminator
are trained alternatively until convergence.

IV. EXPERIMENTS
In this section, we describe our experiments and results on
real news comment data. We first introduce a new dataset for
this task. Then we compare GANN with several approaches.
We use language modeling and human evaluation to evaluate
GANN and detail results analysis.

A. DATA SET
The news comment data comes from 163.com, which is one
of the most famous news sites in China and has a lot of
news comments. We crawl the data from January, 2015 to
May, 2017 with a web spider. The data contains detailed
information of news, e.g., title, content, and public time,
and corresponding comment information, e.g., comment user,
comment time and comment text. In our experiments, we only
use news titles and corresponding comment texts. In order to
reduce noisy data, the comments whose lengths are shorter
than 10 and greater than 100 are filtered. Usually the number
of comments of each news is greatly different. We filter news
whose comment number are less than 50 and for each news
we choose 100 comments at most. Then we select the most
popular words as the vocabulary and other words are replaced
with UNK. Finally, we choose a subset from the filtered data
as our experiment dataset which contains 2,000,000 com-
ments and 22,117 news. The average length of comment is
about 16 words. The whole data is randomly split into train,
validation, and test data according to the ratio 18:1:1.

B. SETUP
We use a one-layer biLSTM encoder and a one-layer LSTM
decoder. The dimensions of word embeddings and hidden
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TABLE 1. Evaluation results on the test set.

vectors are set to 128 and 256 both in the encoder and
decoder. The batch size is set as 16. All the parameters are
randomly initialized by sampling from a uniform distribution
[−0.02, 0.02]. We train the model using Adagrad [29] with
learning rate 0.15 and an initial accumulator value of 0.1.
We also clamp gradient values into the range [−2.0, 2.0] to
avoid the exploding gradient problem [30]. The number of
epochs is determined by early stopping on the validation set.

C. LANGUAGE MODELING
Perplexity is a common evaluation method of language
modeling. The perplexity score measures the probability of
the test sentences appearing. The higher the probability is,
the lower the perplexity is. The lower perplexity means the
model is better.

We describe the comparison methods as follows:
Enc2Dec: This method uses the basic encoder-decoder

framework which encodes the news and then decodes to
generate comments.
Enc2Dec+ga: Basic model with our proposed gated atten-

tion mechanism, which uses context adaptively and selec-
tively.
Enc2Dec+ga+rc: Basic model with our proposed gated

attention mechanism and relevance control concurrently.
GANN: Our proposed model with gated attention mecha-

nism, relevance control and comment discriminator.
As shown in Table 1, we compute perplexity scores for

these methods. The result of basic encoder-decoder is the
worst whereas other methods taking account of contextual
information are better. This shows that contextual information
is important for generating comments and our proposed gated
attention mechanism handles the contextual information effi-
ciently. It improves the performance significantly. Compared
to the model just using gated attention mechanism, the model
using gated attention and relevance control simultaneously
achieves lower perplexity. This demonstrates the relevance
control contributes to generating better comments. GANN
achieves the best performance through using three mecha-
nisms concurrently. The perplexity drop a little when adding
an extra discriminator. We conjecture that in our task each
input sequence corresponds to many target comments and
there is a big difference between these comments. The dis-
criminator gets lost between these comments. In the follow-
ing experiments, we use GANN to generate comments.

D. DIVERSITY OF COMMENTS
There are usually two approaches for generation: beam
search [24], which is widely used in neural machine trans-
lation, and random sample [5]. We tried beam search and

TABLE 2. Generated comments with different temperatures.

find that the comments generated by the beam search are
generally very trivial without much variation. When generat-
ing comments, we use the random sampling method with the
temperature value. The probability controlled by temperature
is calculated as follows:

p̃i =
exp

( pi
T

)∑|V |
k=1 exp

( pk
T

) . (22)

The temperature value is the trade-off between the diversity
and the correctness. If the temperature is low, the correctness
of the comments is high. If the temperature is high, the diver-
sity is high and the error may be greater.

As shown in Table 2, we test the different temperature
values with the range of 0 to 1 in order to generate com-
ments with diverse topics. Overall, too low temperature gives
common comments and lacks variety. And too high tempera-
ture causes some errors. When using low temperature value,
the model trends to generate similar comments. For example,
‘‘I feel, he. . .’’ and ‘‘I feel he. . .’’ have the same topic and
start with the same word. However, we want to generate
diversified comments with different topics and forms like
natural comments. This indicates that low temperature is not
a good choice.When using high temperature value, the model
generates diversified comments in topic and form as we
want. Nevertheless, there are some grammatical errors or rep-
etitions in generated comments, like ‘‘He will not forget,
early death.’’ This demonstrates high temperature is also
not suitable for generation. The generated comments look
better when the temperature is 0.5, which not only generates
diversified comments with different topics and forms but also
ensures readability. Therefore we use 0.5 in all experiments
of comment generation.

In order to evaluate the effect of our proposed relevance
control, we generate some comments using different rele-
vance levels. As shown in Table 3, there are two sampled
news and corresponding comments generated by different
relevance levels. When using 0 level, the model trends to gen-
erate general comments, e.g., ‘‘I am speechless. . .’’, ‘‘I would
like to know. . .’’. The relevance between these comments and
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TABLE 3. Generated comments with different relevance.

TABLE 4. Human evaluation.

news is small. And these comments could correspond tomuch
news. It seems that these comments are unvalued. In fact, they
conform to the characteristics of real comments, whichmeans
that many users often write comments of this type. This
indicates that our 0 level imitates these general comments
successfully. When using 1 and 2 level, the generated com-
ments are difficult to distinguish in degree of relevance. These
comments talk about some aspects of news and are more
relevant to the news. This demonstrates that 1 and 2 level
imitates the detailed comments. Overall, the results show
that the relevance control we propose is useful to generate
diversified comments with different degrees of relevance.

E. HUMAN EVALUATION
In order to evaluate our model we conduct this experiment
of human evaluation. We randomly select 100 real comments
from the test data set as positive examples. After that, we use
our model to generate fake comments as negative examples.
The fake comments depend on the same title context as the
real comments. Then we get the corresponding 100 fake
comments. We shuffle these 200 examples and then ask three
graduate students to judge whether the comments are written
by real users or not. We summarize the final results into
Table 4.

We can see that more than 39% of the fake comments
generated by our model are misclassified by the users, and
around 75% of the real comments are correctly classified.
This illustrates that the comments generated by our model
are relatively natural. There are about 25% of the real com-
ments misclassified as fake examples, which indicates that

FIGURE 5. Loss curve.

real comments still exit problems. We analyze these com-
ments and find that the majority of these are irrelevant to
news content. They talk about completely different topics
and some of them even have spelling mistakes. About 60%
of the fake comments are correctly classified. We analyze
these comments and find that these comments are too gen-
eral and hardly include favorable information. Compared to
these, the comments misclassified as real examples are more
relevant to the news context. They often talk about certain
aspect of news context. This demonstrates that the relevance
between comments and news is the most important factor of
human judgment.

F. WORD VS CHARACTER
In all experiments above we use word-level model. We con-
duct this experiment to compare the word-level and character-
level generation. In word-level experiments, we segment
sentences to obtain words by extra tool and select the most
common words as vocabulary. For the character-level it is
easy to obtain characters and all characters are retained
as vocabulary about 10,000 characters. Notice that we
use a character as ‘‘a word’’ in character-level model and
one or more characters as ‘‘a word’’ in word-level model. The
other hyper-parameters are the same. We compare the loss
curve and generated comments.

As show in Fig. 5, we can see that the two models
almost reach convergence in the same iterations. Compared
to the word-level model, the character-level model has a
small vocabulary size. Therefore it converges to a lower loss
value and perplexity of this model is better. In addition,
the character-level model spends less time on each iteration
than the word-level one and has about three times faster
speed. According to these results, the character-level model
outperforms the word-level one.

There are sampled comments generated by word and char-
acter model depending on the same news context in Table 5.
From the title of news we know that the news talks about
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TABLE 5. Generated comments with word and character level.

‘‘takeaway’’ brother. The comments generated by the word-
level model look pretty good, which have the same subject
‘‘takeaway’’ as news context and more informational words,
e.g., ‘‘a pleasant journey’’ and ‘‘a happy new year’’. How-
ever, the comments generated by the character-level model
look more common, which use more general words, e.g.,
‘‘is’’ and ‘‘people’’. The word-level model recognizes the
word ‘‘takeaway’’, hence the generated comments contain
the same subject of news and look like written by human.
The character-level model just recognizes the word ‘‘take’’
and ‘‘away’’, thus it generates more general words. This
indicates that word-level model outperforms the character-
level model for that the comments generated by the word-
level are more informational. However, the word-level model
has to face the problem of unknown words although using a
big vocabulary.

G. DISCUSSION
We conduct a series of experiments to validate our model.
Results of languagemodeling confirm that our gated attention
mechanism handles the news context efficiently and we think
it can be applied to other context-dependent tasks well. How-
ever, the adversarial training improves the performance little.
We conjecture that each news corresponds tomany comments
and the discriminator gets lost between these comments.
We will explore the adversarial training for one-to-many data
in the future. Furthermore, we made a comparison between
word-level generation and character-level generation. The
results indicate that both of them have their limits in comment
generation. Therefore, combining word representation and
character representation may be a great choice.

V. CONCLUSION AND FUTURE WORK
In this paper, we have studied the task of automatic gen-
eration of news comments and propose a Gated Attention
Neural Network model(GANN) for the task. GANN is built
on the encoder-decoder framework and we apply three mech-
anisms to boost it. The gated attention mechanism deals
with news context effectively and improves the performance
significantly. Moreover, the relevance control contributes to

generating diversified comments. Furthermore, the discrimi-
nator boosts GANN by the adversarial training. Experiments
on the large dataset show the effectiveness of GANN. The
generated news comments are close to human comments.

This work suggests several interesting directions for future
research. We will try to integrate other methods like a plan-
ning model to generate longer comments such as comment
articles. We can also incorporate user information to generate
personalized comments. Moreover, we will combine word
representation with character representation to improve the
performance.
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