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ABSTRACT A novel visual and infrared sensor data-based system to assist visually impaired users in
detecting obstacles in their path while independently navigating indoors is presented. The system has
been developed for the recently introduced Google Project Tango Tablet Development Kit equipped with
a powerful graphics processor and several sensors which allow it to track its motion and orientation in
3-D space in real-time. It exploits the inbuilt functionalities of the Unity engine in the Tango SDK to create a
3-D reconstruction of the surrounding environment, then associates a Unity collider component with the user
and utilizes it to determine his interaction with the reconstructed mesh in order to detect obstacles. The user
is warned about any detected obstacles via audio alerts. An extensive empirical evaluation of the obstacle
detection component has yielded favorable results, thus, confirming the potential of this system for future
development work.

INDEX TERMS Visually impaired, blind, obstacle detection, obstacle avoidance, navigation, Unity, Project
Tango, assistive technologies, multimodal sensors.

I. INTRODUCTION
One of the major challenges faced by visually impaired (VI)
individuals while navigating independently in indoors envi-
ronments is detecting and avoiding obstacles or drop-offs
in their path - the inability to do so causes them emotional
distress, undermines their autonomy, and exposes them to
injury [1]–[3]. For instance, a recent survey by the Royal
Institute for the Blind found that 95% of the respondents had
experienced a collision outside of the home in the last three
months leading to physical injury and loss of confidence [4].
Though white canes, guide dogs and human caregivers are
usually utilized to assist with this task, each of these solutions
has its own limitations: The white cane is highly conspicuous,
has limited reach dependent on its length, cannot sense obsta-
cles above the waist level and requires contact with obstacles
in order to sense them (which may not be practical - e.g.,
for detecting people or fragile objects) [1], [5]. Moreover,

some VI people, suffering from multiple disabilities, may
not have the physical strength or motor skills to use a cane
effectively [15]. Guide dogs are expensive, require extensive
training, have a useful life of about five years and require
appropriate care which VI individuals, especially elderly
ones, may find difficult to provide [5]. A sighted caregiver
may be available to help out some of the time but it is not
possible or desirable for such a human aide to be available at
all times (indeed, according to a recent report, 26% of blind
adults in the United States live alone [6]) [7].

This delineates a compelling need to develop technological
solutions to assist VI individuals in detecting and avoiding
obstacles in their path. In recent years, infrared-enabled depth
sensor-based and visual sensor-based systems on mobile
devices have emerged as some of the most promising solu-
tions for addressing this issue [8]–[12]. However, both these
kinds of solutions incur high computation costs, especially
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when dealing withmultiple obstacles. Sincemobile platforms
are currently limited in terms of both the processing power
required to achieve real-time performance for executing com-
putationally intensive code and the battery life needed to sup-
port intense processing for extended periods of time, most of
these solutions use the mobile device simply as a frontend for
receiving input and delivering output while all the actual pro-
cessing of the data is done on a remote server equipped with
powerful processors. This, in turn, introduces additional con-
straints and challenges: the user’s device has to be connected
to a remote system, the inevitable communication overhead
may negatively affect the real-time performance and the
absence of or failure of a network connection would render
the system useless (network connectivity is an even more per-
tinent issue in developing countries where 90% of the VI pop-
ulation resides [13]) [14]. Furthermore, prototype devices
attempting to combine camera images and depth data to
improve the accuracy of the detection tend to have difficulty
in precisely synchronizing their various components and sen-
sors with each other (though recently introduced commer-
cial sensor technologies such as Kinect [41] have integrated
RGB-D sensors but these are not designed as mobile or wear-
able devices – please refer to the related work section for
further discussion about this). Consequently, currently such
systems fall short in terms of accurately localizing the user
and providing real-time feedback about obstacles in his
path [15].

The Project Tango Tablet Development Kit [16], recently
introduced by Google, is an Android device, equipped with
a powerful processor (NVIDIA Tegra K1 with 192 CUDA
cores) and various sensors (motion tracking camera, 3D depth
sensor, accelerometer, ambient light sensor, barometer, com-
pass, GPS, gyroscope), which allow it not only to track its
own movement and orientation through 3D space in real
time using computer vision techniques but also enable it to
remember areas that it has travelled through and localize
the user within those areas to up to an accuracy of a few
centimeters. Its integrated infrared based depth sensors also
allow it to measure the distance from the device to objects in
the real world providing depth data about the objects in the
form of point clouds [15], [17], [18]. Moreover, being com-
pact, lightweight, relatively discreet and affordable renders
it aesthetically appealing, socially acceptable and accessible
for VI users [14].

We have, therefore, developed an application for the
Project Tango tablet to assist VI users in detecting obstacles
in their path during navigation in an indoors environment.
The system is focused on micro-navigation in previously
unmapped surroundings. It exploits the inbuilt functionali-
ties of the Unity engine in the Project Tango SDK to cre-
ate a 3D reconstruction of the surrounding environment to
detect obstacles in real-time and also provides the user with
audio alerts about any detected obstacles [18]. Our aim is to
exploit the main strengths of the Tango tablet – its range of
custom sensors and extensive inbuilt software which enable
and facilitate 3D reconstruction of and interaction with the

surrounding environment and its capacity for performing
computationally expensive operations in real-time on the
device itself without the need to connect to an external
server or rapidly draining the battery. Since the Tango plat-
form is swiftly being expanded and also being integrated
into other mobile devices (e.g., recently released smartphones
such as Lenovo Phab 2 Pro [19] and Asus Zenfone AR [20]),
this further validates our selection of this platform in view
of future development work. Furthermore, we are utiliz-
ing a widely used cross-platform game industry software,
Unity [21], which, to the best of our knowledge, has not been
employed for building assistive navigation applications for
VI individuals so far.We aim to demonstrate that the function-
alities of a popular game engine that developers may already
be familiar with can readily be exploited to build assistive
applications for disabled individuals in real-world scenarios
given that this engine is now available on a mobile device
with enough computational power and embedded sensors to
make this feasible.

The main contributions of our research are as follows: The
development of a novel real-time assistive stand-alone appli-
cation for VI users on a cutting-edge aesthetically appeal-
ing mobile device equipped with one of the most powerful
processors available to date on a consumer-level mobile plat-
form [22], which allows them to detect obstacles indepen-
dently in possibly unfamiliar indoor surroundings; the inno-
vative use of the functionalities of the inbuilt Unity engine on
the Tango tablet to design an obstacle detection mechanism in
a real-world context specifically targeted towards individuals
with visual impairments; the extensive empirical evaluation
of the obstacle detection system yielding favorable results
and, thus, confirming the potential of this application in
particular and the platform in general for further development
work in this area.

The rest of the paper is organized as follows: Section II
provides an overview of existing assistive systems for the
VI utilizing visual and infrared sensors for obstacle detection
and delineates their strengths and limitations. Section III
describes the proposed application explaining the system
setup and data acquisition, the obstacle detection process
and the feedback mechanism. Section IV expounds upon the
various tests for empirically evaluating the system. Section V
reports and discusses the results of the tests. Section VI
highlights some directions for future work and section VII
concludes the paper.

II. RELATED WORK
In recent years, several infrared-enabled depth sensor-based
and visual sensor-based systems have been developed to
assist the VI in detecting and avoiding obstacles. Visual
sensor-based systems employ stereo [23]–[27] or monocular
cameras [28]–[34] to acquire image data of the surround-
ing environment and analyze it to estimate obstacle posi-
tions. These solutions are generally cost-effective, accessible,
require little or no infrastructure, are typically wearable, and
can usually be installed or embedded into existing mobile
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computing devices. However, their performance deteriorates
rapidly in uncontrolled real-world environments due to imag-
ing factors such as motion blur, image resolution, video noise,
etc., as well as changes in conditions such as illumination,
orientation and scale. Other limitations include vulnerability
to occlusion problems and high computational cost [7]. Also,
stereo cameras are relatively expensive and require precise
calibration [35]. Infrared-based obstacle detection systems
for the VI typically employ infrared tags [36], infrared bea-
cons [36]–[38] and general thermal input from the environ-
ment [39], [40]. These solutions offer the advantages of being
affordable, discreet and unobtrusive (since infrared light is
invisible to the naked eye), providing directional information
(if beacons or tags are placed on obstacles) and being able to
operate in the dark. However, such systems can detect objects
onlywithin a certain range and their performancemay be neg-
atively impacted by interference from other infrared sources,
such as sunlight or fluorescent light [15]. Furthermore, most
of these systems require retrofitting the environment with
tags and beacons, which is costly, time consuming and limits
the use of the system only to previously fitted areas. Nev-
ertheless, some newly emerging sensor technologies (e.g.,
Microsoft’s Kinect [41], Occipital’s Structure Sensor [42],
and, most recently, Google’s Project Tango Tablet Develop-
ment Kit [16]) are making it possible to exploit infrared light
to extract 3D information about the environment without the
need to install any equipment in the surroundings [15].

Recent development work on obstacle detection has spe-
cially focused on Kinect, either utilizing the data from its
depth sensor alone ([43]–[46]) or from both its RGB and
depth sensors ([47], [48]): Khan et al. [49] divide the depth
image of the scene into 5x3 regions, calculate a depth metric
for each region and instruct the user to go in the direction with
the smallest probability of an obstacle. The Kinect sensor
is mounted on the user’s waist, the processing is done on
a laptop computer and directions are generated via text-to-
speech and conveyed to the user by Bluetooth headphones.
Filipe et al. [44] extract six vertical line profiles at pre-
defined locations from depth images acquired from a chest-
mounted Kinect sensor; a feedforward neural network with
backpropagation is then employed to classify each line profile
and the user is informed about the location of any obstacles
found in terms of right, left and center. Huang et al. [46]
use the Least Squares method to approximate ground curves
and to determine the ground height threshold from the depth
image. Descending stairs are detected by finding possible
stair edge points based on the threshold and transforming
them into an edge line by applying the Hough Transform.
The ground plane is then removed, a region growing approach
is used to label different objects, the labelled objects are
analyzed to determine if any of them are ascending stairs
and the user is informed about how far he is from any
obstacles in his path; if stairs are detected, the direction
and distance to the stairs is conveyed. The Kinect sensor is
mounted on the user’s helmet, chest or waist, the processing
is done on a laptop computer, and feedback to the user is

provided via the Text-To-Speech (TTS) software on the
laptop. Liu et al. [50] apply a multiscale voxel plane segmen-
tationmethod on the 3D point cloud data for the current frame
to extract planar structures. The ground plane is then removed
and an area growing algorithm is exploited to segment all
the non-ground regions into independent clouds which are
regarded as generalized obstacles. The area in front of the
user is then divided into three cuboids (left, center and right)
and a multi-level voice feedback strategy is employed to
alert the user to the presence of obstacles and to provide
appropriate directions to avoid them. The Kinect sensor is
mounted on the user’s chest, the processing is done on a
mini PC processor carried by the user in a backpack and
voice feedback is provided via a Bluetooth headset. Brock and
Kristensson [45] down-sample the depth data and split it into
isolated structures, representing obstacles, at different depth
levels using the marching cubes algorithm. The 3D location
of the obstacle is sonified so that the horizontal position,
vertical position and volume are encoded by the panning
position, pitch and volume of the sound, respectively. The
Kinect sensor is hung from the user’s neck, the processing
is done on a laptop also hung from the user’s neck and the
sonification is provided via headphones. Bernabei et al. [51]
detect the floor based on the depth data acquired from awaist-
mounted Kinect sensor and then simultaneously analyze the
volume in front of the user to determine if there is sufficient
room for him to move without colliding with an obstacle and
the output from a wearable accelerometer to establish if the
user is walking and if so, at what speed. The Kinect sensor is
connected to a smartphone which does the audio processing
and provides audio feedback to the user consisting of speech-
based instructions for obstacle avoidance and sonification to
convey the obstacle’s location and distance from the user.

Some solutions have opted for tactile - instead of audio -
feedback: Zöllner et al. [43] mount the Kinect sensor on the
user’s head and put vibe boards on the left, right and center of
the user’s waist to indicate the direction in which an obstacle
was detected. A depth window is moved from left to right
(respectively near to far) over the depth histogram of the
current frame and stops, if the pixel area of that depth window
exceeds a certain threshold area. The average depth value of
the current depth window is then mapped to the pulse of the
appropriate vibe board. Mann et al. [52] mount an array of
six vibrating actuators inside a helmet. The depth sensing
region of a Kinect sensor mounted on top of the helmet is
divided into six zones; a distance map of the depth image is
calculated and the vibration of each actuator is made inversely
proportional to the distance of its corresponding zone to
create the sensation of objects in the visual field pressing
against the forehead before collision occurs – the sensation
increases in strength as collision becomes more imminent.

All the above systems detect obstacles in general. However,
a few other Kinect-based solutions focus on detecting specific
obstacles such as staircases and traffic [53]–[55]. Data from
Kinect has also been combined with other modalities such as
ultrasonic and sonar for obstacle detection [56], [57].
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Since the Kinect sensor module is not designed as a wear-
able or handheld device, these systems employ makeshift
methods for affixing it to various locations on the user’s body
(e.g., head, chest or waist) resulting in awkward bulky con-
traptions that are unappealing from an aesthetic perspective
and, thus, unlikely to be practically adopted by VI individ-
uals for whom, as confirmed by several studies [58], [59],
the cosmetic acceptability of an assistive device is even more
important than its utility. Moreover, the processing of the data
obtained from the Kinect sensor has to be done on an external
server, which introduces the network connectivity issues and
real-time performance challenges mentioned previously in
the introduction.

The Project Tango tablet appears to have a distinct advan-
tage over Kinect in that it is an aesthetically appealing,
handheld, mobile device equipped with a powerful processor
enabling it to execute computationally intensive code in real-
time without the need to connect to a backend server. More-
over, it has several additional embedded sensors and
in-built functionalities, which can be utilized for extending
and improving the obstacle detection application in the future.
Since the tablet has just recently been released in the market
and has obvious potential for meeting real-time navigation
requirements, there is a compelling need to initiate work to
utilize its capabilities for developing navigational aids for
the VI. These considerations have motivated us to use this
platform for our development work. It should be noted that a
few preliminary applications for the Tango tablet have already
been proposed for this purpose [15]: The system presented
by Anderson [60] collects depth information about the envi-
ronment, saves it in a chunk-based voxel representation, and
generates 3D audio for sonification which is relayed to the
VI user via headphones to alert him to the presence of obsta-
cles. Wang et al. [61] cluster depth readings of the immediate
physical space around the users into different sectors and
then analyze the relative and absolute depth of different sec-
tors to establish thresholds to differentiate among obstacles,
walls and corners, and ascending and descending staircases.
Users are given navigation directions and information about
objects using Android’s TTS feature. Another indoor assis-
tive navigation system developed for the Tango tablet by
Li et al. [62] has an obstacle detection component that
de-noises the point cloud data, de-skews it to align it with the
horizontal floor plane, and projects it in both the horizontal
and vertical directions. The vertical projection detects in-
front and head-height obstacles locally while the horizontal
projection is used to update obstacle information in a global
2D grid mapmaintained by the application. The Android TTS
module is used to convey the obstacle detection results and
navigation directions. A beeping alert sound is also issued,
where the beep frequency signals the distance to the obstacle.
However, none of these systems utilizes the Tango Unity
SDK. Also, the first two applications need further develop-
ment and are yet to be tested with the target users. Li et al.
system [62] is reported to have been tested with blindfolded
and blind subjects. However, details about the number of

subjects and the data collection procedure and an in-depth
analysis of the users’ performance have not been provided.

It should be noted that one of the members of our research
team is directing a related project for developing an obstacle
detection and avoidance application for the VI on the Tango
platform [15]. The approach for detecting obstacles differs
significantly from the one presented in this paper since it
relies on directly clustering and segmenting the point cloud
data within a 2 m range of the depth sensor to isolate poten-
tial obstacles; feedback to the user consists of audio alerts
for detected obstacles and speech and beep pattern-based
directions for obstacle avoidance. A user-centered design
methodology is being adopted for this project which is still
in its early phases of development. We aim to eventually
conduct a comparative evaluation of our system with this
one to study any differences in terms of speed, accuracy and
general usability.

III. SYSTEM DESIGN AND ARCHITECTURE
The application has been developed for the Google Project
Tango Tablet Development Kit, an Android tablet equipped
with a 2.3 GHz NVIDIA Tegra K1 processor with 192 CUDA
cores running on the Android 4.4 KitKat operating system.
It has 4 GB RAM and 128 GB flash memory (expandable
via microSD). This device also has a depth-sensing array
(an infrared projector, 4MP 2µm rear-facing RGB/IR camera
and 180◦ field of view fisheye rear-facing camera), several
other sensors (a 120◦ front-facing camera, accelerometer,
ambient light, barometer, compass, GPS, gyroscope), accu-
rate sensor timestamping, and a software stack that enables
application developers to use motion tracking, area learning
and depth sensing [17], [63].

FIGURE 1. System overview.

An overview of the system is shown in Fig. 1. The applica-
tion utilizes the Tango Unity SDK [64] to process the depth
and motion tracking data obtained via the various sensors of
the tablet to create and update a 3D reconstruction of the
real-world environment in the form of a mesh as the user is
walking. A rectangular box is created and updated around
the user’s position in this reconstruction. Some steps are
taken to detect the ground to avoid false obstacle detection
warnings being triggered by the box’s coming in contact with
the ground. If the box collides with any solid surface in the
3D reconstruction, an audio warning is relayed to the user via
bone conduction headphones. The details of the system setup
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and data acquisition, the methodology used for detecting
obstacles and the feedback given to the users are provided
in the subsections below.

FIGURE 2. How the user should hold the tablet (in landscape orientation
and slightly tilted).

A. SYSTEM SETUP AND DATA ACQUISITION
The user holds the tablet in his hands roughly at waist level
with the screen facing towards him (Fig. 2). Since the Tango
tablet has been so designed that the cameras on the rear top
edge face directly in the front direction when the tablet is held
in landscape orientation while slightly tilted (at an angle of
about 60◦ to the horizontal plane), our system also requires
the user to hold the tablet in this orientation and at this angle.

Under these constraints, the camera’s field of view of 180◦

appears to be sufficient for covering the walking area in front
of the user within which obstacles need to be detected. For
a hands-free option, the tablet may also be mounted on the
user’s waist; however, it still needs to be tilted at a 60◦ angle.
We are currently designing a 3D-printed wearable holder for
the tablet which will lock it into the desired position.

Depth data is obtained via the tablet’s integrated depth
sensor using structured light in the form of point clouds [65]
while location and orientation information is acquired based
on the input from the various in-built cameras and sensors
using visual-inertial odometry [66]. Tango offers APIs in
C and Java and an SDK in Unity for accessing its depth
perception, motion tracking and area learning services. For
our project, the Tango Unity SDK [64] and the Android SDK
(Android 4.2 ’Jelly Bean’ (APK level 17)) [67] are utilized
for connecting to the Tango services for processing the depth
and motion tracking data and for developing the application.

Since all the data is acquired via the tablet’s built-in sensors
and all the computations are carried out on the device itself,
there are no other external hardware components required for
the data input and processing.

Audio feedback about detected obstacles is provided to the
user via Bluetooth bone conduction headphones connected
wirelessly to the application.

B. OBSTACLE DETECTION APPROACH
The Tango Unity SDK [64] is used to acquire a 3D recon-
struction of the surrounding environment in the form of a

mesh which is created and updated in real-time [18]. Any
empty regions in the resulting reconstruction represent empty
spaces while the mesh represents solid surfaces and objects.
So, to detect obstacles, the system simply needs to be able to
determine whether the user is about to come in contact with
the mesh as he moves through the environment.

FIGURE 3. Collider box dimensions and distance from the ground.

Since Unity allows the creation of collider compo-
nents [68] around an object and provides functions to detect
when these components come in contact with any part of
the generated mesh, we decided to utilize this useful feature
to formulate a novel approach for detecting obstacles in the
user’s surroundings: A rectangular collider box is created
around the device (which represents the user’s position in the
reconstructed environment). The dimensions of the box are
chosen so that it would encompass an average user’s body
including allowances for the personal space required around
him for unhindered head and limbmovement during walking.
Hence, the width of the box is set to 0.5 m [69], the height
to 2 m [70], and the length to 0.6 m (Fig. 3). It should be
noted that the width, height and length of the box are set along
the x, y and z-axis, respectively, in Tango’s device coordinate
system. As the user walks, the mesh and the collider box are
continuously updated. If at any time, the box comes in contact
with the mesh, an audio-based obstacle warning is generated
and relayed to the user.

Since the ground is a solid surface, a mesh will be created
for it in the 3D reconstruction and thus, it, too, will be
considered an obstacle by the system. To avoid triggering
obstacle warnings for the ground, the following steps have
been taken: When the application is started, Unity’s raycast
feature [71] is used to cast a ray straight down (along the
y-axis in the device coordinate system). It is assumed that
there is nothing between the tablet and the ground so that
when the ray strikes the mesh, the distance between the ray’s
origin (the tablet) and the point it strikes the ground provides
the distance between the tablet and the ground. To avoid
having the collider box come in contact with the ground and
thus, triggering an obstacle warning, the collider box is locked
at a distance of 3 cm above the ground (Fig. 3). The raycasting
to detect the ground is done every time the mesh is updated.

The rotation of the collider box is locked to avoid it being
affected by slight changes in the user’s posture (e.g., in the
absence of rotation locking, if the user bends a bit forward,
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FIGURE 4. Effect of user’s bending slightly forward if the collider box’s
rotation is not locked.

tilting the tablet down a little, the box will also tilt forward,
which may cause it to collide with the floor, a wall or a nearby
object triggering a false obstacle warning (see Fig. 4)).

Based on some initial testing wherein the resolution of the
individual grid cells in the internal state for the mesh genera-
tion was varied from 0.01 m to 0.1 m and the resulting mesh
was visually inspected, an optimal resolution of 0.05 m was
chosen (decreasing the resolution further results in small and
narrow objects not being properly meshed while increasing it
considerably slows down the mesh generation process). The
space clearing option is also selected to attempt to remove
objects from the mesh that are no longer there when the mesh
is updated. The Tango UX framework is utilized to handle
general tasks related to user interaction with the application
such as displaying the connection screenwhen the application
is initializing and warning the user to hold the device steady
as well as issuing notifications to the user when exceptions
occur.

C. FEEDBACK TO USERS
Currently, only rudimentary audio feedback is being
provided to the user: a voice message saying ‘‘Warning:
obstacle detected’’ is relayed to him via wireless bone con-
duction headphones every time an obstacle is detected (bone
conduction headphones were selected since the sound these
produce is audible only to the user and not to those around
him, thereby offering him a discreet means for receiving
the system’s output; moreover, these do not block his audi-
tory channels). However, the feedback mechanism would
be enhanced in the future to provide more details such
as the approximate distance of the obstacle from the user
(e.g., by using non-speech-based audio signals such as short
beep sounds: the closer the obstacle, the higher the frequency
of the beeps) and navigation directions to avoid the obstacle.
Since vibrotactile feedback for navigation directions has been
reported to offer several advantages over audio [72] such as
discreetness, direct and intuitive matching of stimuli to body
coordinates, the tactile channel being less overloaded than the
auditory one and requiring less attention and cognitive effort,
we have considered this option for output, too. In particular,
we deliberated dividing the tablet screen into three areas –
left, center, and right – and in the event of an obstacle being

detected, have the area corresponding to the obstacle location
vibrate (e.g., if the obstacle is on the right, the right area of
the screen would vibrate). However, this idea was discarded
upon discovering that the Tango tablet does not support such
localized vibrations. We still intend to examine some alterna-
tive options utilizing such feedback, such as representing each
warning/instruction by a unique vibration pattern or attaching
a peripheral custom-designed wearable vibrotactile module
to the user’s body (e.g., on the wrist or chest).

Since the user interface design is so crucial to the eventual
acceptance of the system by the target users, we plan to con-
duct semi-structured interviews with VI users at local institu-
tions to gather their opinions about the type and frequency
of feedback such an application should provide as well as
their preferences for the output modality (tactile or audio or a
combination of both).

IV. SYSTEM EVALUATION
A series of tests were conducted to evaluate if the system
can detect obstacles correctly under different conditions and
if it can avoid falsely detecting obstacles in some commonly
encountered scenarios. For all tests, the settings of the system
parameters, such as resolution, space clearing, etc., were as
described in section III.B and the user held the tablet as
described in section III.A. The details of the tests are provided
below.

A. OBSTACLE DETECTION TESTS
The tests were conducted in an empty room containing a
3 m× 4 m× 2.4 m open space. The objective of the tests was
to determine if the system could correctly detect obstacles if
certain factors were varied. The specific factors studied and
the variations applied to each, alongwith related experimental
setup details, are provided below:

1) OBSTACLE SIZE
To test if the system can detect obstacles with sizes ranging
from very small to very large, cardboard boxes of five dif-
ferent sizes were utilized (it should be noted that the sim-
plest regular solid form objects (i.e., boxes) with no holes,
curves, unusual textures, etc., were chosen. The same object
was varied in size so as to avoid the results being affected
by differences in other factors such as shape, texture and
opacity). The sizes and dimensions of the boxes are shown
in Table 1.

The boxes were placed on the ground so that the base
(comprised of the width-length face) was flat against the
ground (Fig. 5).

TABLE 1. Sizes and dimensions of boxes used as obstacles.
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FIGURE 5. The labelling of the height, width and length dimensions of a
cardboard box being used as an obstacle. The user faces the
width-height face; the width-length face is flat against the ground.

2) DISTANCE FROM OBSTACLE
Since an obstacle warning is triggered whenever the col-
lider box comes in contact with an obstacle, how distant an
obstacle can be detected by the system is determined by the
dimensions of the collider box. The height of the box (2 m)
is more than the height of an average adult [70] and should,
thus, be sufficient to ensure the detection of any overhanging
obstacles. The width of the box (0.5 m) is about the width of
an average adult [69]. We deliberately did not make the width
significantly more than the width of an average adult since
several studies have shown – and our own initial exploratory
tests confirmed this – that people in general and VI individ-
uals, in particular, tend not to walk in a straight line but are
inclined to veer towards the right or left while walking [73]
(Our initial exploratory tests on veering involved blindfolding
three sighted users and asking them to walk in a straight line
maintaining normal gait (i.e., not adjusting their gait to ensure
a straight course – e.g., by placing one foot right in front of the
other one) from one fixed point to another over a distance of
about 10meters in an open indoors spacewith a uniformfloor.
All the users walked slowly since they were concentrating on
maintaining a straight course but still tended to wobble right
and left.). Increasing the width of the collision box would,
therefore, trigger obstacle warnings for obstacles which are
not too close to the user resulting in the system trying to
prevent the user from moving forward even though there may
be a big enough gap for him to pass through. Thus, taking
veering effects into account, the box width of 0.5 m should
be sufficient for detecting obstacles on the right or left of
the person while walking. The length of the box (0.6 m) is
more than the side width of an average adult and should,
thus, be sufficient to ensure the detection of any obstacles
immediately in front of the user. However, since the user is
walking forward, the distance to obstacles directly in front
of the user keeps changing rapidly. The user may, therefore,
want to be informed about obstacles which may be more than
several cm in front of him.

We, thus, wanted to investigate if the system can correctly
detect obstacles at various distances in front of the user. The
maximum distance at which an obstacle can be detected is
4-5 m since this is the sensing range of the tablet’s depth
sensor. However, since the range of a traditional white cane
is about 1 m and most assistive obstacle detection systems

detect obstacles within 2 m while walking [74], the following
distances within the range of 2 m were selected for testing the
system: d1 = 0.5 m, d2=1 m and d3=2 m. The distance was
varied by setting the length of the collider box to the desired
distance.

3) OBSTACLE POSITION ALONG THE HORIZON
Since obstacles directly in front of the user, as well as those
which are partially in front of him, should be detected by the
system, we wanted to examine if the systems deals with these
cases correctly by varying the position of the obstacles along
the horizon. Five different positions were tested as described
in Table 2.

TABLE 2. Descriptions of horizontal positions of an obstacle.

4) LIGHTING CONDITIONS
The data from the various visual sensors, used to calculate the
user’s orientation and position, is dependent on the amount of
illumination. The performance of the system was, therefore,
tested under two different lighting conditions: lc1=dimly
lit, lc2=moderately bright. The amount of illumination was
varied by turning on all the lights in the room (lc2) and then
keeping only one fourth of the lights on while maintaining
uniform luminance (lc1). The windows in the room were
covered to prevent any sunlight from entering.

All possible combinations of the four factors described
above were tested. A position in the room was marked as a
destination point. For each test, the user positioned himself
in front of the destination point at a distance of about 3 m
with the center of his body aligned with the destination point
and then started walking towards it. The user stopped either
when an obstacle warning was issued or when he reached the
destination point.

B. AVOIDING FALSE DETECTION OF OBSTACLES TESTS
The objective of these tests was to determine if the system
incorrectly detects obstacles in some commonly occurring
scenarios when, in fact, no obstacles exist. The details of
the scenarios tested and the experimental setup for each are
provided below.

1) GAP BETWEEN OBJECTS
Navigating in indoors environments frequently requires pass-
ing through gaps between objects (e.g., a cabinet and a chair,
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TABLE 3. Results of obstacle detection tests.

a table and a wall, a doorway, etc.). Hence, the system should
not issue false obstacle warnings if the user is positioned in
front of a gap between objects and the gap is large enough for
the user to easily pass through. The system was, therefore,
tested with the following gap sizes: g1=1.5 m, g2=1 m,
g3=0.6 m, g4=0.5 m, g5=0.4 m.
For each gap size, two large objects (cardboard boxes were

used) were placed side by side with a gap of the required
size between them. The user started walking from a distance
of about 2 m away from the gap such that the center of
his body was aligned with the center of the gap. The user
stopped either when an obstacle warning was issued due to
the objects or when he passed through the gap. All tests were
conducted under moderate lighting conditions (lc2).

2) WALKING DOWN A CORRIDOR
When walking down a corridor or narrow hallway – another
frequently encountered scenario in indoor navigation – the
system should not issue obstacle warnings for the walls.
The system was, therefore, tested with the following corridor
widths: c1=0.8 m, c2=1.2 m, c3=2 m.

The user started walking from a distance of about 2 m
away from the corridor entrance such that the center of his
body was aligned with the center of the corridor. The user
stopped either when an obstacle warning was issued due
to the corridor walls or when he reached the end of the
corridor. All tests were conducted under moderate lighting
conditions (lc2).

3) FLOOR TEXTURE AND LIGHTING CONDITIONS
Since the tablet’s depth sensor utilizes IR light, the depth
measurements can be adversely impacted in locations with
high levels of ambient IR light, such as those lit by bright sun-
light or incandescent light bulbs [75]. Also, the depth sensor
cannot detect very dark, shiny and transparent materials [75].
Since indoor environments may have floors with varying
textures and may be illuminated with ambient IR light, it is
important to determine if the system produces false artifacts
and consequently, issues false obstacle warnings under these
conditions. Additional tests were, therefore, conducted under
various ambient IR lighting conditions (indirect sunlight and
direct sunlight) and floor textures (highly reflective floors

(marble floors), semi reflective floors (tiled floors), non-
reflective floors (matt surfaces, and carpeted floors)).

For each floor and lighting combination, an empty area free
of any obstacles was selected. The user walked over a distance
of about 4 meters across this area. Any problems with mesh-
ing and/or false obstacles and artifacts being produced were
noted down.

V. RESULTS AND DISCUSSION
The tests described in section IV were conducted with a
blindfolded sighted user. Three trials were conducted for each
test and the results of the trials were averaged to get the final
result. The results of the tests are reported and discussed in
this section.

A. RESULTS OF OBSTACLE DETECTION TESTS
The results of the tests conducted for the various combina-
tions of factors described in section IV.A are shown in Table 3.
The results indicate that the system functioned correctly for
very large, large and medium sized obstacles under all com-
binations.

However, for small obstacles, the system failed for the far
left and far right positions while for very small obstacles,
it failed for all combinations.

Since the width of the small and very small obstacles is just
a few centimeters (13 cm and 10 cm, respectively), hence, due
to veering effects, it is to be expected that the collider box
will not come in contact with them when these are placed at
the far left and far right positions. This is actually desirable
since objects this small would not really be in the user’s path
if located on the far left and far right.

However, the system’s failure to detect small obstacles
directly in front of the user does present a problem. Since
even a small bump on the ground or a small ledge on the floor
may cause a person to trip and stumble and potentially fall
down and injure himself, it is important to investigate how the
system can bemodified to enable it to accurately identify very
small obstacles. As the collider box has been set 3 cm above
the ground, it would be expected to collide with a 10 cm high
object placed on the ground. However, due to the limitations
of the hardware and the Unity software being employed, it is
possible that the distance of the collider box from the ground
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may vary, becoming slightly more than 3 cm, as a result of
the up and down motion and limb movement of the user as he
is walking. Also, it may be possible that a higher resolution
mesh is required to accurately capture objects this small on
the ground. We, therefore, plan to experiment further with
various mesh resolutions and collider box distances from the
ground in order to determine how to improve the system’s
accuracy in detecting very small obstacles.

B. RESULTS OF AVOIDING FALSE DETECTION OF
OBSTACLES TESTS
1) GAP BETWEEN OBJECTS
The results of the tests for various gap sizes are shown
in Table 4.

TABLE 4. Results of tests for gaps between objects.

The results indicate that the system functioned correctly
and did not issue obstacle warnings as long as the gap size was
at least 0.1 m more than the width of the collider box. Also,
it functioned correctly and issued obstacle warnings when the
gap size was less than the width of the collider box.

When the gap size was equal to the width of the collider
box, the system incorrectly issued an obstacle warning. How-
ever, this was to be expected since, due to veering, the user
would not pass exactly in the middle of the gap and therefore,
the edges of the collider box would come in contact with the
obstacles on either side of the gap. Reducing the width of the
collider box by 0.1 m resulted in no collision being detected
and appeared to solve this problem. However, as explained in
section IV.A(2), the width of the collider box has been set to
0.5 m – which is on the lower end of the width of an average
adult – in order to take the veering effects into account.
Usability testing with VI users – which we eventually plan
to conduct - will more definitively clarify if the collider
box width needs to be decreased further to compensate for
veering.

2) WALKING DOWN A CORRIDOR
The results of the tests for walking down a corridor or narrow
hallway are shown in Table 5.

TABLE 5. Results of tests for walking down a corridor.

The results here are similar to the gap test results: the sys-
tem functioned correctly and did not issue obstacle warnings
as long as the corridor width was at least 0.1 m more than
the width of the collider box. Also, it functioned correctly
and issued obstacle warnings when the corridor width was
almost equal to the width of the collider box. In these tests,
the width of the collider box was varied just to examine if
obstacle warnings would be generated as the collider box
width approached the corridor width. However, as can be
seen in Table 5, the default collider box width of 0.5 m does
not cause obstacle warnings even for quite narrow corridors
(as exemplified by the results for the 0.8 m wide corridor).

3) FLOOR TEXTURE AND LIGHTING CONDITIONS
The test results indicate that direct sunlight caused severe
problems in the mesh generation with either no mesh or an
incorrect mesh being produced for all floor textures (includ-
ing non-reflective matt surfaces).

Indirect sunlight resulted in the most accurate mesh being
generated for all floor textures with the following exceptions:
For highly reflective floors, bright spots of light caused a
hole to appear in the mesh. Also, non-reflective floors with
highly uneven surfaces (such as fuzzy carpets) caused dis-
torted meshing.

The results imply that the system will not function cor-
rectly in areas with direct sunlight though it would operate
well under indirect sunlight as long as the exceptions men-
tioned above do not occur.

The overall results of the various tests indicate that the
system can correctly detect obstacles of medium to large
sizes at various horizontal positions and at distances of up to
2 m under dim to moderate lighting conditions. Furthermore,
the system functions correctly under indirect sunlight and
with different floor textures except for bright light spots on
highly reflective floors and highly uneven surfaces on non-
reflective floors. Moreover, the system accurately deals with
gaps between objects and corridors avoiding false detection
warnings as long as the gap or corridor width is at least 0.1m
more than the collider box width.

The system cannot operate under direct sunlight which is
to be expected based the limitations of the depth sensor. Also,
it is unable to detect very small obstacles – as mentioned
in section V.A, we plan to conduct further experiments to
investigate how to enable the system to detect such obstacles.

One issue that was observed when initializing the applica-
tion was that it took a few seconds for the system to generate
the mesh while the user had to stand in one place holding
the tablet still. However, once the mesh was generated, it was
updated in real-time while the user was walking at a slow
pace. Since a new version of the Tango SDK was released
recently, we updated the SDK on our tablet to this new
version and re-conducted several of the above tests. Though
the test results were the same in terms of the accuracy of
the detection, the mesh generation and updating was much
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faster, thus, requiring less time for the initial mesh creation
and allowing the user to walk at a faster pace.

VI. FUTURE WORK
The work presented in this paper focused on developing a
Unity based application for obstacle detection on the Tango
platform and evaluating the accuracy of the detection for this
system. In the future, we intend to make the necessary mod-
ifications to the system to address the issues revealed by the
empirical tests. A user-centered approach would be adopted
in the remainder of this project with the next phases consisting
of eliciting user preferences for the interface design via semi-
structured interviews with VI individuals (as explained in
section III.C), designing and developing the user interface
based on the target users’ feedback, and finally, conducting
usability testing of the resulting system with VI users to
identify any usability problems.

The current system is designed for obstacle detection in
an unmapped environment and does not utilize the area
learning capabilities of the tablet. In future iterations of the
system, we plan to enable the area learning option provided
in the Unity Tango SDK which would allow the system
to remember where static obstacles in the environment are
located. Since we are working in parallel on another project
for developing a system for the Tango tablet which would
assist VI users to macro-navigate from one indoor loca-
tion to another, the ability to remember obstacles would
be useful in path planning when the obstacle detection
(micro-navigation) system is eventually integrated with the
macro-navigation one.

The obstacles used in the current tests varied only in size.
We plan to conduct further tests with obstacles which vary
in shape, texture and opacity to evaluate the impact of these
factors, too, on the system performance. Also, overhanging
obstacles were not explicitly included in these tests. Since
the current height of the box (2 m) may be much greater than
the user’s actual height, this may result in obstacle warnings
being triggered by overhanging objects which the user can
easily pass under without colliding. Therefore, we are con-
sidering reducing the height of the collider box and placing
an additional collider box on top of the original box; the
additional box can then be utilized to detect collisions with
overhanging obstacles within a certain height range. Another
option for dealing with this issue would be to customize the
collider box dimensions for each user as discussed next.

Currently, the dimensions of the collider box are pre-
set so that it can encompass an average adult. However,
to make the system even more flexible enabling it to cater
even to individuals whose dimensions deviate from the
norm - i.e., they are unusually tall, short, stout or thin - we
plan to give the user the option to customize the height and
width of the box according to the dimensions of his own body
and to set the length according to his preferences for at what
distance from an obstacle he would wish to receive a warning.
Moreover, since the user may wish to receive progressive
warnings as his distance to an approaching obstacle changes

(i.e., ‘‘obstacle at 1 m’’, ‘‘obstacle at 0.5 m’’, . . .), we are
considering using several collider boxes, instead of a single
one, with different lengths.

More detailed information about the obstacles may also be
provided to the user: Based on which regions of the box come
in contact with the obstacle, the obstacle’s position relative
to the user can be relayed (i.e., left, right, top, bottom, etc.);
Unity’s built-in features can be utilized to extract information
about the obstacle’s size and shape and computer vision-
based object recognition methods can be exploited to convey
the obstacle’s identity to the user. However, the kind and
amount of information that would be output to the user would
ultimately be decided based on the preferences expressed by
the users in the semi-structured interviews.

VII. CONCLUSION
A novel visual and infrared sensor data-based application
to assist VI users in detecting and avoiding obstacles in
their path while independently navigating indoors has been
presented in this paper. The application utilizes the func-
tionalities of the Unity SDK of the Google Project Tango
Tablet Development Kit to provide an aesthetically accept-
able, cost-effective, portable, stand-alone solution for this
purpose. A prototype version of the system has been devel-
oped and an extensive empirical evaluation of the obstacle
detection component has been conducted, yielding favorable
results and thus, confirming the potential of this application
for future development work. We are currently modifying the
system to address the issues revealed by the tests and adding
some customization and detailed feedback options to enhance
its functionality and usability.

A user-centered approachwill be adopted for the remainder
of this project with the next steps consisting of conducting
semi-structured interviews to elicit user preferences for the
interface design and then iteratively developing and testing
the systemwith the target users to ensure that the final product
is better adapted to their unique needs. We hope that pro-
viding VI users with a real-time mobile assistive stand-alone
application on a cutting–edge device which allows them to
detect obstacles independently in possibly unfamiliar indoor
surroundings would significantly increase their autonomy.
We also hope that our solution would inspire further research
for assistive navigation solutions for VI individuals utilizing
game engines and the capabilities of the new generation of
mobile devices equipped with multiple sensors for gathering
environmental data from various modalities as well as power-
ful processors capable of executing computationally intensive
algorithms in real-time.
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