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ABSTRACT The recent expansion of the Internet of Things (IoT) and the consequent explosion in the volume
of data produced by smart devices have led to the outsourcing of data to designated data centers. However,
to manage these huge data stores, centralized data centers, such as cloud storage cannot afford auspicious
way. There are many challenges that must be addressed in the traditional network architecture due to the
rapid growth in the diversity and number of devices connected to the internet, which is not designed to
provide high availability, real-time data delivery, scalability, security, resilience, and low latency. To address
these issues, this paper proposes a novel blockchain-based distributed cloud architecture with a software
defined networking (SDN) enable controller fog nodes at the edge of the network to meet the required
design principles. The proposed model is a distributed cloud architecture based on blockchain technology,
which provides low-cost, secure, and on-demand access to the most competitive computing infrastructures
in an IoT network. By creating a distributed cloud infrastructure, the proposed model enables cost-effective
high-performance computing. Furthermore, to bring computing resources to the edge of the IoT network
and allow low latency access to large amounts of data in a secure manner, we provide a secure distributed
fog node architecture that uses SDN and blockchain techniques. Fog nodes are distributed fog computing
entities that allow the deployment of fog services, and are formed by multiple computing resources at the
edge of the IoT network.We evaluated the performance of our proposed architecture and compared it with the
existing models using various performance measures. The results of our evaluation show that performance is
improved by reducing the induced delay, reducing the response time, increasing throughput, and the ability
to detect real-time attacks in the IoT network with low performance overheads.

INDEX TERMS Internet of things, software defined networking, security, blockchain, cloud computing, fog
computing, edge computing.

I. INTRODUCTION
Nowadays, a large number of intelligent devices and objects
are integrated with sensors, thus enabling them to detect
real-time information from the environment. However, this
paradigm has changed with the advent of the IoT in which
all intelligent things- such as sensors, laptops, smart cars,
smart home devices, and industrial and utility modules- are
connected through a network of networks and equipped with
data analysis capability, thereby changing the way we play,
live, and work. A huge volume of data streams is produced
by IoT devices at high speed. According to a recent report
by Gartner [1], around one million new IoT devices will be
sold every hour and some 2.5 million US dollars will be
spent per minute on IoT by 2021. With efficient and flexible

provisioning in cloud computing [2], [3], the large volume of
IoT data produced by distributed IoT devices can be trans-
mitted to the remote cloud for processing through the
internet [4], [5]. However, the internet is neither sufficiently
efficient nor sufficiently scalable to deal with these enormous
amounts of IoT data. In addition, the transfer of important
data is expensive, consuming an enormous amount of band-
width, time, and energy. Since massive flows of IoT data are
transmitted to the cloud at high speed in order to explore
valuable information in real time, it is necessary to design
an efficient data-processing architecture.

For future generation computing, fog computing is an
evolving framework that combines cloud computing and
IoT [6]. Currently, cloud-based solutions are being widely
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researched due to growing demand and the limited computing
resources of IoT devices. Recent research predicts that cen-
tralized clouds will be unlikely to deliver satisfactory services
to customers in the near future. From the core to the edge
of the network, fog computing can be viewed as a layered
service structure that is an extension of the cloud computing
paradigm. It will be able to provide faster cloud services such
as storage, computing, and networking capabilities to end
users, with each fog node located near the IoT devices at the
edge of the IoT network. Fog nodes are distributed fog com-
puting entities that allow the deployment of fog services and
are formed by multiple computing resources at the edge of
the IoT network. Using different technologies, all the physical
devices of a fog node are connected, aggregated and abstract
to be considered as a single logical entity that is the fog node,
capable of performing distributed services, as it is on a single
device. Given a finite network bandwidth, centralized cloud
storage is unable to handle huge volumes of data in a timely
manner. Due to the limited scope of its vision and resources,
a fog node is unable to provide permanent and comprehensive
computing services to users [7]. Thus, the secure, scalable,
and efficient management of resources may well be one of
the most important objectives for the realization of the future
IoT network. A distributed peer-to-peer decentralized cloud
storage solution is required to achieve the objectives for
the future IoT network. Recently, blockchains have recently
attracted the attention of researchers in a wide range of
industries [8]–[10].

The main reason for this increase in interest in blockchain
is that, with the blockchain technique, applications can be
operated in distributed ways, whereas previously they had
to pass through a trusted intermediary. The recent mar-
ket research indicates that technologies like blockchain and
Bitcoins are the future of the finance domain [11], [12].
By creating trust without the need for a trusted third party,
it is widely believed that blockchains will overhaul anti-
quated cloud computing systems. At present, companies like
Amazon offer a decentralized storage infrastructure cloud
services. Nowadays, most organizations that have hosted
their own servers in their own premises have moved to the
cloud to reduce the number of servers and maintenance cost
drivers; and by replicating data across multiple data centers,
a company like Amazon S3 is able to offer a reliable uptime
and redundancy service and charge approximately $ 25 per
terabyte per month. This convenience has blinded us to the
extent that we now place too much trust in third parties.
Due to a lack of good points of reference and low costs,
we are obliged to trust these third parties to secure our most
private and sensitive data, which are mostly unencrypted.
Due to parallelism between the financial and cloud infrastruc-
tures, we can replace the existing systems with blockchains
and eliminate our reliance on trusted third parties. In the
blockchain based cloud infrastructure, storage hosts sell their
surplus storage capacity and renters purchase this surplus
capacity and upload files, while payments are made over the
blockchain. According to a recent report, the world economic

forum’s survey predicted that by 2027 some 10% of global
GDP may be stored with blockchain technology [13].

A. RESEARCH CONTRIBUTIONS
This paper proposes a flexible, efficient, scalable, and
securely distributed cloud architecture that uses SDN, fog
computing, and a blockchain technique to gather, classify
and analyze IoT data streams at the edge of the network and
the distributed cloud. SDN facilitates easy management and
network programmability [14]. The main contributions to the
research for this work are summarized as laid out below.
• This paper proposes a distributed cloud architecture
based on the blockchain technique, which provides low-
cost, secure, and on-demand access to the most compet-
itive computing infrastructures in the IoT network.

• It also proposes a secure distributed fog node
architecture using SDN and blockchain techniques
by bringing computing resources to the edge of the
IoT network so that traffic in the core network can be
secure and streamlined and have a minimal end-to-end
delay between IoT devices and computing resources.
In our proposed architecture, security must automati-
cally adapt to the threat landscape, thus dispensing with
the need for administrators tomanually review and apply
thousands of recommendations and opinions at the edge
of the network.

• The performance of the proposed technique was evalu-
ated and compared with the existing model with respect
to various performance metrics.

B. ORGANIZATION
The rest of the paper is structured as follows: Section II dis-
cusses the need for blockchains in distributed cloud storage
and the design principles required for a distributed architec-
ture in the IoT network; Section III presents the proposed
blockchain-based distributed cloud architecture and secure
distributed architecture of the fog node at the edge of the
IoT network; Section IV presents the evaluation of the pro-
posed model based on different performance metrics; and
Section V presents the conclusions of this research.

II. PRELIMINARIES
A. NEED FOR BLOCKCHAINS IN DISTRIBUTED
CLOUD STORAGE
‘‘Blockchain’’ is the newest buzzword on the block. Recently,
this new concept has caught the attention of many researchers
and developers who have recognized the opportunity offered
by the blockchain and its potential impact. Based on the
present survey, the need for the blockchains technology in the
distributed cloud storage is summarized below.
• Full decentralization and true redundancy: Using the
blockchains technique, it is possible to build a dis-
tributed cloud data storage where data is stored in
dozens of discrete nodes intelligently disbursed across
the globe, making it extremely difficult to cause signifi-
cant disruptions.
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• Facilitates resource usage: The blockchains technique
can be used to facilitate the use of resources on demand
simply by running the on-demand resource algorithm
from the smart contract, whereby payment will automat-
ically occur upon completion of the requested service.

• Complete privacy: Since, with the blockchains tech-
nique, each user manages its own keys and each block
node stores only encrypted fragments of user data, it is
possible to achieve complete privacy without any third
party having access to and control of the data.

• Improves the Quality-of-Services: By using the
blockchain technique, we can offer traceability of the use
of resources in order to properly verify the service level
agreement by both the client and the service provider.

• Cost reduction: Due to its efficiency and the small
costs incurred by each host, compared to Amazon S3’s
$ 25 per terabyte per month, blockchain storage costs
about $2 per terabyte per month [11].

B. REQUIRED DESIGN PRINCIPLES FOR SECURELY
DISTRIBUTED ARCHITECTURE IN AN EDGE
COMPUTING SCALABLE IoT NETWORK
To design a high-performance architecture in the edge com-
puting scalable IoT network that is securely distributed with
the ultimate goal of meeting both current and future chal-
lenges and meeting the new service requirements, the follow-
ing design principles must be taken into consideration:
• Resilience: Even if some nodes fail, computation con-
tinues on other work nodes.

• Efficiency: Even though the computing nodes are very
heterogeneous, users receive excellent performance.

• Ease of deployment: Even the nodes located on the edge
of the internet, allow all the nodes to be used without a
specific configuration.

• Adaptability: The architecture of the network should be
able to adapt to the changing environment and broaden
its use to meet the increasing needs and demands of
customers.

• High availability and fault tolerance: The high avail-
ability of a network control system is imperative in the
actual operation of the IoT network. Thus, the provi-
sioning of priority redundancies, the identification of
failures, and the invocation of alleviation mechanisms
are important steps for the activity.

• Performance (linear adaptability of performance): In a
large scale distributed network architecture, the need to
achieve linear performance is an important challenge.

• Scalability: Scalability is an important principle in
designing a future-proof distributed IoT network archi-
tecture so as to manage future growth in the number of
devices and the amount of information they produce.

• Security: Securing the IoT network is one of the impor-
tant objectives of designing new distributed architec-
tures. To ensure the holistic design of the network,
data protection, confidentiality, and information security
must be adequately addressed.

III. DISTRIBUTED BLOCKCHAIN CLOUD ARCHITECTURE
Based on the analysis presented in the previous sections
concerning the expansion of the cloud-based IoT networks
created by new communication paradigms, we found that
existing clouds cannot meet the need to ensure a completely
distributed infrastructure for their executions. At the same
time, there is growing demand among scientific communities
and enterprises for sufficient computing power to process
enormous volumes of data and execute substantial appli-
cations. Fog computing is an emerging computing model
that brings computing abilities to the edge of the distributed
IoT network. It is characterized as a distributed comput-
ing infrastructure that includes a set of physical machines
with high-performance capabilities that are linked to one
another. Rather than transferring raw IoT data streams to
the cloud, we can locally gather, categorize, and analyze
data by deploying a number of fog nodes in the IoT net-
work. This can greatly mitigate traffic in the core network
and potentially speed up the processing of large amounts of
IoT data. However, the efficient and secure deployment of
fog nodes to facilitate communications between fog nodes
and IoT devices is always an open problem. The secured
deployment of cloud computing ensures that every IoT device
has access to computing capabilities everywhere with a low
end-to-end delay, without significantly increasing the amount
of major network traffic. In this section, we propose a
novel blockchain-based distributed cloud architecture with a
SDN enabled controller at the edge of the network to meet the
required design principles for current and future challenges
and to be able to satisfy new service requirements.

A. ARCHITECTURE DESIGN OVERVIEW
Figure 1 presents an overview of the architecture of the
proposed model, which is categorized into three layers, i.e.
device, fog, and cloud. At the edge of the network, the device
layer is used to monitor the various public infrastructure
environments and sends the filtered data that is consumed
locally to the fog layer and uses the request services. In the
fog layer, the device layer transmits the filtered raw data to
the fog layer, which consists of high-performance distributed
SDN controller. Each fog node covers the small associated
community and is responsible for data analysis and service
delivery in a timely manner. The fog layer reports the results
of processed output data to the cloud and device layers if
needed. The fog layer provides localization, while the cloud
layer provides wide-area monitoring and control. It is used to
provide large-scale event detection, behavioral analysis, and
long-term pattern recognition by offering distributed comput-
ing and storage. In the cloud layer, we propose a distributed
cloud based on the blockchain technique that provides secure,
low-cost, and on-demand access to the most competitive
computing infrastructures. Clients can search, find, provide,
use and automatically free up all the computing resources,
such as servers, data, and applications, they need. For the fog
layer, we propose the use of a blockchain-based distributed
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FIGURE 1. Overview of the distributed blockchain cloud architecture.

secure SDN controller network architecture for the fog node.
In the fog node, all the SDN controllers are connected in
a distributed manner using the blockchain technique. Each
SDN controller is empowered by an analysis function of the
flow rule and a packet migration function to secure the net-
work during saturation attacks. At the edge of the network we
deployed multi-interfaced Base Stations (BSs) equipped with
an SDN switch to facilitate the new wireless communication
technologies that are based on IoT. To aggregate all of the raw
data streams emanating from local IoT devices, we consid-
ered themulti-interfacedBSs to constitute awireless gateway.
The BSs act as a forwarding plan for the SDN controllers
of the fog node, which monitors traffic at the data plane and
establishes user sessions. The SDN controllers in the fog node
also provide programming interfaces to networkmanagement
operators to offer various essential networking capabilities.
A fog node can access the distributed cloud over the internet
to flexibly deploy the application service and computing
availability. Fog nodes can offload their computing work-
loads to the distributed cloud when they do not have sufficient
computing resources to process their local data streams at the
expense of increased latency in communications and network
resource consumption.

B. DISTRIBUTED BLOCKCHAIN CLOUD ARCHITECTURE
The proposedmodel opens up newmarkets by allowingwider
use of the existing cloud infrastructure, and brings together
data from consumers and producers. The proposed model
consists of the following four steps: selection of resource
providers, provision of services, registration of transactions,
and payment. In the first step, the cloud user must select
the resource provider from the service provider pool in the
blockchain-based distributed cloud. Once the selection has
been made, the selected service provider will then provide
the required services, such as task execution, data manage-
ment, and the provision of servers, to that user. After pro-
viding the requested services, the service provider registers
the transaction in the form of a blockchain and shares it
with all distributed peer service providers. Finally, the user
will pay and reward the provider. This model reduces the
cost and transparent reputation of resource providers and
rewards reliable providers with an integrated quality of ser-
vice controls that can provide the required level of com-
puting resources. Providing support to different resource
providers and making the partial contributions of each
provider fully visible also contribute to transparency in this
model.
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1) PROOF-OF-SERVICE
A conventional blockchain such as Ethereum [15], for exam-
ple, depends on the Proof-of-Work protocol, which guar-
antees that token exchanges occurring in the blockchain
between members are approved by a vast number of nodes
that utilize cryptographic challenges. In our blockchain-based
distributed cloud model, a contribution is some action that
occurs outside the blockchain, such as the performance of
a computation, the transfer of a file, or the provision of
a set of data, which will lead to the occurrence of token
exchanges between members. This implies that another pro-
tocol is required to prove that the contribution has taken place
in an accurate manner and that associated token exchanges
can occur in the blockchain. We have named this consensus
protocol ‘‘Proof-of-Service.’’ We gave careful consideration
to the approval of contributions because, in an attempt to
claim illegitimate rewards, some pernicious clients may try
to distort their contributions. In order to design this proto-
col, we used the 2-hop blockchain technique proposed by
Duong et al. [16], which combines the mechanisms of proof-
of-stakes and proof-of-work. The security of this blockchain
depends on whether the legitimate participant controls a
greater part of the collective resources, which include both
stakes and computing power.

2) MATCHMAKING ALGORITHM
We have used a matchmaking algorithm in our model to
link a resource request to a resource offer based on their
description. When designing a distributed cloud, the match-
making algorithm is an essential element in ensuring the
provision of resources. It essentially answers the question:
‘‘Can I perform this task on this machine?’’ We have stored
smart contracts that describe the requirements for performing
a task or deploying a VM instance, such as an expected
hypervisor, a GPU runtime requirement, RAM, minimal disk
space, etc. A matchmaking contract does the matching, per-
haps actualizing distinctive sorts of strategies. To implement
a matchmaking contract in our model, we used the classified
advertisement (classad) matchmaking technique proposed by
Raman et al. [17] at the University of Wisconsin.

3) SCHEDULING ALGORITHM
In the distributed cloud, a scheduling algorithm distributes
a set of enterprise tasks to run on a computing asset.
For any distributed computing system, the scheduler is a
key component because the performance of the application
depends primarily on its efficiency. More specifically, a test
consists in designing a multi-criteria scheduler, which is
an algorithm that includes several strategies for schedul-
ing tasks and choosing computing resources. For exam-
ple, one client may want the best performance even if it
costs more, whereas another client may want to minimize
the cost even if that means that the computation will take
longer. In our proposed model, we used CLOUDRB, a tech-
nique for managing and scheduling the high-performance

computing application in the cloud proposed by
Somasundaram and Govindarajan [18]. We used this tech-
nique in our model to define their own preferences based on
such factors as reliability, confidence, performance, cost, etc.

C. EDGE COMPUTING NETWORK ARCHITECTURE
The majority of the information created by clients’ devices
contains individual data, such as videos or photos taken on
smartphones, GPS data, health data detected by wearable
devices, and smart home statuses detected by the sensors
installed in a smart home. The analysis of these gigantic
amounts of data can benefit the user and society as a whole.
A major challenge imposed by the concept of fog is service
orchestration. Orchestration includes automated migration,
replication, and the instantiation of service instances across
many fog nodes with a broad range of functionality. Numer-
ous IoT applications address the dynamic workload produced
by event-driven or intermittent data delivery systems. Ideally,
applications should be seamlessly sized at run-time without
the over-provisioning of resources. The speed and complexity
of this development creates new categories of attacks brings
together known and mysterious threats, takes advantage of
‘‘zero-day’’ vulnerabilities, and uses malicious software con-
cealed in documents and networks.

To address these challenges, we propose a fog computing
architecture in the edge network. In the edge network, all
the IoT devices’ communication to the fog nodes happens
through multi-interface BSs. BSs will consider as a gate-
way or as a forwarding SDN switch for the fog controller,
which collects all the data from IoT devices and forwards it
to the fog node controller. Each fog node is composed of dis-
tributed SDN controllers and uses the blockchain technique
to provide scalable, reliable, and high-availability services.
Each SDN controller includes packet migration and flow rule
analysis functions. The analysis module maintains the main
utility of the system foundation during an immersion attack.
Note that we leveraged the strengths of the FS-OpenSecurity
SDN pragmatic security architecture model based on our
previous work [14]. Figure 2 shows the architecture of the
SDN controller of the fog node in the edge network. This
model consists of three different phases. In the first phase,
to build an overall network view, this model monitors and
parses to identify essential OpenFlow messages from the
arrival OpenFlow packets. In the second phase, it analyzes
the parsed data set and extracts the routing topology state and
metadata features sets to construct a network flow topology
graph with the traffic flow. In particular, our model maintains
the topological status of the metadata, outbound flow path
design rules, and stores the forwarding of inbound packet
headers, etc. In the third phase, the metadata flow of a set
validates the allowable metadata values collected over the
duration of the flow and management strategies. The model
flags known attacks by the administrator-specified strategies,
even though it is the most specific flow activities that are
carried out over time to detect potentially malicious activity.
When the model discovers a new flow behavior, it does not
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FIGURE 2. Architecture of the SDN controller of the fog node in the edge network.

trigger an alarm: rather, it triggers alarms when it recognizes
unreliable entities that cause changes to the behavior of an
existing flow or a flow that challenges a specified security
policy.

1) PACKETS PARSER
In order to identify abnormal behavior, the model must
catch each piece of network data. To modify the network
view of the controller, attackers use a subset of all Open-
Flow messages. These messages include Features_Reply,
Stats_Reply, Flow_Mod and Packet_In. However, to config-
ure the connectivity between endpoints, the trusted controller
uses Flow_Mod messages to direct the forwarding devices.
Thus, to extract significant metadata, our packets parser
dynamically monitors these incoming packets. All reset all
packets are simply transmitted.

2) FLOW TOPOLOGY GRAPH BUILDER
These graphs analyze the parsed data set to construct and
alter the flow diagrams connected to the network flows.
They then distinguish between infringements or attacks in
the security strategies perceived by the actual changes made
to the topological exchange metadata and to the system data
plan related with each flowchart. There are three elements
in an SDN domain that precisely outline the metadata for
each stream in the network as streams, forwarding switches
and end hosts. Our model retrieves and stores the metadata
data related to each item to execute a set of features. For all
the hosts in the network, the IP/MAC destination and source
connections have a match. To recognize the flow between
the ends, Port/MAC links exclusively. For each flow, flow

statistics offer bytes/packets transferred. In addition, to know
the malicious update metadata, our model retains the flows
of the physical and logical topology, and the Flow_Mod
transmission status messages.

3) VERIFIER
We divided the entire process into two steps: generating path
conditions (offline) and generating reactive rules (online).
In the path generation step, to generate the path condition,
we used the conventional symbolic algorithm to navigate
the possible paths and collect all path conditions. To avoid
increasing system overhead at runtime, we processed this step
offline. In the reactive rule phase, it will monitor and assign
the current value of the global variables to the status path.
Then, only the input variables are symbolized in the path
conditions and the reactive flow rule dispatcher components
are used to parse each status path. Only the paths, the final
decision is in handling a small set of change to generate a
status message is considered. Finally, the reactive flow rules
we need are determined.

4) MIGRATION AGENT
Depending on the type of alarms received, this agent recog-
nizes attacks and makes decisions. During saturation attacks,
it triggers the flow rule of the parser to generate new rules and
to migrate the missing table packet in the data cache. During
the flow rule generation and update period, it migrates all
missing packets to the data plan cache. Therefore, the flood
packets do not flood or overload the controller. Later, once
the flow rule is updated, it will process all the missed packets
stored in the cache.
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FIGURE 3. Delay incurred by: a) an increase in the number of devices; and b) an increase in the number of requests.

5) DATA PLAN CACHE
This is a temporary storage that caches missing packets dur-
ing a saturation attack. During flooding attacks, instead of
flooding the controller, most flood packages are redirected
to the data plan cache. When it receives migrated packets,
it parses the packet headers and stores them in the appropriate
buffer queue by using the Packet_In generator, the buffer
queue, and the classifier.

IV. PERFORMANCE EVALUATION
In this section, we discuss the simulation in different experi-
mental environments in detail and provide our evaluation of
the proposed model. We evaluate the proposed scheme by
using the throughput, response time and the delay-incurred
performance metrics. We also evaluate the accuracy of the
proposed model by measuring the speed with which it can
detect and mitigate saturation attacks at the edge of the net-
work.

As shown in Fig. 1, numerous IoT devices are connected
to the blockchain based distributed cloud environment on
the edge of the network and are used to perform various
tasks. As discussed in the previous section, to conduct load
shedding using an intelligent scheduler in the distributed
cloud, different applications/tasks are executed at the closest
fog node or distributed cloud, as this lessens the overhead of
performing all tasks in the centralized cloud server. We gath-
ered real-time traces of our own distributed private cloud
data center and the Amazon EC2 cloud data center. Our
own distributed private cloud, which has abundant resources
was rendered on 6 desktops, wherein each desktop had
64 GB DDR3 RAM and an Intel i7 processor. At the
same time, the end user devices and fog nodes were ren-
dered by laptops with relatively limited computing resources.
We considered the laptops to be fog nodes that are linked in
a distributed manner using the blockchain technique. Each of
the laptops that we used had a 16 GB DDR3 RAM and an
Intel i5 CPU. We used the TFN2K tool to generate real-time
attacks. TFN2K is a well-known attack tool for generating
attacks such as ICMP, TCP / SYN, and UDP flood attacks and

widely used to attack several famous websites. For a variety
of real-time applications, the delay incurred using the con-
ventional cloud computing infrastructure and the blockchain-
based distributed cloud is illustrated in Fig. 3(a). As shown in
this figure, the response time for various real-time applica-
tions is reduced when the number of interconnected devices
is increased.

Fig. 3(b) illustrates the variation in the delay associated
with the number of requests produced by the installed clients.
The figure shows that there is an increase in the delay as
the number of requests for services increases. However, this
delay is smaller in the proposed model than in the case using
the core cloud infrastructure, which demonstrates the effi-
ciency of our proposed model. By offloading clients’ service
datasets onto fog nodes from the cloud, all computations
are executed at the edge of the network as a result of faster
computations.

Fig. 4 (a) demonstrates the response time of end clients
awaiting various services from the cloud. We considered that
the response time is the first response time after process-
ing the dataset. Compared to the core model of the cloud,
the proposed model provides a lower response time when the
number of requests is increased. Due to the services provided
by the fog nodes, the response time is less than that of the
core infrastructure of the cloud. Thus, the proposed model
has fewer delays compared to the core infrastructure.

The throughput variation using the core cloud infrastruc-
ture and the proposed model is shown in Fig. 4(b). As the
results show, compared to the core cloud infrastructure,
the proposed model provided a higher throughput. As pre-
viously discussed, due to the availability of services at the
edge of the network, we achieved improvements. Due to the
high availability of resources, the execution time to offload
the data to the cloud of applications running on the edge of
the network is less.

We also performed the file create, update, delete, and
share scenarios to evaluate the performance of our distributed
blockchain-based cloud architecture. We created random
file names and contents with a size of up to 4 MB with
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FIGURE 4. With regard to the number of requests: a) the variation in response time; b) the variation in throughput.

FIGURE 5. File operations: a) average response time with different file size; b) average data retrieval time cost.

300 repetitions. Fig. 5 (a) and Fig. 5 (b) show the average
response time with different file sizes and the data retrieval
overhead. The results show that the performance of the pro-
posed model was superior to that of the core model, with a
minimum overhead.

Based on two different parameters, we evaluated the accu-
racy rate of the detection of attacks of the proposed model at
the fog node. We considered one parameter in the presence of
different traffic and many distinctive defects in the network,
and another parameter in the real-time identification of the
attacks in the network. The proposed model can quickly
recognize each attack. In the first case, to increase the number
of hosts to 30K, we used Mininet. We then propelled fake
topology, ARP poising and DDoS attacks to the blockchain-
based SDN controller network fog node in the edge network.
On the other hand, synthetic defects were used in parallel with
the proper traffic with 6K for the Mininet emulsified hosts on
our physical test bench for real-time identification. As such,
when the proposed model received the offending packet, the
time required to issue an alert is viewed as being the detection
time. To produce 1500 Flow_Mod/sec, we used the custom
traffic generator. When Packet_In messages are processed,
such attacks as false topology and ARP attacks are easily
distinguished. To identify DDoS attacks, the detection times
may vary because the proposed model occasionally executes

the flowchart validator, and, consequently, the size of the flow
graph increases. We repeated each experiment approximately
20 times and observed that our proposed model effectively
identified each of the issues under the distinctive topologies.

For the given ϑ margin of similarity used to perform outlier
detection using the conflicting iperf TCP streams, we ran a
pessimistic scenario for the false alerts. At each switch along
the flow path, the margin of similarity lies between SI/ϑ
and SI × ϑ . Here, SI is a similarity index at each switch
to represent the traffic flow nature, which is calculated at
timestamp t as follows:

SI t = SI t−1 + ω,

Where ω represents the latest byte-level statistics available at
timestamp t . In the current flow path or each flow per switch,
we consider SI to be the moving average of the difference in
byte-level statistics.

To cause changes in the switches along the flow path,
the fairness of the TCP will create fluctuations in flow, which
raises the need for some precautions. Fig. 6 (a) shows that
the probability of false alarms decreases with the increase
of ϑ . Due to the absence of a true positive, both recall and
precision are zero. As shown in this figure, 7 alarms out
of 10 concurrent streams over 6 minutes at the default value
of ϑ = 1.06.
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FIGURE 6. Accuracy rate of the proposed model: a) probability of false alarms with in flows and ϑ ; b) probability of absence of genuine alerts vs.
loss rate and ϑ .

FIGURE 7. Proposed model performance overhead at fog node: a) Flow_Mod throughput vs TCAM miss rates; b) variation in Flow_Mod processing
time.

For a given ϑ , in order to evaluate the absence of gen-
uine alerts, we defined the proportion between the number
of checks that did not produce alerts and the total num-
ber of checks that raised alerts throughout the verification.
We assessed this performance metric in the Mininet hosts
for controlled flows, which are 8 hops apart. The absence
of genuine alerts throughout the verification increases as δ
increases as shown in Fig. 6(b). The precision and the recall
are identical for a given ϑ , which is equal to 1- the probability
of absence of genuine alerts at each data point.

For each SDN controller in the fog node of the pro-
posed model, we evaluated the overhead of processing the
Flow_Mod messages. With an increasing rate of incom-
ing TCP connections, we observed the Flow_Mod through-
put without and with the proposed model. Each TCP
packet results in an absence of Ternary addressable mem-
ory (TCAM), which then produces a Packet_In and elic-
its a Flow_Mod message from the controller. Fig. 7 (a)
shows the results where, even at a high Packet_In
(or TCAM rate), the proposed model retains a high

Flow_Mod flow. The throughput is simply compelled
by the overhead of the controller, which is clearly seen
by the fact that, whether with pr without the proposed
model, the Flow_Mod throughputs are practically equivalent.
In addition, we evaluated the Flow_Mod processing times as
shown in Fig. 7 (b). We noticed that the processing time is
more than 100 µs for the 2K Flow_Mod/sec flow rate, but
that it increases as the flow increases. It increases processing
times because at higher Flow_Mod speeds, the controller pig-
gybacksmanyOpenFlowmessages in the same TCP payload.

V. CONCLUSION
In this paper, we proposed a new distributed blockchain cloud
architecture model to meet the design principles required to
efficiently manage the raw data streams produced by large
IoT devices in the distributed cloud and at the edge of the
network. It is based on three emerging technologies: fog com-
puting, SDN, and blockchain. The proposed architecture was
designed to support high availability, real-time data delivery,
high scalability, security, resiliency, and low latency. To facil-
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itate the provision of IoT services, the proposed architecture
can significantly reduce the end-to-end delay between IoT
devices, computing resources and traffic load in the core net-
work compared to the traditional IoT architecture. The results
of our performance evaluation clearly indicate that, compared
to the traditional core-based cloud computing infrastructure,
our model is a more efficient solution for offloading data to
the cloud. It also demonstrates the efficiency and effective-
ness of the proposed model and that it meets the required
design principles with minimal overhead.

In the future, we will explore the various energy har-
vesting technique aspects of our proposed model for energy
efficient communication among devices at the edge of the
IoT network.
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