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ABSTRACT User-based collaborative filtering is an important technique used in collaborative filtering
recommender systems to recommend items based on the opinions of like-minded nearby users, where sim-
ilarity computation is the critical component. Traditional similarity measures, such as Pearson’s correlation
coefficient and cosine Similarity, mainly focus on the directions of co-related rating vectors and have inherent
limitations for recommendations. In addition, CF-based recommendation systems always suffer from the
cold-start problem, where users do not have enough co-related ratings for prediction. To address these
problems, we propose a novel similarity measure inspired by a physical resonance phenomenon, named
resonance similarity (RES). We fully consider different personalized situations in RES by mathematically
modeling the consistency of users’ rating behaviors, the distances between the users’ opinions, and the
Jaccard factor with both the co-related and non-related ratings. RES is a cumulative sum of the arithmetic
product of these three parts and is optimized using learning parameters from data sets. Results evaluated on
six real data sets show that RES is robust against the observed problems and has superior predictive accuracy
compared with the state-of-the-art similarity measures on full users’, grouped users’, and cold-start users’
evaluations.

INDEX TERMS User-based collaborative filtering, recommender system, similarity measure, RES.

I. INTRODUCTION
Recommender systems emerged in the 1990s [1], [2], aim-
ing to provide personalized recommendations to users by
predicting specific items or user preferences. With the rapid
development of the Internet, recommender technologies have
been applied to a variety of Internet-based systems, such as
online videos, online shopping, and online social networks.
Recommendation techniques mainly include content-based
recommendation, collaborative filtering (CF) recommenda-
tion and hybrid recommendation. Content-based recommen-
dation focuses on user profiles and preferences, while CF
recommendation focuses on user ratings related to the user-
item matrix to find a set of like-minded users or similar
items, and hybrid recommendation combines two or more
recommendation techniques [3]–[6]. Collaborative filtering
techniques are more frequently implemented and often result
in better predictive accuracy [7], [8]. These techniques

recommend items based on the opinions of other like-minded
users or identify items that are similar to those previously
rated by the target user, and mainly include item-based CF,
which associates an item with nearest neighbors, and user-
based CF, which associates a set of nearest neighbors with
each user [3], [9]–[11]. This paper focuses on the latter. User-
based collaborative filtering usually calculates similarities
between users to find nearest neighbors of the user according
to users’ past preferences [12]–[16].

The similarity measure is a critical component of
user-based CF recommendation for computing similarities
between users’ past behaviors [12]–[14]. It provides a direct
recommendation pattern since users with similar past prefer-
ences have similar opinions on items. Similarity is usually
calculated based on a user-item rating matrix, where each
row is a rating vector evaluated by a related user and each
column includes ratings of a specific item given by users. The
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similarity measure models that are commonly used for CF
recommender systems are mainly Cosine Similarity (COS)
and Pearson’s Correlation Coefficient (PCC) [17]–[19]. PCC
calculates similarity as the covariance of two users’ prefer-
ences (ratings) divided by their standard deviations based on
co-related items. The formula is:

PCC(u, v) =

∑
i∈Iu,v (ru,i − r̄u) · (rv,i − r̄v)√∑

i∈Iu,v (ru,i − r̄u)
2
√∑

i∈Iu,v (rv,i − r̄v)
2
,

(1)

where Iu,v is the set of co-related items of both users u and
v, ru,i is the rating of item i by user u, and r̄u is the average
rating of user u for all the correlated items. COS calculates
the similarity between two users by measuring the value of
the cosine angle between the two vectors of ratings; a smaller
angle indicates greater similarity. The COS formula is:

COS(u, v) =

∑
i∈Iu,v ru,i · rv,i√∑

i∈Iu,v r
2
u,i

√∑
i∈Iu,v r

2
v,i

, (2)

where Iu,v and ru,i have the same meaning as in equa-
tion (1). However, the two traditional similarity mea-
sures have inherent limitations since they mainly focus
on the directions of the rating vectors but ignore the
lengths. Researchers observed the related problems of
PCC and COS, and proposed a series of solutions,
such as [12]–[15], [17], [19], and [20], and [22]–[28].
Breese et al. [17], Schwarz et al. [19], Guo et al. [13], and
Ahn [14] analyzed the limitations of traditional PCC and
COS. Lathia et al. [18] and Ma et al. [20] focused on analyz-
ing the problems of PCC. Guo et al. [13] summarized four
related shortcomings of PCC and COS in detail. We conclude
that there are problems in the following seven aspects, where
problems (3)(4)(5)(6) are also discussed in [13]:
(1) Equal-ratio Problem. While two rating vectors(

EXu, EXv
)
given by user pair (u, v) are of equal ratio,

such as EXu = α · EXv, the COS or PCC will
return ‘1.0’ according to their computational formu-
las. For example, suppose there are two user pairs
(u1, v1) and (u1, v2), with related rating vector pairs
([1, 2, 1], [1.5, 3, 1.5]) and ([1, 2, 1], [2.5, 5, 2.5]).
Although the two pairs are quite different, the simi-
larities returned by PCC and COS will be both ‘1.0’,
without any distinct space.

(2) Unequal-length Problem. Suppose the rating vectors
for user pair (u1, v1) are [1, 2] and [1, 2], where there
are only two co-related items. Meanwhile, suppose the
rating vectors for pair (u1, v2) are [1, 2, 4, 5, 5, 5, 5, 5]
and [1, 2, 5, 5, 5, 5, 5, 4], where the number of co-
related items is eight. PCC and COS will give 1.0 as
the similarity of pair (u1, v1), whereas the similarity of
pair (u1, v2) will be less than 1.0. In this situation, user
pairs with more co-related items (or more co-related
history) may encounter unfair similarity evaluation by
PCC or COS.

(3) Flat-value Problem. In the special case of the equal-
ratio problem where all rating vectors are flat-valued,
such as [1, 1, 1] , [3, 3, 3] , [5, 5, 5], PCC will be not
computable and COS will always return 1.0.

(4) Single-value Problem. Suppose there is only one item
co-related to two users (u1, v1). PCC will be not com-
putable and COS will always return 1.0, regardless of
the value of the co-related rating. For example, if the
co-related rating vectors given by pair (u1, v1) are [1]
and [5], respectively, the COS similarity between
(u1, v1) will be 1.0.

(5) Opposite-value Problem. Suppose the two rating vec-
tors have completely opposite values, such as [1, 2, 3]
and [3, 2, 1]. PCC will always be -1.0.

(6) Cross-value Problem. If there are only two co-related
items to two users, PCC will return -1.0 when the two
rating vectors cross each other in values, such as [1, 5]
and [5, 4], or [1, 3] and [2, 1]. When the two ratings
vectors don’t cross in values, such as [1, 5] and [4, 5],
PCC will be 1.0.

(7) Non-related Ignored Item Problem. Traditional simi-
larity measures are based on co-related items, and non-
related items of users are ignored. Here, ‘non-related
items’ means items not co-related by both users. Some
examples of this problem are discussed in section IV.

Problems (1)(2)(3)(4)(7) occur for both PCC and COS,
while problems (5)(6) are limitations of PCC. In addition,
CF-based recommendation systems always suffer from
the cold-start problem, where users do not have enough
co-related ratings for prediction. Some researchers try
to improve the traditional PCC or COS to obtain
higher predictive accuracy of CF recommendations, such
as [7], [17], [19], [20], [22], [24], but these models
can’t overcome the natural limitations of PCC and COS.
Other researchers consider additional hidden factors of rat-
ing behaviors and propose novel similarity measures to
improve the prediction performance, such as [12]–[15], [23],
and [25]–[31].
To address the observed problems of traditional similarity

measures, we aim to discover a new similarity computation
method for user-based CF recommendation from a physical
resonance phenomenon, to reduce the influences of those
problems. As is well known, two simple harmonic motions
with more similar directions in a physical resonance system
are more consistent and will have higher resonance ampli-
tude. Inspired by this, we propose a novel similarity measure
named RES, short for resonance similarity, consisting of a
consistency component, distance factor and Jaccard factor.
Users’ rating behaviors in a CF recommender system are
regarded as simple harmonic vibrationmotions in a resonance
system, and the critical consistency component in RES is the
measurement of two users’ rating consistency by modeling
users’ initial phase angles in a virtual resonance system that
is similar to the simple harmonic vibration system, where
the closer the users’ initial phase angles are, the higher
their similarity is. Two factors are considered to weight the
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consistency component: one is the distance factor, which
reflects the similarity of the users’ opinions on the same
items, and the other is the Jaccard factor, which weights
the consistency component by both co-related ratings and
non-related ratings, to make the RES similarity measure
more reasonable. Results based on six real datasets show that
RES outperforms PCC, COS and other related state-of-the-
art similarity measures. This work makes the following main
contributions.
(1) To the best of our knowledge, this is the first time that

a similarity measure based on the physical resonance
principle is proposed, and it represents a new research
attempt on similarity in CF recommender systems.
We fully consider different personalized situations in
RES by mathematically modeling the consistency of
users’ rating behaviors, distance of users’ opinions,
and Jaccard factor with both co-related and non-related
ratings.

(2) The proposed RES uses a cumulative sum method to
calculate the arithmetic product of consistency, dis-
tance and Jaccard. This method is effective and robust
against the existing problems, such as the Equal-ratio
Problem, Unequal-length Problem, and other problems
that PCC and COS encountered.

(3) Datasets of CF recommender systems are usually very
sparse. To alleviate the influence of the sparsity of each
dataset, we propose parameters for each part of RES,
and these parameters are learned from real datasets
to optimize the predictive accuracy. Results evaluated
on six real datasets show that RES has superior pre-
dictive accuracy compared to state-of-the-art similarity
measures and is also efficient against the cold-start
problem.

The rest of this article is organized as follows. We intro-
duce the related work in Section II and RES similarity in
Section III. Analysis by examples for RES is described in
Section IV, and experiments and evaluation are described
in Section V, followed by conclusions in Section VI.

II. RELATED WORK
Collaborative filtering (CF) techniques play a significant role
in recommender systems and are mainly classified into user-
based CF and item-based CF. User-based CF discovers users
with similar interest or preferences on items to a given user
based on users’ similarities, while item-based CF usually rec-
ommends similar items to a user based on items’ similarities.

The core technique of CF is to find a set of similar
users or items, and the similarity measure is the critical
component. Traditional similarity measures, such as PCC
and COS, have been applied in CF for decades. Since there
are inherent problems in PCC and COS [7], [12]–[14], [18],
researchers have proposed many improved or new similarity
models.

Some researchers focused on increasing the predic-
tive accuracy by improving traditional PCC or COS.
Candillier et al. [7] analyzed the limitations suffered by

PCC and COS, and utilized Jaccard similarity to weight
traditional similarity measures to benefit from their com-
plementarity. Breese et al. [17] adopted the inverse user fre-
quencies as weights to restrict the contributions of popular
items in the PCC computation, and proposed an extensive
set of experiments regarding the predictive performances
of statistical algorithms for CF or recommender systems.
Mykhaylo et al. [19] demonstrated that the COS similar-
ity measure and PCC measure give incorrect results when
predicting recommendations, and observed that the inverse
Euclidean distance was more suitable as the actual similarity
between the rating vectors. Ma et al. [20] improved the PCC
by adding a parameter to overcome the potential decrease
of accuracy. Said et al. [22] observed that PCC and COS
were commonly computed without taking the popularity of
the set of the two users’ co-related items into consideration,
investigated the effects of common weighting schemes on
different types of users, and showed that different weighting
schemes had different effects on the predictive performance.
Aygün and Okyay [24] proposed the age-parameterized Pear-
son similarity by adding an age-based time parameter to PCC.
With the new parameter, the improved PCC was more accu-
rate than the traditional one. However, the above improved
similarity measures can’t change the inherent problems of
PCC or COS, which are described in Section I.

Other researchers proposed similarity measures by con-
sidering additional hidden factors from rating behaviors.
Ahn [14] discussed the problems of traditional similarity
measures in CF and proposed a heuristic similarity measure
called PIP based on the minute meanings of co-ratings. PIP
had three semantic heuristics, namely, Proximity, Impact
and Popularity, and was developed by utilizing domain-
specific interpretations of user ratings of products to over-
come the problems of traditional similarity and distance
measures under new-user cold-start conditions. However,
PIP didn’t consider the influences of non-related items.
Guo et al. [13] proposed a novel Bayesian similarity measure
based on the Dirichlet distribution that considers both the
directions and lengths of the rating vectors. The algorithm
also improved the rating semantics by bounding the three
parts of PIP within 0∼1. This similarity measure can over-
come the limitations of PCC and COS, and has excellent
predictive accuracy. Bobadilla et al. [23] proposed a singu-
larity measure by using hidden attributes in the CF processes
to obtain higher predictive accuracy. However, the perfor-
mance of the singularity measure is limited when there are
fewer singularities of co-related items. Laveti et al. [15] pro-
posed a weighted ensemble hybrid similarity metric model
by combining two or more traditional similarity metrics.
Bell et al. [25] proposed an approach for predicting user rat-
ings of items by integrating complementarymodels that focus
on patterns at different scales. The proposed approach com-
bined a global component, regional component, and local
component, where each modeled the data at a different scale
to estimate the unknown ratings. Farnaz et al. [26] presented
a concept to show that all data in recommender systems are
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important. Huang and Dai [27] proposed a distance similarity
measure weighted by nearest neighbors for each target item
that takes the proportion of co-related ratings into account.
They obtained improved accuracy on theMovielens Datasets.
Reshma et al. [28] proposed an approach to improve the pre-
dictive accuracy and reduced the influences of the sparsity
problem and cold-start problem in recommender systems by
finding nearest neighbors from rating patterns and social
behaviors.

Incorporating human factors in recommendations is also
a very important method which can significantly improve
the recommendation accuracy. Lekakos and Giaglis [29] pro-
posed a lifestyle approach to improve the prediction accuracy
by efficiently managing the problem of limited data availabil-
ity. Utilizing this lifestyle approach, they proposed a hybrid
recommendation mechanism to make predictions on avail-
able ratings for the items unobserved by the target user, popu-
lating related rating vector [30], to address the most important
drawback in CF algorithms, such as sparsity problem, cold
start problem and new user problem. Winoto and Tang [31]
studied the relationships between users’ personalized rating
behaviors and users’ mood states, and proposed an efficient
mood-aware recommendation mechanism, by importing user
mood factors into traditional recommendation techniques.

Different from the above models, this paper borrows the
concept of physical resonance principles to propose a novel
similarity measure. We consider the personalization of user
rating behaviors in each part of the proposed RES, including
consistency, distance and Jaccard. Results show superior
efficiency.

III. PROPOSED SIMILARITY MEASURE: RES
To address the problems described in the first section,
we introduce a novel similarity measure for CF systems in
this section. The core component of this measure, namely,
consistency, is inspired by the physical resonance of simple
harmonic motion; thus, we name this new similarity reso-
nance similarity (RES). In our opinion, the rating behavior
of users in a specific user-based CF system is similar to the
simple harmonic motion of particles in a specific vibration
system, in which the resonance amplitude of two particles
will be larger when the initial phase angles of the two particles
are closer. Thus, we measure two users’ rating consistency
by modeling the users’ initial phase angles in a virtual reso-
nance system that is similar to the simple harmonic vibration
system, in which the closer the users’ initial phase angles are,
the larger their similarity is. The consistency component of
RES can be calculated for any pair of users, even in a cold-
start situation. Moreover, we consider the distance factor to
measure the differences between two users’ ratings relative
to the average rating of a specific co-related item. The dis-
tance factor reflects the similarity of users’ opinions on the
same items. Moreover, the number of non-related ratings,
which are not co-related by user pairs, is very important for
similarity measurement, as well as that of co-related ratings,
so we import a Jaccard factor to weight the RES to make

FIGURE 1. Resonance superposition of simple harmonic motion.

the similarity measure more rational. The proposed similarity
RES can be expressed as:

RES(u, v) =
∑

Iu,v
C(u, v, k1) ∗ D(u, v, k2, k3) ∗ J (u, v, k4),

(3)

whereC(u, v, k1) is the consistency component,D(u, v, k2, k3)
is the distance factor, and J (u, v, k4) is the Jaccard factor.
Parameters k1 ∼ k4 are learned from the real dataset to make
the results of related measures sharper. To bound RES within
[0, 1), we propose an adjustment using the arctan function:

simRES (u, v) =
arctan (RES(u, v))

0.5π
. (4)

The details of RES are described in the following subsections.

A. CONSISTENCY COMPONENT IN RES
First, let’s introduce the physical resonance of simple har-
monic motion, in which at least two particles with simple
harmonic motion oscillate with superposed amplitude at a
specific frequency. Suppose two particles, named p and q,
are in a simple harmonic vibrational motion system with
the same angular frequency, where p(t) = Apsin

(
ωt + ϕp

)
and q(t) = Aqsin(ωt + ϕq). The superposition equation of
p and q is Spq (t) = p (t) + q(t) = Apqsin

(
ωt + ϕpq

)
,

where ϕpq = arctan
(
Ap sinϕp+Aq sinϕq
Ap cosϕp+Aq cosϕq

)
. Thus, the resonance

amplitude Apq is:

Apq =
√
A2p + A2q + 2ApAqcos

(
ϕq − ϕp

)
, (5)

where
∣∣Ap − Aq∣∣ ≤ Apq ≤ Ap + Aq; Apq will attain its

maximum value when ϕq−ϕp = 2kπ and its minimum value
when ϕq − ϕp = (2k + 1)π . Figure 1 shows the resonance
superposition of p(t) and q(t).
The final resonance amplitude Apq is determined by the

difference of the two related initial phase angles, and closer
ϕq and ϕp are, the larger Apq is. In other words, in a resonance
system, simple harmonic motions with closer directions are
more consistent and result in higher resonance amplitude, and
the value of the resonance amplitude Apq indicates the degree
of consistency between ϕq and ϕp.
This phenomenon inspires us to think about the consis-

tency of users’ rating vectors. Two users with similar rating
directions in a user-based CF system may have similar past
preferences. Thus, we consider calculating the consistency
of users’ rating behaviors similar to the physical resonance
amplitude. Assume all users are in the same simple harmonic
vibration motion system: Xu(t) = sin(ωt + ϕu) for all u. The
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key task is to model each user’s rating behavior as a related
initial phase angle ϕu. Following two aspects are considered
to measure the rating behavior for a given user u:

• The first aspect is the basic distance between user’s rat-
ing and themedian rating, which is defined as the base of
the user’s initial phase angle. Let Rmax and Rmin denote
the maximum and minimum ratings in the rating scale,
respectively, and Let Rmed = ((Rmax − Rmin) /2) denote
the median of the rating scale. We take

(
ru,i − Rmed

)
to

be the base of the user’s initial phase angle, which is
denoted as ϕbaseu .

ϕbaseu =
(
ru,i − Rmed

)
(6)

• The second aspect is the distance between user’s rating
and the average rating for a specific item, which is
named the personalization of the user’s rating habit.
In real recommender systems, users have different rat-
ing preferences. Some give relatively higher ratings for
items than others, while some have very strict rating
criteria for the same items. Usually, we use the average
rating r̄u to represent the rating personalization of u.
Let µ be the overall average rating for all items. The
personalized distance between r̄u and µ is defined as
(r̄u − µ).

To discover additional details to design a more rational
initial phase angle ϕu for user u, we define a condition for
discussion as:

condition =
(
ru,i − Rmed

)
× (r̄u − µ) . (7)

(1) When condition > 0,
(
ru,i − Rmed

)
and (r̄u − µ) are

of the same sign. We assume
(
ru,i − Rmed

)
> 0 under this

condition, which means ϕbaseu is a positive number. In this
case, (r̄u − µ) > 0, whichmeans the user has less strict rating
criteria than the average user, such as user a in Figure 2, so we
need to rationally reduce ϕbaseu to obtain a more rational initial
angle for such users. If we assume

(
ru,i − Rmed

)
< 0 and

(r̄u − µ) < 0 under this condition, ϕbaseu is a negative number
and the user tends to give lower ratings to items, such as user c
in Figure 2, so we also need to rationally reduce ϕbaseu . Let ϕ+u
denote the initial phase angle of user u under condition ≥ 0.
We use the reciprocal of the arithmetic difference between r̄u
and µ as the main reduction factor of ϕbaseu , and:

ϕ+u =

(
1

1+ |r̄u − µ|

)
· ϕbaseu . (8)

(2) When condition < 0,
(
ru,i − Rmed

)
and (r̄u − µ) are of

opposite sign. When
(
ru,i − Rmed

)
> 0 and (r̄u − µ) < 0,

ϕbaseu is positive and the user has stricter rating behaviors,
such as user b in Figure 2, so we need to rationally increment
ϕbaseu . In addition, when

(
ru,i − Rmed

)
< 0 and (r̄u − µ) > 0,

ϕbaseu is negative and the user prefers to give higher ratings to
items, such as user d in Figure 2, so we also need to increase
the initial phase angle based on ϕbaseu . Therefore, let ϕ−u
denote the initial phase angle of user u under condition < 0.

FIGURE 2. Demonstrations of personalization of user rating behaviors.

Weuse the arithmetic difference between r̄u andµ as themain
increment factor of ϕbaseu , and:

ϕ−u =

(
1+

|r̄u − µ|
(Rmax − Rmin)/2

)
· ϕbaseu . (9)

Here, we constrain the range as ϕ−u ∈ [Rmin − µ,Rmax + µ].
(3) When condition = 0, such as for user e in Figure 2,

ϕ+u = ϕ
−
u according to the above two equations.

Therefore, based on the above discussions, we design the
initial phase angle ϕ(u) and map ϕ(u) into the range [0, π].
The final proposed ϕ(u) is defined as:

ϕ(u)

=


π

Rmax − Rmin
· ϕ+u when

(
ru,i − Rmed

)
(r̄u − µ) ≥ 0

π

Rmax − Rmin
· ϕ−u when

(
ru,i − Rmed

)
(r̄u − µ) < 0.

(10)

Finally, based on the resonance amplitude equation, we cal-
culate the proposed consistencymeasure of user pair (u, v) by√
A2u + A2v + 2AuAv cos (ϕ(u)− ϕ(v)), and we set the ampli-

tudes Au and Av equal to 0.5. Therefore, the consistency
measure in RES is defined as:

C (u, v, k1) =
(√

0.5+ 0.5 cos (ϕ (u)− ϕ (v))
)k1

, (11)

where k1 (> 0) is used to make the result sharper, and
C (u, v, k1) ∈ [0, 1]. This parameter is learned from the real
dataset, and the learning method is described in the last part
of this section.

B. DISTANCE FACTOR IN RES
According to the consistency measure equations (10)
and (11), the arithmetic difference of (ϕ(u1)− ϕ(v1))mainly
depends on

(
ru1,i − rv1,i

)
. When (ϕ(u1)− ϕ(v1)) is equal to

(ϕ(u2)− ϕ(v2)), the consistency of pair (u1, v1) will be equal
to that of pair (u2, v2). However, we observed that ratings
given by users for a co-related item are usually different
from the average rating of the item, as illustrated in Figure 3.
When distances between user pairs remain the same, the sim-
ilarities are quite different for different arithmetic deviations
of ratings from r̄i of a specific co-related item. Therefore,
we design a distance factor to complement the consistency
component in RES, to obtain a more rational similarity mea-
sure. In this paper, the distance factor reflects the similarity of
users’ opinions on the same items, and it is proposed mainly
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FIGURE 3. Demonstrations of rating distances.

based on the following two situations, namely, situation 1 and
situation 2.

In Situation 1, the ratings given by user pair (u, v) are
both above (or both below) the average rating of a specific
co-related item:

(
ru,i − r̄i

) (
rv,i − r̄i

)
≥ 0. In this situation,

we define the distance factor from two aspects. The first is
the arithmetic difference between ru,i and ru,i given by the
related two users; larger

∣∣ru,i − rv,i∣∣ results in lower similar-
ity. Therefore, we propose a decreasing exponential function
d+1 (u, v) to calculate this influence factor:

d+1 (u, v) = e−|ru,i−rv,i|. (12)

Here, d+1 (u, v) represents the influence of distance differ-
ences of pair (u, v) when

(
ru,i − r̄i

) (
rv,i − r̄i

)
≥ 0.

The second aspect is the average distance from r̄i of pair
(u, v), i.e., the average of

∣∣ru,i − r̄i∣∣ and ∣∣rv,i − r̄i∣∣. A larger
average distance from r̄i implies that the users have more dis-
tinct opinions; thus, their similarity is greater. Let’s take pair
(u11, u12) and pair (u21, u22) in Figure 3 for example, where
their ratings are all above the average rating r̄i. Although
the rating distance d+1 (u11, u12) is close to d+1 (u21, u22),
the ratings given by user pair (u11, u12) are higher than
those given by pair (u21, u22). It indicates pair (u11, u12) has
more distinct opinions on the same item than pair (u21, u22).
So pair (u11, u12) should be motivated by a larger similarity
factor than pair (u21, u22) in RES in this aspect. Therefore,
we design an increasing exponential function d+2 (u, v) to
calculate this influence factor:

d+2 (u, v) = e
1
2×(|ru,i−r̄i|+|rv,i−r̄i|), (13)

where d+2 (u, v) denotes the influence of the average dis-
tance when

(
ru,i − r̄i

) (
rv,i − r̄i

)
≥ 0. Based on d+1 (u, v) and

d+2 (u, v), we define the distance factor calculation equation
under situation 1 as:

D+ (u, v, k2) =
(
d+1 (u, v)× d

+

2 (u, v)
)k2
, (14)

where k2 (> 0) is a parameter learned from the real dataset to
make the result sharper.

In Situation 2, the ratings given by two users are located
on different sides relative to the average rating of a specific
co-related item:

(
ru,i − r̄i

) (
rv,i − r̄i

)
< 0, such as user pairs

(u31, u32) and (u41, u42) in Figure 3. In this situation, one
user’s rating is bigger than r̄i and the other’s is less than r̄i.
This means the two users have different opinions about the

co-related item. Thus, we use the distance between the two
users’ ratings to calculate the distance factor in this situation;
a larger distance between users’ ratings implies a smaller
similarity factor between users. For example, pair (u31, u32)
and pair (u41, u42) have different opinions on a specific item;
however, the rating distance of pair (u31, u32) is less than that
of pair (u41, u42). Thus, pair (u31, u32) has a larger similarity
factor than pair (u41, u42). We design a decreasing exponen-
tial function d−1 (u, v) to calculate this influence, similar to
d+1 (u, v):

d−1 (u, v) = e−|ru,i−rv,i|. (15)

Therefore, the distance factor is based on d−1 (u, v) when(
ru,i − r̄i

) (
rv,i − r̄i

)
< 0, and the related equation for situ-

ation 2 is proposed as:

D−(u, v, k3) =
(
d−1 (u, v)

)k3
, (16)

where k3 (> 0) is also the parameter learned from the real
dataset to make the result sharper.

Based on D+(u, v, k2) and D−(u, v, k3), the final proposed
distance factor in RES is described as:

D(u, v, k2, k3)

=

{
D+ (u, v, k2) when

(
ru,i − r̄i

) (
rv,i − r̄i

)
≥ 0

D− (u, v, k3) when
(
ru,i − r̄i

) (
rv,i − r̄i

)
< 0.

(17)

C. JACCARD FACTOR IN RES
Traditional similarity measures usually depend on the co-
related ratings, and the length of the co-related ratings may
have drawbacks for the similarity calculation. In this paper,
the non-related ratings between users also play an important
role in the similarity measure. We take three user pairs for
examples, marked as (u1, v1), (u2, v2), and (u3, v3). Their
scales of ratings and scales of co-related ratings are as fol-
lows: (E1) For pair (u1, v1),

∣∣Iu1 ∣∣ = 15,
∣∣Iv1 ∣∣ = 50 and∣∣Iu1,v1 ∣∣ = 2. (E2) For pair (u2, v2),

∣∣Iu2 ∣∣ = 15,
∣∣Iv2 ∣∣ = 50

and
∣∣Iu2,v2 ∣∣ = 15. (E3) For pair (u3, v3),

∣∣Iu3 ∣∣ = 150,∣∣Iv3 ∣∣ = 500 and
∣∣Iu3,v3 ∣∣ = 15. In the first example (E1),

based on traditional similarity measures such as PCC and
COS, the similarity of pair (u1, v1) is occasionally very high
since their co-related ratings are too small (e.g., the two rating
vectors for co-related items are similar). In examples (E2)
and (E3), the scales of the co-related ratings of pair (u2, v2)
and pair (u3, v3) are the same, but the scales of non-related
ratings are quite different. Traditional similarities for the two
pairs are very close if the ratings for co-related items given
by the two pairs are relatively similar. However, the similarity
of pair (u2, v2) is higher than that of pair (u3, v3) if co-related
ratings are similar, because pair (u2, v2) has fewer non-related
ratings than pair (u3, v3). Therefore, we define the number of
non-related ratings as a complementary factor for similarity,
in addition to the number of co-related ratings, by using
the Jaccard coefficient. Jaccard calculates the correlation
between users by measuring the overlap of the two vectors as
Jaccard(u, v) = |Iu,v|

|Iu
⋃
Iv|
, where

∣∣Iu,v∣∣ denotes the number of
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co-related items of both users and
∣∣Iu⋃ Iv

∣∣ includes both non-
related and co-related ratings. We use Jaccard as a weight for
the proposed similarity as:

J (u, v, k4) =

( ∣∣Iu,v∣∣
|Iu| + |Iv| −

∣∣Iu,v∣∣
)k4

, (18)

where k4 (> 0) is learned from the real dataset to make the
result sharper.

D. ALGORITHM DESCRIPTION
In this subsection, we describe the algorithm to compute
the RES similarity in Algorithm 1. We mainly present the
pseudo-code related to the proposed equation (3). If readers
need to bound RES to 0∼1, please refer to the adjusted
RES, as described in equation (4). Parameters mentioned in
Algorithm (1) are described in the next subsection. Once the
parameters are confirmed, the computational complexities of
consistency, distance and Jaccard are a constantO(1), and the
general complexity of RES is O(

∣∣Iu,v∣∣ · O(1)).
Algorithm 1 The Computation of Resonance Similarity
RES(u, v)
Parameters. K = [k1, k2, k3, k4].
Input. From Dataset: ratings ru and rv of users u and v, rated
items Iu and Iv, average ratings r̄u and r̄v, item i’s average
rating r̄i, users’ overall average rating µ, Rmax , Rmin.
Output. Resonance Similarity RES(u, v) for user pair (u, v).

(1) Rmed ← (Rmax + Rmin)/2;
(2) RES(u, v)← 0;
(3) For each i ∈ Iu ∩ Iv do
(4) Obtain rating pair

(
ru,i, rv,i

)
of user pair (u, v);

(5) Compute the initial phase ϕ(u) by Eq. (10) for user
u;

(6) Compute the initial phase ϕ(v) by Eq. (10) for user
v;

(7) Compute the consistency measure C(u, v, k1) for
pair (u, v) by Eq. (11);

(8) Compute the distance factor D(u, v, k2, k3) for pair
(u, v) by Eq. (17);

(9) Compute the Jaccard factor J (u, v, k4) for pair
(u, v) by Eq. (18);

(10) RES(u, v)← (RES(u, v)+C(u, v, k1)∗D(u, v, k2, k3)∗
J (u, v, k4))

(11) End
(12) Return RES(u, v)

E. OPTIMIZING PERFORMANCE
As described in previous, we have considered the personal-
ization of users’ rating behaviors in consistency component,
distance factor and Jaccard factor, and the RES is a cumu-
lative sum of the product of C (u, v, k1) ∗ D (u, v, k2, k3) ∗
J (u, v, k4), where k1 ∼ k4 are exponent parameters accord-
ing to equations (11) ∼ (18). However, datasets of different

recommender systems are also personalized, and different
datasets are quite different in rating scales, the number of
ratings, data densities and etc. This general personalization
depends on the dataset itself and should be learned from the
given datasets. With such a consideration, we utilize four
exponent parameters k1 ∼ k4 to learn the personalization of
the given dataset, and themain purpose is to get higher predic-
tive accuracy by obtaining optimized personalized exponen-
tial weights for C (u, v, k1), D (u, v, k2, k3) and J (u, v, k4).
In this paper, parameters are learned one by one according

to the sequence k1 → k2 → k3 → k4. We learn the
parameter values sequentially by applying stratified multi-
objective optimization method iteratively, with the objective
of obtaining the minimum MAE by RES(u, v) when giving
k1 ∼ k4 to RES. The prediction of a user rating of an item is
usually based on the ratings of nearest neighbors in a user-
based CF system. Once the similarity has been obtained,
the prediction is calculated by the following equation in this
paper.

p (u, i) = r̄u +

∑
v∈U (i) (RES(u, v) · (rvi − r̄v))∑

v∈U (i) |RES(u, v)|
, (19)

where RES(u, v) is the proposed similarity RES with input
parameter vector K = [k1, k2, k3, k4], and U (i) is the set of
users related to item i. The Mean Absolute Error rate is used
to evaluate the predictive accuracy:

MAE =

∑
(u,i)∈T

∣∣p (u, i)− ru,i
∣∣

|T|
, (20)

where T is the rating dataset of (user, item) and |T| is the
cardinality of set T. To find the minimum MAE, we first
obtain an initialized MAE∗ using K = [1, 0, 0, 0]. Then, we
optimize the MAE by the following equation (21), as shown
at the bottom of the next page.

The g (K) is an iterative optimizing function that includes
four sub functions in each iteration: f (k1) , f (k2) , f (k3) and
f (k4). When the initialized MAE∗ and K are ready, the
function f (k1)will try to find a new minimumMAE = f ∗1 by
learning parameterk1 > 0. When f (k1) stops, the parameter
vector will be updated to K∗ = [k∗1 , k2, k3, k4] for the next
function f (k2), and f (k2) , f (k3) and f (k4) will perform
processes similar to that performed by f (k1). The MAE will
be updated to a new MAE∗ when f (k4) stops, and the new
optimizing iteration g (K) will continue until 1MAE < ε,
where ε is a small floating-point value (such as 0.0001 in this
paper). Figure 4 shows the optimization processes. Experi-
mental details are described in section V.

Obviously, the computational complexity of the above
optimization is big to O(n4). However, for a given dataset,
the four exponential parameters are precalculated before they
are used directly in similarity calculations and predictions.
The recommender system can make a refresh policy to restart
the optimization when the recommendation data scale grow-
ing on to an extent. Additionally, we believe that the opti-
mization method could also be applied into other similarity
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FIGURE 4. Optimization processes for parameters and performance of RES.

measures by adding exponential weights, especially when
they consist of several parts.

IV. ANAYSIS BY EXAMPLES
We provide examples of the similarity computation in this
section to illustrate the differences among the proposed RES,
PCC, COS and PIP. The examples are designed according to
the problems described in section I. The rating vectors in the
examples have different numbers of ratings; example (5) has
the most ratings in related vectors where there are eight co-
related items. For all examples, assume the overall average
rating of all items is µ = 3.1, and r̄i1 = 3.5, r̄i2 = 2.5, r̄i3 =
3.2, r̄i4 = 2.1, r̄i5 = 3.4, r̄i6 = 2.3, r̄i7 = 3.8, and r̄i8 = 2.8.
Here, r̄ix is the average rating of the x

th co-related item in each
example. Then, we compute the similarity of user pair (u, v)
in each example, and Table 1 shows the results. For RES,
we compute the similarity by both equation (3) and equation
(4), namedRES_Eq3 andRES_Eq4, respectively, and assume
the parameters are fixed as k1 = k2 = k3 = k4 = 1 (in real

experiments, parameters are optimized based on the datasets),
which means consistency component, distance factor and
Jaccard factor have same weights during computation.

First of all, let’s take ‘example (1)’ for instance to illustrate
the computation processes of RES. In the example, rating
vectors given by user pair (u, v) are [1, 2, 1] and [1.5, 3,
1.5], respectively. Under the assumption, there are µ = 3.1,
r̄i1 = 3.5, r̄i2 = 2.5, and r̄i3 = 3.2. Therefore,

• For item i1, the consistency C (u, v, 1) = 1.0 accord-
ing to equation (11), distance factor D (u, v, 1, 1) =
5.7545 according to equation (17), and Jaccard factor
J (u, v, 1) = 1.0 according to equation (18). So the prod-
uct of C (u, v, 1) ∗ D (u, v, 1, 1) ∗ J (u, v, 1) = 5.7545.

• For item i2, the consistency C (u, v, 1) = 0.98, dis-
tance factor D (u, v, 1, 1) = 0.3679, and Jaccard fac-
tor J (u, v, 1) = 1.0, so the product of C (u, v, 1) ∗
D (u, v, 1, 1) ∗ J (u, v, 1) = 0.3605.

• For item i2, the consistency C (u, v, 1) = 1.0,
distance factor D (u, v, 1, 1) = 4.2631, and

min g(K)
s.t:K

Stopwhen1MAE<ε

=



f (k1) = argminMAE
s.t:k1>0;k2,k3,k4∈K

f1<MAE∗

= f ∗1︸ ︷︷ ︸
Update:K∗=[k∗1 ,k2,k3,k4]

f (k2) = argminMAE
s.t:k2>0;k1,k3,k4∈K∗

f2<f ∗1

= f ∗2︸ ︷︷ ︸
Update:K∗=[k∗1 ,k

∗

2 ,k3,k4]

f (k3) = argminMAE
s.t:k3>0;k1,k2,k4∈K∗

f3<f ∗2

= f ∗3︸ ︷︷ ︸
Update:K∗=[k∗1 ,k

∗

2 ,k
∗

3 ,k4]

f (k4) = argminMAE
s.t:k4>0;k1,k2,k3∈K∗

f4<f ∗3

= f ∗4︸ ︷︷ ︸
Update:K=[k∗1 ,k

∗

2 ,k
∗

3 ,k
∗

4 ]
MAE=MAE∗

.

(21)
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TABLE 1. Examples of PCC, COS, PIP and RES similarity measures, against the Equal-ratio Problem, Unequal-length Problem, Flat-value Problem,
Opposite-value Problem, Single-value Problem, and Cross-value Problem.

Jaccard factor J (u, v, 1) = 1.0, so the product of
C (u, v, 1) ∗ D (u, v, 1, 1) ∗ J (u, v, 1) = 4.2631.

According to equation (3), RES_Eq3 =
∑

Iu,v C(u, v, 1) ∗
D(u, v, 1, 1) ∗ J (u, v, 1) = 5.7545 + 0.3605 + 4.2631 =
10.3781, and RES_Eq4 = arctan(10.3781)

0.5π = 0.9388 according
to equation (4).

Then, let’s analyze the results of the 20 examples as shown
in table 1. It is observed that the proposed RES is superior to
PCC and COS against the problems.

For the Equal-ratio problem, RES for ([1,2, 1], [1.5, 3, 1.5])
is higher than RES for ([1, 2, 1], [2.5, 5, 2.5]) and ([1, 2, 1,
1, 4], [0.5, 1, 0.5, 0.5, 2]), whereas PCC and COS are always
1.0. This illustrates that RES can differentiate the similarities
when the users’ rating vectors are of equal ratio. For the
Unequal-length problem, RES and PIP can return higher
similarities for the user pair with longer length of co-related
ratings. However, PCC and COS always return 1.0 for ([1, 2],
[1, 2]), and return lower similarity for ([1, 2, 4, 5, 5, 5, 5, 5],
[1, 2, 5, 5, 5, 5, 5, 5]). For the Flat-value and Single-value
problems, PCC is non-computable and COS is always 1.0,
whereas RES_Eq3 and RES_Eq4 return more rational simi-
larities. In examples (6) to (8), the RES_Eq4 returns 0.9752,
0.5350 and 0.0262 for rating vectors ([1, 1, 1], [1, 1, 1]), ([1, 1,
1], [3, 3, 3]), and ([1, 1, 1], [5, 5, 5]), respectively, where RES
has obviously distinguished results for these three distinct
Flat-value rating vectors. RES_Eq3 and RES_Eq4 also have
rational similarity results when measuring ([1], [1]), ([1], [3])
and ([1], [5]) in examples (12) to (14).For the Opposite-value
problem, our proposed RES also produces more reasonable
results, whereas PCC is always −1.0. Specifically, COS is
0.4042 for rating vectors [1, 5, 1] and [5, 1, 5] in exam-
ple 9, whereas the proposed RES_Eq3 returns 0.0125 and

RES_Eq4 returns 0.0080. Rating vectors [1, 5, 1] and
[5, 1, 5] reflect much different opinions of users u and v,
so we observed the RES produces more a realistic similarity
than either PCC or COS against the Opposite-value problem.
For the Cross-value problem, the PCC is either −1.0 or 1.0,
whereas RES is more distinguished. COS can also return
different results for different examples of Cross-values, but
the results are not accurate enough. In example 15, COS
is 0.3846 for the very different rating vectors [1, 5] and
[5, 1], whereas RES_Eq3 returns 0.0002 andRES_Eq4 returns
0.0001. Intuitively, the two vectors are completely non-
similar due to their extremely different opinions on the same
items. Thus, our proposed RES ismore rational for this Cross-
value problem. We also compute the PIP similarities for all
examples. Compared with PIP, RES_Eq4 can be bounded
within 0∼1, and RES_Eq3 is similar to PIP in the weighted
sum method. However, RES_Eq3 can return more accurate
and rational results than PIP. In example (8), for rating vectors
[1, 1, 1] and [5, 5, 5], PIP returns 3.0 and RES_Eq3 returns
0.0412, which is more satisfactory in terms of users’ different
personalizations. Similar situations occur in other examples,
such as examples (5), (6), (7), (9), (10), (11) and (12). Par-
ticularly, in example 15, in which the opinions are extremely
different, RES_Eq3 returns 0.0002, whereas PIP is 2.0.

For the Non-related Ignored Item Problem described in
section I, we first illustrate an artificial sub-dataset in Table 2
(a), where there are five users and ten items. Assume the
overall average rating of all items is µ = 3.1, and assume
r̄i1 = 3.5, r̄i2 = 2.5, r̄i3 = 3.2, r̄i4 = 2.1, r̄i5 = 3.4, r̄i6 = 2.3,
r̄i7 = 3.8, r̄i8 = 2.8, r̄i9 = 3.1, and r̄i10 = 2.2. We compute
the similarity of user pair (u1, ux), as shown in Table 2 (b).

PCC and COS are always 1.0 on the example data, without
considering the length of non-related items. For user pair
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TABLE 2. Examples of PCC, COS, PIP and RES similarity measures, against
the Non-related Problem. (a) Artificial sub dataset. (b) Similarity.

(u1, u2), there are three co-related items (i1, i2, i4) and seven
non-related items (i3, i5, i6, i7, i8, i9, i10), and RES returns
8.0396 by equation (3) and 0.9212 by equation (4), where
both consider the non-related items through the Jaccard fac-
tor. Meanwhile, although there are the same three co-related
items (i1, i2, i4) for pair (u1, u3), there are six non-related
items (i5, i6, i7, i8, i9, i10), and RES for (u1, u3) is higher
than that for (u1, u2). For pair (u1, u4), there are only three
non-related items (i5, i6, i8) and the co-related rating vectors
remain the same; thus, RES is higher than those above.
The same situation occurs for pair (u1, u5). Of course, PIP
shows similar performances in these examples, except for
user pairs (u1, u2) and (u1, u3), where PIP returns the same
value of 13198.14, but RES can distinguish between the two
pairs. Therefore, RES has ability to overcome the Non-related
Ignored Item Problem.

The above examples prove the efficiency of RES, and prove
that RES can overcome the limitations of PCC and COS to
some extent. We perform a series of experiments in the next
section to obtain additional evidence.

V. EXPERIMENTS AND EVALUATION
In this section, we perform a series of experiments to eval-
uate the efficiency of the RES measure on six real datasets:
Movielens-100K,Movielens-latest-small(100K),Movielens-
1M, FilmTrust, MiniFilm and Epinions. The prediction is
calculated by following the previous equation (19):

p (u, i) = r̄u +

∑
v∈U (i) (sim(u, v) · (rvi − r̄v))∑

v∈U (i) |sim(u, v)|
, (22)

where sim(u, v) is the similarity measure. The evaluation
performance of predictive accuracy is measured by the metric
Mean Absolute Error (MAE) described in equation (20), and
a lower MAE value indicates better predictive accuracy.

We design five experiments to evaluate the performance of
RES. (1) The first experiment is to optimizeMAE by learning
parameter vector K from the full ratings of all users in the
experimental datasets for RES, and the optimized results
will be used for comparison with other similarity measures.

FIGURE 5. Distributions of the number of users according to the number
of ratings per user.

(2) The second experiment is to evaluate the performances of
different parts of RES, namely, the consistency component,
distance factor and Jaccard factor. (3) The third experiment
is to evaluate the performance of RES on all users with full
ratings, and compare with those of other measures, to prove
the global efficiency of RES similarity. (4) The fourth experi-
ment is to evaluate the performance of RES on users grouped
by the number of ratings, to prove the efficiency of RES on
partial datasets. (5) The last experiment is to evaluate the
performance of RES on cold-start users related to less than
20 ratings, to prove the efficiency of RES against the cold-
start problem.

Each dataset in the experiments is separated into five parts.
To perform a full evaluation of similarity performance, we use
a cross-evaluation method in the experiments in which four
parts (80%) of a given dataset are used for training while
the remaining part (20%) is used for prediction. As a result,
each part will be used for both training and prediction by
cross-evaluations. The final performance on a given dataset
is expressed as the average of the cross-prediction results.

A. EXPERIMENTAL DATASETS
As mentioned above, our experiments are performed on
six real datasets, and Table 3 shows their statistics. The
first three datasets are from Movielens. Movielens-100K has
943 users and 1682 items with 100K ratings. Movielens-
latest-small is the latest small dataset of Movielens and has
700 users and 10K items with 100K ratings. MovieLens-1M
has 6040 users and 3706 items with 100M ratings. The fourth
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FIGURE 6. Processes of performance optimization for RES. The illustrated results are obtained on dataset Movielens-100K.
The processes on other datasets are similar to the above. (a) Optimization Iterations for MAE by learning parameters
k1 ∼ k4. (b) Trend of optimized MAE by learning parameters k1 ∼ k4.

TABLE 3. Six experimental datasets.

dataset is FilmTrust, which has 1508 users and 2071 items
with 35497 ratings. The fifth is a small mini dataset called
MiniFilm, which has only 55 users and 334 items with 1K
ratings. Epinions is a relatively large dataset with 40K users,
139K items and 664K ratings. We also describe the related
rating densities and rating scales in the table.

Figure 5 shows the distribution of the number of users
according to the number of ratings given by per user in the
given dataset.

Most users have 20∼200 related items in datasets
Movielens-100K and Movielens-latest-small, and most users
in Movielens-1M are related to 20∼400 items. In datasets
FilmTrust, MiniFilm and Epinions, more than half of the
users are related to less than 20 items, and most of them are
only related to less than 5 items. Users with no more than
20 ratings are assumed to be cold-start users, so these three
datasets will be used in the cold-start experiments.

B. EXPERIMENT (1): OPTIMIZING PERFORMANCE AND
LEARNING PARAMETERS
First, according to the optimization method described in
equation (21), the predictive accuracy MAE of RES is opti-
mized by learning parameter vector K = [k1, k2, k3, k4] on
the six real datasets. We present the optimization processes
on dataset Movielens-100K as a demonstration in Figure 6,
and the optimizations on the other five datasets follow similar
processes. Figure 6(a) demonstrates the iteration processes
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FIGURE 7. Performances of different parts in RES, on datasets Movielens-100K (a), Movielens-latest-small (b),
Movielens-1M (c), MiniFilm (d), FilmTrust (e) and Epinions (f).

for MAE by learning K = [k1, k2, k3, k4] based on a strat-
ified multi-objective optimization method, and each round
of iteration has four steps. At the beginning, we initialized
MAE∗ = 0.753046 by using K = [1, 0, 0, 0] as an input for
the first iteration, according to Algorithm 1. The optimization
result of the first round of iteration isMAE∗ = 0.74286 with
K∗ = [55, 2, 1.4, 1.8]. As the iterations proceed, the opti-
mizedMAE∗ decreases step by step, andMAE∗ is optimized
to 0.74215 at the end of the fourth round of iteration. During
the fifth round of iteration, the MAE∗ remains 0.74215, and
1MAE < 0.0001 all the time, so the optimization stops.
Therefore, after five iterations, the optimization result is
MAE∗ = 0.74215 with K∗ = [22, 0, 1.4, 2]. Figure 6(b)
demonstrates the trend of optimizedMAE, obtained by learn-
ing parameters k1 ∼ k4. The first round of optimization has a
more dramatic influence on the predictive accuracy than the
remaining rounds, which have relatively small influences on
the optimized MAE. According to our observations during
the experiments, if readers require quick optimization, they
can try optimizing with only one round of iteration, which
will result in relatively good accuracy.

Similarly, we optimize the predictive accuracy on all six
real datasets with the same optimization method. The final
optimized parameters k1 ∼ k4 are recorded in Table 4.
We observe that k1 is always larger than 0.00, while the
other parameters were optimized to 0.00 sometimes. This
means that the consistency component is critical in RES,
and distance factor and Jaccard factor are optional in RES
according to the situation of the dataset.

C. EXPERIMENT (2): PERFORMANCES OF DIFFERENT
PARTS IN RES
The purpose of this experiment is to evaluate the influ-
ences of consistency component C(u, v, k1), distance factor

TABLE 4. Parameters k1 ∼ k4 learned from full ratings.

TABLE 5. Performances (MAEs) of different similarity measures.

D (u, v, k2, k3) and Jaccard factor J (u, v, k4) of RES. Perfor-
mances are evaluated using the following combinations.

(1) Only Consistency Considered. We evaluate the per-
formance of the consistency component of RES with
the equation RES_C(u, v) =

∑
Iu,v C(u, v, k1), to eval-

uate the influence of this critical component.
(2) Consistency with Distance Factor Considered.

We evaluate the performance of the combination of
the first two parts of RES with RES_CD(u, v) =∑

Iu,v C(u, v, k1) ∗ D(u, v, k2, k3), where the distance
factor, in addition to the consistency component, will
influence the performance, to verify the two parts’
influences on the similarity measure.
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FIGURE 8. Performance Comparisons on all users with full ratings in different datasets: Movielens-100K (a),
Movielens-latest-small (b), Movielens-1M (c.), MiniFilm (d), FilmTrust (e) and Epinions (f).

TABLE 6. Performances (MAEs) of Different Measures: UserMean, ItemMean, PCC, COS, PIP, BS, RES∗ with optimized parameters, and RES with
parameters equal to ‘1.0’.

(3) RES with Specific K = [1, 1, 1, 1]. We evaluate the
performance of RES with all parameters [k1, k2, k3, k4]
equal to 1 for comparison with the RES with optimized
parameters; such an RES is denoted asRESk=1(u, v).

(4) RES Itself with Optimized Parameters. We evalu-
ate the RES itself: RES(u, v) =

∑
Iu,v C(u, v, k1) ∗

D(u, v, k2, k3) ∗ J (u, v, k4), where the parameters are
learned from the dataset.

We compare the performances of the above combina-
tions on full ratings in each dataset. The optimized MAE
and parameter vector K = [k1, k2, k3, k4] for RES are as
same as those in Table 4. Table 5 shows the results, and
Figure 7 presents the results in an intuitive way.

According to the results, RES outperforms RES_C and
RES_CD. Generally, RES_C has worse performance where
there is only consistency component in RES, and RES_CD
has relatively higher predictive performance. Sometimes, for
examples in datasets FilmTrust and Epinions, RES_CD per-
forms similarly to RES, which means the third part J (u, v, k4)
is not necessary for these datasets and the related parameter is
optimized to 0.0. If we set all parameters as k1 = k2 = k3 =
k4 = 1, performance of RESk=1 is always the worst.
This experiment proves that each of the three parts of RES

is indispensable. The consistency component is the critical
component for RES, while the distance factor and Jaccard
factor are important for improving the accuracy. Using opti-
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TABLE 7. Performance Comparison on User Groups with Different #ratings, using the similarity measures PCC, COS, PIP, BS, and RES. (a) Movielens-100K.
(b) Movielens-latest-small(00K). (c) Movielens-1M. (d) MiniFilm. (e) FilmTrust. (f) Epinions.

mized parameters in RES is necessary to obtain the best pre-
dictive accuracy, and their values depend on the real dataset.

D. EXPERIMENT (3): PERFORMANCE COMPARISON ON
ALL USERS WITH FULL RATINGS
The purpose of this experiment is to evaluate the predictive
accuracy of RES on all users with full ratings. We select some
famous similarity measures for comparison, namely, PCC,
COS, BS [13] and PIP [14]; here, BS stands for Bayesian
Similarity, which was proposed in [13]. The related system
bias for BS is fixed as δ = 0.04. We also take r̄u (the aver-
age rating of user u, named UserMean) and r̄i (the average
rating of item i, named ItemMean), which are baselines for
the similarity computation, as additional comparison objects.
We perform the experiment on the full ratings in each dataset.
Table 5 shows the evaluation results of this experiment, where

the MAEs of RES are optimized results and are the same
as in Table 4. Performance comparisons on each dataset are
shown in Figure 8.

The proposed RES (with parameter optimized) exhibits
advanced performances on most datasets, and it has higher
accuracy than the others, except on Epinions. Compared
with traditional similarity measure COS, the predictive
accuracies of RES are 2.06%, 0.77%, and 2.46% higher
on datasets Movielens-100K, Movielens-latest-small and
Movielens-1M, respectively. Moreover, the predictive accu-
racies of RES are 1.06% and 0.43% higher compared to
COS on datasets MiniFilm and FilmTrust, respectively. Com-
pared with PCC, the predictive accuracies of RES are always
higher on the six datasets. The predictive accuracies of
RES are 1.02%, 2.68%, 1.26% and 7.35% higher compared
to PCC on datasets Movielens-100K, MiniFilm, FilmTrust
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TABLE 8. Performance (MAE) Comparison on Cold-Start Users with different measures: PCC, COS, PIP, BS, and RES.

and Epinions. We also take the RES with parameter vec-
tor K = [1, 1, 1, 1] for comparisons in this experi-
ment (denoted as RESk=1). As discussed in the previous
experiments, the predictive accuracy of RESk=1 is worse
than RES with parameters optimized. However, its predic-
tive accuracies are 1.78%, 0.29% and 1.29% higher than
COS on datasets Movielens-100K, Movielens-latest-small
and Movielens-1M, respectively; and 0.73%, 0.47%, 0.71%
and 5.96% higher than PCC on datasets Movielens-100K,
MiniFilm, FilmTrust and Epinions, respectively. By com-
parison with PIP and BS, which are considered relatively
state-of-the-art methods, RES shows superior performance
on all datasets. Experiments also prove that UserMean and
ItemMean are not reliably suitable for prediction, even though
ItemMean returns the best accuracy on Epinions.

This experiment proves that RES has good performance in
terms of predictive accuracy when the similarity is computed
based on all users with full ratings, and it is superior to current
typical similarity measures.

E. EXPERIMENT (4): PERFORMANCE COMPARISON ON
GROUPED USERS
The purpose of the experiment is to evaluate the predictive
performance of RES on users with various numbers of rat-
ings.We divide users into several groups according to the user
distribution in the given datasets, as discussed in the section
on datasets. Table 7 shows the user groups divided according
to the number of ratings. Let’s take users in Movielens-100K

as an example. Since most users have 20∼200 related items
in dataset Movielens-100K (see Figure 5(a)), we divide the
users into 10 groups in which each group covers the preceding
group: the first user group in Movielens-100K includes users
related to [0, 20] items, the second group includes users
related to [0, 40] items, and the last user group includes
users related to [0, 200] items. For the other five datasets,
we use similar methods to divide the users into groups. Then,
we evaluate the performance (MAE) using different similarity
measures on each user group. Similar to experiment (1),
the MAE of RES is optimized on each user group. The
results of all similarity measures are listed in Table 7, and
Figure 9 shows the performance comparisons visually.

According to the results, RES has excellent performance
on all datasets. On datasets Movielens-100K, Movielens-
1M, MiniFilm and FilmTrust, RES has the best predictive
accuracy, where we mark MAE of RES with ‘∗’. On datasets
Movielens-latest-small and Epinions, the performances of
RES rank in the top two and the corresponding results are
marked with ‘∗’ or ‘∗∗’. The predictive accuracies of all sim-
ilarity measures vary for different user groups, and the MAEs
decrease continually on most datasets, except on FilmTrust,
where the MAE falls first and rises later. We also observed
that the RES has relatively high performance on the first user
group of each dataset, where the number of related ratings
is less than 20 or 40. Users with less than 20 ratings are
considered cold-start users; thus, we perform an experiment
to further investigate the performance of RES on cold-start
users in the next section.
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FIGURE 9. Performance comparisons on users grouped by different
#ratings, on datasets Movielens-100K (a), Movielens-latest-small
(b),Movielens-1M (c),MiniFilm (d),FilmTrust (e) and Epinions (f).

This experiment proves that RES has superior predictive
accuracy when similarity is computed on users grouped by
different numbers of ratings. Thus, RES is suitable for mea-
suring users’ similarity on a subset of a given dataset.

F. EXPERIMENT (5): PERFORMANCE COMPARISON ON
COLD-START USERS
In user-based CF recommender systems, the cold-start prob-
lem, in which users do not have enough ratings for similarity
measurement, always degrades the predictive accuracy of the
recommendation. This experiment is to evaluate the predic-
tive performance of RES on cold-start users, and compare
it with those of other similarity measures. Based on the
observation that more than half of the users have less than
20 related items in datasets FilmTrust, MiniFilm and Epin-
ions, we perform this experiment on cold-start users based on
these three datasets. All cold-start users related to 1∼20 items
are selected for computation and cold-start users with same
number of ratings are evaluated by similarity measures PCC,
COS, PIP, BS and RES. Table 8 shows the MAE results,
and Figure 10 shows them visually. ‘NaN’ means there is no
user related to the corresponding number of ratings. Since
there are no users related to {10,11,12,16,18,20} ratings in
dataset MiniFilm, the MAE results for all the corresponding
similarity measures are marked as ‘NaN’.

In the above table, we mark the best performance with ‘∗’.
The results show that RES outperforms the other similarity
measures in most cases. On dataset FilmTrust, the perfor-
mances of RES are obviously superior to others, except
when #ratings={3,6,7} where the performance of RES is

FIGURE 10. Performance comparisons on cold-start users, on datasets
FilmTrust (a), Epinions (b) and MiniFilm (c).

also ranked top two. On dataset Epinions, the RES is ranked
in the top two, and its performance is superior to that of
PCC and similar to those of PIP and COS, but sometimes
inferior to that of BS. On dataset MiniFilm, the performances
of RES are superior especially when the number of ratings
per user is larger than 5. When the number of ratings per
user is less than 5, the performance of RES has a relatively
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slow advance. For example, RES has same performance as the
others when #ratings={1,2,3}. However, when #ratings=4 in
MiniFilm, the result of RES is obviously superior, where the
MAE of RES is 0.9003, but those of the others are all larger
than 1.1017.

This experiment proves that the RES has good perfor-
mance against the cold-start problem; thus, it has ability to
measure the similarity for cold-start users in user-based CF
recommender systems when there are not enough ratings to
calculate the standard similarity measures.

VI. CONCLUSION
Inspired by the physical resonance phenomenon, this paper
proposed a novel similarity measure named RES for user-
based CF recommender systems. During the mathemati-
cal modeling, we fully consider the personalization of user
ratings in different cases. RES consists of the consistency
component, distance factor and Jaccard factor. Users’ rat-
ing behaviors in a CF recommender system are regarded
as simple harmonic vibrational motions in a virtual reso-
nance system, where the critical consistency component in
RES measures two users’ rating consistency by modeling
their initial phase angles, the distance factor complements
the consistency component by calculating the distance of
users’ rating opinions of the same co-related item, and the
Jaccard factor weights the consistency component by both
co-related ratings and non-related ratings. We also propose
an optimization method to improve the performance of RES
by learning parameters from the given dataset iteratively. The
predictive accuracy of RES is evaluated by MAE on six real
datasets. According to comparisonswith traditional similarity
measures and some state-of-the-art measures, RES is robust
against the observed problems of traditional measures and
exhibits superior performance on full users’, grouped users’,
and cold-start users’ evaluations.
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