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ABSTRACT Online social networks now play a prominent role in our daily lives and our decisions
and behaviors in many areas. Of particular interest here is the application of social network data to
give users access to tourist information. There is a growing need for information on tourism and tourist
activities to satisfy user queries in this domain. Social networks, such as Facebook, Twitter, and Foursquare,
among others, store substantial volumes of check-in data, which are a valuable resource for recommending
tourism attractions. However, using Facebook check-in data has rarely been considered in conventional
recommendation systems (RSs). This presents not only a new research challenge for the computer science
and information technology fields but also an interesting opportunity for the tourism industry: knowing
what kind of attractions tourists are interested in and how to acquire their user preferences without adding
tasks to users of an RS. We propose a tourism RS that is based on its recommendations on data dynamically
aggregated and extrapolated from the Facebook check-in data. In addition, the so-called *““cold-start™ problem
has been resolved by using users’ Friends’ check-in data to analyze ongoing Facebook activity and update
user profiles in the system. Most Facebook users have a well-extended list of Friends. Consequently, the
proposed system can dynamically learn user behavior and appropriately adapt recommendations. This
paper demonstrate the usefulness of the data available on Facebook through the example studies involving
attraction recommendations, resolving the cold-start problem, and adapting the user model to improve

recommendation quality in the tourism domain.

INDEX TERMS Tourism, social network, cold-start problem, recommendation system, personalization.

I. INTRODUCTION

It is often essential for travelers to consult with experts,
natives, or friends about which tourism attractions to visit at
their desired destinations (e.g., where to go, where to stay, and
how to get there, Customs and Immigration rules, warnings,
and so on). Exchanging travel-related information between
travelers using the Internet and online social networks has
become more important and effective. People have access to
tremendous amounts of travel information, but finding and/or
identifying the most relevant information is difficult. As such,
a recommendation system (RS) is a key technology for this
problem. The high availability of information on online social
networks has huge benefits for the tourism domain.

An RS is an information filtering system that analyzes user
preferences and adapts its functions to individual users [1]
and finding user interests or preferences is therefore a key
process of an RS. RS-based techniques have been applied
in diverse applications, including movies [2], music [3],
news [4], books [5], search queries [6], restaurants [7], finan-
cial services [8], life insurance [9], personal activities such

as online dating [10], and Twitter followers [11]. To the best
of our knowledge, there are a few RSs in the tourism domain.
In those RSs that have been studied, the researchers have paid
special attention to the inclusion of social network functions
that allow tourists to share some information [12]. However,
almost all of these RSs have ignored the opportunity to
exploit data from social network services for personalized
recommendations.

The source of user data in conventional RSs comes from
two approaches: 1) explicitly, by directly asking the user for
individual information by allowing them to fill out forms or
answer some questions on the Web site; and 2) implicitly,
by gathering user information from various on-line sources
without interrupting the user’s on-line activities. The explicit
approach can elicit more accurate data from users, but it also
adds extra tasks to them. However, many users usually do
not want to give their information to RSs because of their
privacy concerns. Thus, the second method is preferred and
deployed by some intelligent RSs. The main challenge of the
implicit method is how to collect user information without
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interrupting them. Typically, the implicit approach collects
user information by inference from the users’ behaviors and
actions in interacting with the RS. However, the accuracy of
user preferences extrapolation is one of major issues of the
implicit method.

The rapid growth of online social networks such as Face-
book, Twitter, Foursquare, and Instagram has led to the
availability of massive amounts of user data and provide
much more detailed knowledge about users and attractions
through the analysis of collected data [13]. Data from social
networks, such as tags, social bookmarks, check-ins, likes,
photos, videos, and comments, are useful information for
automatically analyzing and finding user interests without
adding extra tasks to users. For example, a music RS using
social bookmarks has been introduced by Firan et al. [3] and
personalized news RS using textual information from Twitter
has been presented by Abel et al. [4]. RSs are also applied to
tourism to recommend specific domains [16], hotels, restau-
rants, travel packages [17], itinerary plans [18], and navi-
gational planning services to travelers [19], and for urban
point-of-interest recommendation [14]. However, extracting
useful information and exploiting these data remains a great
challenge for researchers in several research fields, such as
data mining [14], RSs [4], and forecasting [15].

Insufficient information creates the ‘‘cold-start” prob-
lems [20]. There are two types of cold-start problems [21]:
1) cold-start items and 2) cold-start users. The cold-start item
problem, also known as the ‘“new item problem”, results
because there are insufficient previously submitted ratings
about items or products that are available to be recommended
to users. The cold-start user problem, also known as the “new
user problem”, is caused by the entry of a new user who
is therefore as yet unknown to the RS. Lack of previous
data and a history of access means RSs are unable to make
recommendations based on accessing experience to these new
users [22].

An RS therefore needs to find user-related information
from other sources, which would usually be other users some-
how related to the new user. In this research, we hypothesize
that a possible solution for the cold-start user problem is
that information from the user’s designated Friends on social
networks could be used to represent the user’s interests. The
implicit relationships among users and their Friends can be
considered through their shared interactions.

There are many user activities, e.g., comments, postings,
Likes and so on that represent a rich source of knowledge
about a user’s implicit relationships with Friends, even when
that is not explicitly declared by users, but can be derived
from an analysis of their social network interactions. Thus,
we can deploy information about a user’s Facebook Friends
to solve the cold-start user problem. As a result, social net-
working information is used to not only solve the explicit
data-acquisition problem, but also the cold-start problem and,
consequently, improve the prediction accuracy of the RS.
There are, however, limits to the usefulness of much of the
data available in this way.
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Social media tags, also known as the hashtags (identified
with the symbol “#’*), for example, which are widely used,
are generally described as issues or topics of interest to
particular users on social media sites. Hashtags make topics
and conversations easier to find and to follow as these will
be arranged by category. However, advertisers and marketers
using social media sites are the main beneficiaries [23].
Research by Twitter [24] shows that the use of hashtags in
a post can lead to higher user engagement from individuals
and 50% higher engagement with referenced brands. While
they may be useful for determining user interests, most hash-
tags are considered emotional expressions of user interests
i.e. #love, #sad, #happy and are therefore usually unrelated
to tourism attractions and are rarely used to analyze user
interests in the tourism domain. Similarly, messages posted
on Facebook, which are the major data types on Facebook,
have little relevance to tourism, being, typically, more about
users’ personal opinions of someone or something unrelated
to the tourism domain.

A further problem is that these data are always generated by
individuals and almost inevitably contain diverse synonyms
and polysemes used to describe users personal circumstances
or are unlabeled photos (the ubiquitous ‘selfie’), and certainly
do not always refer to experiences, events or locations that
might be helpful in the ‘tourism’ domain. Therefore, an intel-
ligent natural language processing algorithm is required to
extract the actual semantic information from the messages.
Facebook users typically click the ““like”” button on the photos
and comments by their Friends, and, as observed above, only
some, very few, likes are relevant to tourism experiences.
Check-in data is the most relevant type of data for the tourism
industry because it indicates the places where users have
visited or nominated as Favorite. In addition, as reported by
Zocial’s online analysis [25], check-in is the second most
shared data between all Facebook users (Figure 1). Given
these trends, it becomes more and more important to inves-
tigate the benefits of social networks such as Facebook in a
tourism context.

Messages J
Videos ‘
Links @i
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FIGURE 1. Most shared data between Facebook users in descending
order.

Apart from the cold-start problems, most frameworks
that we have identified ignore the problem of users chang-
ing their preferences over time. Those frameworks that we
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investigated provide a static mechanism to detect what the
user is interested in at that moment of time and the quality
of the recommendation is reduced with the passage of time
bringing changes to the data. These frameworks also ignore
the need to identify a suitable data sample size for user
interest analysis: data overload can interfere with the RS’s
ability to match attractions to user interests, which affects the
recommendation quality.

Hence, the proposed approach has to effectively overcome
the problems of cold-start user, data overload, and adap-
tive user profile. In our study, we developed a personalized
tourism information service (PTIS) framework to dynam-
ically recommend attractions based on user interests. The
framework has several specific features, including person-
alized attraction recommendations for tourists, solving the
cold-start user problem using Facebook Friends’ data, using
appropriate user data quantity, and dynamically updating user
profiles in the tourism domain.

Social networks offer opportunities to gather user data
to aggregate and analyze for individual preferences to find
their travel interests. Unlike other social networks, Facebook
provides check-in data with direct relevance to the tourism
domain. The vast amount of Facebook data, especially check-
in data, makes Facebook a valuable source of personal infor-
mation that is essential for the development of RSs for the
tourism domain. This leads to our first hypothesis.

Hypothesis 1: Facebook check-in data can be used for
personalized preference analysis in the tourism domain to
make attraction recommendations.

Our second hypothesis considers the ability of an RS to
overcome the cold-start problem by utilizing information
from alternative external sources that can be substitute for, or
complement, missing data to facilitate accurate recommenda-
tions, as discussed in [62].

Hypothesis 2: Check-in data from close Friends in social
networks can overcome the cold-start problem.

Our third hypothesis is based on the situation of users
changing their behaviors and their interests, and commenting
on that in posts, and with Friends. User behavior in this
context means users clicking on, searching for, and reading
information differently than before, and more frequently on
one topic than on others. These actions can be used as implicit
feedback information to adjust the user model and enhance
the recommendation efficiency.

Hpypothesis 3: User feedback information can be effectively
used by the system to adjust the user preference model and
recommend attractions to users.

This paper introduces the PTIS framework that we devel-
oped. Ease of use, minimal required interaction and user
responses were considered essential, and ways to achieve
this were introduced in our model. As indicated in [12],
users can be overwhelmed by complex and time-consuming
interactions.

The main contributions of this research are, first, a novel
technique that uses Facebook data to extrapolate user interests
in tourism attractions. In contrast to conventional RSs, we
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also use Facebook check-in data to recommend attractions
for users. This serves as an implicit user-data acquisition
approach. Second, Facebook Friends’ check-in data are also
aggregated and exploited for personalized attraction recom-
mendations, which makes the system more robust against
the cold-start user problem using only a single type of data.
Finally, we also proposed and evaluated a technique that can
dynamically capture contemporary user-interest data, which
is highly changeable, and flexibly update a user’s profile by
analyzing Facebook user actions. This allows the RS to learn
user behaviors, extrapolate their interests, and adaptively rec-
ommend appropriate attractions.

The remainder of this paper is organized as follows:
Section II presents the background and related work in the
field. Section III describes our proposed technique to analyze
user interests, user model construction, and attraction recom-
mendations. Section IV discusses our experimental results.
Finally, section V summarizes our key contributions, limita-
tions, and further work.

Il. BACKGROUND AND RELATED WORKS

In recent decades, many RSs have been presented to increase
product-selling opportunities, facilitate product search, and
assist in planning, including e-tourism [16], travel plan-
ning [18], personal travel assistance [26], traveling infor-
mation [27], [28], and personalized search [6]. Several
researchers used social network information to identify user
interests in various ways. The main advantage of social net-
works is that they contain useful personal data about users.
This information is used for personalized products and ser-
vices in RSs.

A. SOCIAL NETWORK MESSAGES, TAGS,

AND BOOKMARKS

This section surveys related state-of-the-art frameworks that
use different data available from social network systems, such
as messages, tags, and bookmarks. In recent years, users
have begun to share more photos than text messages [29].
This visual information contains unstructured data, leading
to the semantic gap problem [30], whereby a given platform
cannot express the actual meaning of visual contents using
low-level features. However, photos are usually accompanied
by text message captions expressing more particular details
about the visual information. These text messages are usually
generated by humans; therefore, they are useful for detecting
user interests in numerous ways.

Twitter is an online social network that allows users to
share news or opinions using short messages called ‘“‘tweets.”
Twitter users can post text messages, photos, or videos on
their own or Friends’ timelines. However, the messages
posted on Twitter may not contain useful keywords related
to visual contents. For example, a picture of the moon could
have “good night”” as a caption, which imperfectly represents
the content in the picture. Several studies made an effort
to resolve this problem. Poslad and Kesorn [31] proposed a
method to separate tweets into two types, News and Chat,
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to assist users in assessing the reliability of tweets for further
use. Abel et al. [4] identified topics and entities (e.g., persons,
events, or products) mentioned in tweets for news recommen-
dation. Castillo et al. [32] and Wasim et al.[33] used WordNet
and Wikipedia to map entities in interest categories that will
be used to define topic profiles. Lim and Datta [34] presented
an approach for user-interest detection using tweets together
with Wikipedia. The main weakness of this strategy is that
an incorrect mapping problem could occur; e.g., mapping
“Apple” (the fruit) to “Apple” (the technology company).
Another disadvantage of this method is that it is time consum-
ing to compute user interests, which is an impractical process
in an on-line situation requiring immediate, or at least fast,
response, leading users to potentially reject this system.

Many social network services create a tagging system for
categorizing posted messages to allow users to more easily
find the desired contents. The social bookmark is a service
available to users who want to bookmark some Web pages
and share them with their Friends or other users. The tag is
attached to the bookmark. For example, an Internet surfer can
bookmark tourism Web sites and add the “‘hillside” tag using
the social bookmark service. Hence, the different types of tags
used can represent different user preferences. Additionally,
different tags on the same social bookmark services are likely
to have semantic relationships. For example, Kumar et al. [6]
used a social bookmark service to build a user profile
(or interest profile) for personalized searches. An interest
profile is constructed from the tags annotated by a community
of users to Internet resources of interest. The interest profile
is then used to assist search engines to generate a set of
personalized search results. Michelson and Macskassy [35]
proposed the add-a-tag approach to construct a user-interest
model from social bookmark tags using Delicious.com ser-
vices. Likewise, Firan et al. [3] proposed a tag-based interest
model from tags on Last.fm for music recommendations.
However, the drawback of these two approaches is they can-
not support personal recommendations because the model
generated used all user preferences with the so-called ““global
tag.” Michlmayr et al. [36] proposed an approach to use an
individual tag for personalized recommendations. This solu-
tion explores the similarity between tags and users. Tags that
are used more often can be considered as a user-interest topic.
Durao and Dolog [37] deployed social tagging to provide sug-
gestions about interesting communities that users may want
to join. Kim and Saddik [38] also proposed a personalized
Web site RS based on social bookmark tags. The RS can
recommend the most relevant Web pages for individual users
based on the users’ profiles using Open Directory Project as
an external knowledge data source. However, the proposed
system relies on a simple string-matching technique, which
provides low matching power to find the most relevant Web
pages for user interests.

Several researchers have tried to exploit data such as
comments, photos, likes, check-ins (of particular interest in
our work) and relationships of Friends, from various social
networks. Davoodi and Fatemi [39] introduced a framework
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that exploits check-in data from location-based social net-
works (LBSNs) for location recommendation. The algo-
rithms presented in their research are based on four factors:
1) past user behavior, 2) the location of each venue, 3) the
relationships among users in the social network, and 4) the
similarity between users. The experiments showed promising
results that can significantly improve recommendation per-
formance.

In a similar way, Wang et al. [40] extracted location infor-
mation from Foursquare (a New York mobile startup primar-
ily for showing location information of other users). These
authors proposed the use of location information from social
networks such as Foursquare for identifying relationships
among users. They termed this Friend-based collaborative
filtering (FCF), and the location information and relation-
ship information are then later integrated with collaborative
ratings of places entered into the system by social Friends.
In addition, geospatial characteristics of places previously
observed and identified are also deployed to enhance the
performance of FCF. Their experimental results demonstrated
that their FCF approach demonstrates equivalent recommen-
dation effectiveness when compared against state-of-the-art
algorithms previously published.

Ye et al. [41] presented a novel framework to reduce the
gap between tourist requirements and information extracted
from dominant tourism resources using cross-region com-
munity matching techniques. Local interests of people from
different geographical regions are captured and heteroge-
neous relationships among users, places, and times are taken
into consideration. Information from different communities
from across different regions is then correlated and venue
recommendations generated and presented to the tourists via
cross-region community matching. The experimental results
of Zhao’s work outperformed existing frameworks.

Check-in data from an online social network (Gowalla)
is also used for personalized venue recommendations by
Zhao et al. [42]. The collected data is used to analyze the
possibilities and requirements for location spot recommen-
dations by utilizing a collaborative filtering scheme. The
recommendation performance of this work is superior to
others when statistically measured by root mean square
error (RMSE) and mean absolute error (MAE).

Berjani and Strufe [43] exploited multi-modality travel
information such as comments, pictures and rating scores for
personalized tourism purposes, whereas single-modality data
had been used by other researchers previously for the same
purpose. In addition, context information, such as the user’s
location, was used to refine the recommendation to better suit
that user’s preference. The experimental results demonstrated
that the method achieved promising performance in terms of
both effectiveness and efficiency.

Association rules, complemented by the classification
method, were effectively applied to predict user prefer-
ences [45]. Their proposed method is mainly based on fuzzy
logic and associative classification and is less sensitive to the
data sparsity (cold start) problem. Their experimental results
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demonstrated that their method can overcome the limitations
of existing recommendation systems and increases recom-
mendation quality. Instead of a personalized recommendation
system, Lucas et al. [45] recently proposed a social group
recommendation approach in the tourism domain which aims
to satisfy a group of users as a whole. In that research,
a group profile rather than an individual model is constructed
to store user preferences as well as the social relationships
among members of a group. To generate recommendations,
three techniques are combined to compensate each other:
collaborative, content-based, and demographic filtering. The
method can recommend tourist attractions to both individual
and groups of users. The proposed method achieved more
accurate recommendations than the classic approaches.

B. USER PROFILE REPRESENTATIONS

In social networks like Facebook, users provide their individ-
ual data (e.g., name, workplace, email, or affiliations) when
setting up their profiles during the registration process. In the
RS, a user model typically stores user preferences derived
from individual data and the model can be represented using
various data structures. User profiles allow the RS to make
personalized recommendations, and they constitute a key
component of the system. This research represents the user
model in the form of a relational database (RDB). The main
advantages of this are the stability, consistency, integrity, ease
of maintenance (insert, update, or delete), and better security
offered by an RDB. The user modelsare designed to store
several types of data of users e.g., personal data, interest
in attractios, feedback information, and interactions between
users and PTIS).

C. RECOMMENDATION TECHNIQUES

The recommendation process aims at suggesting attractions
to users. Various approaches have been deployed in an RS,
including: 1) Content-based [47], 2) Collaborative [48], and
3) Hybrid [21] methods. The most popular approaches are
Content-based and Collaborative. Content-based filtering is
recommended based on the analysis of the user’s previous
actions whereas collaborative filtering refers to recommend-
ing items based on information from other users.

1) CONTENT-BASED FILTERING

Content-based filtering suggests activities, events, or services
to a user by matching the users’ interests with the informa-
tion about these things. Travelocity.com [16], for example,
deploys the content-based approach, in which users specify
his or her requirements or interests to the system. The sys-
tem will match the users’ interests with the products avail-
able from the destinations. The matching technique used by
both systems syntactically compares product and user pro-
file attributes. However, this technique cannot represent user
interests precisely. For example, a user may refer to products
on behalf of others, not for themselves; perhaps it may be a
gift that may suit a friend or family member; this interaction
would provide incorrect information about the user to the
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system, which leads to poor recommendation performance.
Nonetheless, this problem is minimized in RSs for the tourism
domain because almost all users usually purchase services
for themselves, not for somebody else, as would happen in
other RSs such as e-retailers for books or movies [2]. Another
problem with the content-based approach is the interaction
with a new (cold-start) user where the system usually does not
have adequate user information to deliver recommendations
resulting in poor or imprecise suggestions being delivered to
the new user. However, a newer collaborative approach can
resolve such a problem by constructing a new user profile
from information derived from the user’s Friends on social
media (collaborating).

2) COLLABORATIVE FILTERING

The new collaborative filtering approach is the process of
suggesting products and services using a technique involving
collaboration among multiple users existing in the system.
Similar to content-based approaches, new users will obvi-
ously not have any historical preferences, meaning that this
collaborative filtering approach is not able to generate any
recommendations, except for generalized popularity-based
approaches. TripleHop Technologies [16] uses a statistical
computation of past queries to predict user similarities. The
MAIS project [49] uses a collaborative filtering approach to
identify similar users and recommend items based on the
information extracted from those similar users. However, if
the system does not have adequate user interactions, it is
difficult to find user neighbors. This is because user inter-
actions allow the system to learn about a user and identify
the user’s neighbors. The main drawback of this method is
that the selected neighbors may be controversial, which may
result in diverse recommendations and a lack of specialized
suggestions.

Another disadvantage of this approach is that it rec-
ommends products based on user ratings, which creates a
cold-start item problem that result in inaccuracy recommen-
dations [50]. A new item may not be recommended to any
users after it is added to the system because it does not yet
have any user ratings. However, the cold-start item problem
is out of the scope of this paper and will not be discussed
further. Therefore, the term ““cold-start problem” used in this
paper always refers to the cold-start user problem.

3) HYBRID FILTERING

The hybrid filtering approach has been proposed to eliminate
the limitations of content-based and collaborative filtering
approaches such as the framework in Pazzani [51]. In this
work, the content-based approach is used to construct user
profiles whereas the collaborative technique is deployed to
compute the similarities of user interests. Schiaffino and
Amandi [17] proposed an expert software agent, Traveler,
that combines content-based and collaborative approaches
with demographic information to recommend tour packages
to tourists. Burke [52] presented an RS that uses a knowledge-
based method that can recommend restaurants in a different
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city from where the user lives. Maw et al. [53] used rule-
based and collaborative filtering approaches to overcome the
sparsity problems that can reduce the consideration set of
items. Table 1 compares some of the major problems of these
three different recommendation techniques.

TABLE 1. Disadvantages of the recommendation techniques.

Problems Recommendation techniques
Content- Collaborative- Hybrid
based based
1. Cold-start user. x x v
2. Data overload. v x x
3. Flexible user x x x
profile.

lil. PTIS FRAMEWORK

To develop the personalized RS for tourists, we present
the PTIS framework that recommends attractions to tourists
based on using Facebook check-in data. Although using loca-
tion or event check-in data to recommend an attraction to the
tourist is not a new method, we consider that both the pro-
cesses of the recommendation system, and the user interest
extraction method developed in our research, are significantly
different from existing state-of-the art frameworks. The PTIS
framework was briefly introduced in [54] and different from
this work which is mainly focused on the user preference
analysis module and the user model construction based on
Facebook data. The three major components of the PTIS are
illustrated in Figure 2, and are explained below.

authenticate: > ﬂ
User interests

°,”F"yersonalized‘; - ¢

- [ attraction .
= < [€«——User interests——|
= b | recommender |

\_ system /

/ User interest \
> extraction and |
\ analysis

User model

Attractions information

i a New user interests

browse

Attraction
database Interest' change
L ) [ detection and |
User actions information—— —
user model

\_adaptation /

FIGURE 2. Overview of the PTIS framework, which has three main
components: 1) user-interest data extraction and analysis;

2) personalized attraction recommendations; and 3) detection of
user-interest changes and adaption of the user model.

A. EXTRACTING USER PREFERENCES

This section describes the method for computing user inter-
ests and the methodology for attraction recommendations.
This process extracts Facebook user-interest information
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using the Facebook graph API [55] for the data extraction.
First, to extract Facebook data, users must be authenticated
in the system to retrieve their private data e.g. check-in
and Friends’ information. Second, the extracted data are
processed to derive the user’s interests. The system then
generates a user-preference model represented in an RDB
structure. For any new user of our system, a user profile
will be constructed during this step which is skipped this
step for existing users. For non-Facebook members, our sys-
tem cannot perform personalized recommendations for them
because it does not have their user information, but it is
still able to recommend some attractions based on popular-
ity scores measured by the number of Facebook check-ins.
Table 2 demonstrates an example of Facebook check-in data
extracted using the Facebook graph API. This information
will be used for further user-interest analyses.

TABLE 2. Example of extracted Facebook check-in data.

Extracted data
{“place”: {
“id”: ©“196230743801741”,

“name”: “Wat pra sri rattana

Descriptions

Place identification number

mahathat”, Place name
“location”: { Location of place
“latitude™: 17.429238993972, Latitude
“longitude™: 99.811871548508, Longitude
“street”: “Srisuchanalai” } Address

“id”: “750723874966970”, Message id/number

“created_time”: “2013-04-
13T09:21:03+0000"}

Check-in time

1) USER-INTEREST MATRIX
The user-interest matrix shows the level of interest in the
attraction categories using Facebook check-in data. Our
assumption was that the number of places visited (check-ins)
in a particular category indicates the level of interest in
attractions in that category. Therefore, we apply the item
frequency (if) scheme [56] to measure user interest levels
and represent them in a user model. A weight is assigned to
each attraction in a category based on the number of check-
ins at that attraction. The item frequency (if) technique is
deployed because some other candidate techniques (e.g., idf
and #f-idf) are not applicable to PTIS. For example, tf-idf
will adjust for the fact that some attractions that are highly
checked-in by a user are more generally applicable and do
not impact the weighting given to that attraction. In other
words, those techniques do not represent the real level of user
interest in an attraction. Therefore, the if~weighting scheme is
preferred.

There are two important concepts that require definition:
the level of interest of a user and Friend interactions of
a user.
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Definition 1: The interest level (1) of user (u) shows their
preference levels in each attraction category:

I,(c) ={(c,)|lc € C and ! € L, is in the range [0,1]}

where [ is the level of interest associated with category ¢ for
a given user u. [ is the proportion of the number of attractions
that a user has checked-in in category ¢ out of the total
number of attractions in the same category. [ must be in the
range 0 to 1. ¢ are the members of attraction category C and
can be grouped into the six main categories. For example,
L,(c) = {(historic, 0.44), (natural, 0.37), (cultural, 0.19)}
where historic, natural, and cultural are categories.
I,(c) denotes the level of interest of users where the weight
is normalized and the sum of all weights in I,,(¢) is equal to
1. A summed weight of 0 shows that a user is not interested
in the category and a value of 1 indicates the highest level of
interest in the category.

2) FRIEND INTERACTION MATRIX

This research adopts the Friend analysis algorithm, ay-fb-
friend-rank [57], to separate close Friends from others. This
algorithm is based on an EdgeRank technique [58] to iden-
tify close Friends. There are three main components of this
algorithm: affinity score, edge weight, and time decay.

The affinity score is the interaction score. For example,
John often writes on Mary’s wall. John has a very high
affinity score with Mary. The ay-fb-friend-rank calculates an
affinity score based on: (1) explicit actions that users take
(e.g., clicking, liking, commenting, tagging, sharing, and
mutual Friends); (2) the proximity of the person who took the
action in relation to a user; and (3) how long ago the action
was taken.

Edge weight gives different weights to different actions.
Every action that a user takes creates an edge, and each of
those edges, except for clicks, creates a potential story. For
example, comments have higher edge weight than likes. Time
decay adjusts the score of the story. As a story gets older,
it loses points because it is “old news.” When a user logs
into Facebook, their newsfeed is populated with edges that
have the highest score at that very moment in time. Based
on the idea of those algorithms, Friend interactions can be
defined as:

Definition 2: Friend interactions (F) of user («) that show
the level of interaction between a user and their Friends. F is
a set of Friend-interaction score pairs:

F (u) = {(f, 9)|f € R and s is in the rang [0, 1]}

where f is a Friend in Facebook () and s is the interaction
score, which varies in the range 0 to 1, where 0 means that
users have no interaction between them and 1 shows that they
have a high level of interaction.

3) USER-INTEREST ANALYSIS
There are two scenarios for extracting Facebook check-in
data to detect user preferences: adequate and inadequate
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information for PTIS. Adequate information refers to users
with check-in data greater than the threshold, which is chosen
experimentally to find user interests while inadequate infor-
mation is the number of check-ins of a user that are less than
the threshold. In the latter case, the system needs to retrieve
data from a user’s Friends from Facebook instead of the user’s
own data. To analyze user interest based on personal data
from Facebook, the computation scheme of user interests can
be defined as (1), where 1,,(c) is an interest level in a category
c of the user u, n. is the number of check-ins for a category ¢
and /,(c) is normalized in the range of 0 and 1.

ne
IM(C) = 6 I
i=1"

l<c=<6 ey

To analyze user interests based on information from Face-
book Friends, the computational scheme from (1) can be
modified as shown in (2). The extrapolated interest level of
user u can be calculated from an aggregation of the user’s
Facebook Friends’ check-in data. F;(u) is the level of inter-
action between users and Friends, I5(c) is the interest level
of each category of the user’s Friends, n refers to numbers of
Friends of the user on Facebook, and n € N where N is the
set of close Friends on Facebook.

iﬂ@x@@
L) = =
> Fi(w)

i=1

i<n 2)

A user-interest analysis algorithm is shown in Algorithm 1
(described below). User interests, once obtained, are then
used to construct a user model for attraction recommenda-
tions.

Algorithm 1 User Interest Analysis
All check-ins data of a user.
Interest level I,(c) in each category.
Remove duplicated check-ins from the same day.
Remove any check-ins that are not attractions.
Classify check-ins into six categories.
If all classified check-ins of a user > threshold
Compute level of interest ,(c) using Eq. (1)
Else
Identify close Friends.
Get all Facebook check-ins of close Friends
If numbers of check-ins of close Friend >
threshold
10: Compute level of interest /;;(c) using Eq. (2)
11: Else
12: Define level of interest 1,,(c) with average
value from popularity.
13: Return /,(c)

Input:
Output:

Codans w2

B. ATTRACTION RECOMMENDATIONS
The recommendation process was employed to suggest the
attractions that should be most appealing to a user. Once user
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interests are known, the PTIS needs to match user interests
with attractions based on mathematical computation. If user
check-in data is inadequate, the system will extract informa-
tion from close Friends of the user using the ay-fb-friend-
rank [57] algorithm. The matched attractions have to be
ranked by descending scores. Here, our proposed approach
is applied to recommend attractions based on the analysis of
user check-ins by matching the characteristics of the attrac-
tions with the user characteristics [16]. This process consists
of four main steps: category proportion, context-aware rec-
ommendation, attraction weighting, and attraction ranking.

1) CATEGORY PROPORTION

Human beings are usually interested in many things at the
same time. Likewise, a traveler is usually interested in various
attractions in different categories. Therefore, not only will the
attractions in the category with the highest interest level be
recommended, but also other attractions in other categories
will be suggested. Category proportion performs such a task
to find the ratio of places in different categories to suggest to
auser. Category proportion can be computed as shown in (3).

1u(c)
S 1)
where R(c) is the proportion of places in each category sug-

gested to a user based on their interest level or ,(c) in (/)
divided by the interest level of all categories, I (k).

R(c) = l<c<6 A3)

2) CONTEXT AWARENESS RECOMMENDATIONS
Context is any information that can be used to characterize the
situation of an entity [59]. Context in this work can be any
information regarding the tourism situation in which a user
experiences an attraction (e.g., location, time, or weather).
Among these, time, information can be considered as impor-
tant and useful data in RSs, particularly in the tourism
domain [60]. Time-aware recommendations have received
much attention and have been proven to increase recom-
mendation performance and facilitate tracking the evolution
of user models [61]. Here, we incorporate time information
within the recommendation process to improve the RS accu-
racy by having information available about the recommended
time for visiting the attraction. For example, recommending
beautiful beaches in monsoon season to a traveler is ques-
tionable, although those beaches may have very high interest
scores in the traveler’s user profile. Therefore, our system
may be considered as a time-aware RS and should not rec-
ommend any attractions that are out of context for users. This
will provide greater user trust in the RS recommendations.
Therefore, Definition 1 can be extended to Definition 3 by
incorporating the time dimension into the interest level (/) as
shown below.

Definition 3: The interest level (1) of user (1) can be mod-
ified by incorporating time dimension (¢) into Definition 1
which can then be formulated as follows:

I,(c) = {(c, L, t)|c € C,l1isin the range [0,1], and t € T}
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where ¢ is the target time information (discrete factor) stated
as the month specified by the user. The use of the time context
information here allows the system to provide differentiated
recommendations depending on the target time of a user.
This factor affects the ranking of the final results. Thus, the
system can recommend different places to a user if his or her
preferred visiting time is different.

3) ATTRACTION WEIGHTING

This process weights all attractions in each category for
selecting the top R(c) places to the user. The weighting
scheme has three variables:

1) Popularity of place (P): Tourists usually want to visit
the popular places or iconic places at the destinations.
This information is obtained by extracting the number
of Facebook check-ins. The higher number of Face-
book check-ins a destination has, the more popular it is.

2) Places that Friends have visited (F): Tourists are also
interested in places where their Friends have been.
Therefore, this parameter cannot be ignored and may
lead to significant improvements in recommendation
accuracy.

3) Appropriate time to visit attractions (7): As discussed
in the previous section, time information is also an
important condition for making a decision to travel in
the tourism domain.

Based on the reasons mentioned above, the attraction
weighting uses a linear regression analysis model to consider
all variables for the attraction recommendations as shown
in (4).

W(p) = aP(p) + BF(p) + yT(p) “

where W(p) is the attraction weight, « is the popularity
weight, B is the weight of the user’s Facebook Friends’ check-
ins at locations, and y is the weight of the appropriate time for
visiting the attractions. Popularity of place, P(p), is measured
by the number of Facebook likes and check-ins for a place.
Neh,p is the number of Facebook check-ins at a place and
nyi,p is the number of Facebook likes for a place. Max is the
highest number of Facebook check-ins for each attraction.
We normalize the range of check-in and like variables to
ensure that the data are not overloaded by each other in terms
of distance measures [62] as shown in (5).
P(p) _ Nch,p Nii.p

max(rch,p)

max(ny; p) ©)

Tourists are often interested in places that their Friends
have visited. Therefore, we also consider this parameter.
Places visited by Friends, F(p), is measured by the Facebook
check-ins by close Friends as shown in (6). F; is the level
of interaction between users and close Friends i’h, C; =1
if Friend i"* has checked-in on Facebook at this place p and
C; = 0 otherwise.

> i1 FiCi

ST F Q)
=171

F(p) =
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Almost all attractions have an appropriate time to visit,
which is known as high season or the popular season. There-
fore, the time parameter will assist the system in recommend-
ing the right place at the right time. We defined rules for the
time values as follows:

T(p) = 1 indicates that this is the best time to visit the
attraction, as recommended by the Tourism Authority
of Thailand.

T (p) = 0.5 indicates that this is an acceptable (reason-
able, convenient) to visit the attraction.

T (p) = 0.2 indicates that this is an acceptable, but does
carry caveats against travelling to this attraction.

T(p) = —1 indicates that this is not an appropriate or
convenient time to visit the attraction, and tourists are
recommended not to visit at this time.

Each rule is applied to (4) depending on the chosen time of
a user.

4) ATTRACTION RANKING

This process measures the relevance of attractions to the
user’s interests that are identified in the user’s profile. The
recommended attractions are ranked by descending order and
deliver a list of the top-N ranked attractions that the user may
prefer. The attraction ranking is measured by (7). If Rank (p1)
has a greater score than Rank (p»), this indicates that p; has
more relevance to user interest than ps.

R(c) x W(p)

Rank(p) = ——— 7

where N is the number of attraction recommendations.

C. DETECTING CHANGES IN USER INTEREST

Users change their interests over time depending on several
factors i.e. social environment, seasons, Friends, news or
age. These factors have a great influence on user interests.
An obvious example is where travelers’ interests change with
the seasons, being interested in mountains and snow or ski
resorts in winter while preferring beaches, tropical islands
and hiking trails in summer. They are also influenced by
special, often annual, events at specific times.

The PTIS monitors this change by evaluating user actions
(both implicit and explicit) during their interaction with the
system. Every action has a score and this data will be used
to detect changes in user interests and adapt or update the
user model generated by the first component in Figure 2.
The process to detect changes in user interests manipu-
lates the user preference model to show the current interests
of a user in real-time using relevant feedback techniques.
We applied the Rocchio algorithm [63] to this task. We sepa-
rated user feedback information into two groups, positive and
negative feedback, using the different actions by users during
their interaction with the system. Positive feedback refers to
the feedback about relevant attractions and negative feedback
is feedback about irrelevant attractions. The proposed tech-
nique is presented in the following section.
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Information feedback is generated by user interactions
with the system. The action score and action confidence
values [64] were deployed to consider the importance of
attractions based on individual actions using the Rocchio
algorithm to classify feedback actions into positive or neg-
ative feedback.

TABLE 3. Action scores and action confidence values of users’ feedback
actions.

Feedback Actions Action Action
Score (S) Confidence (C)
1. Browse the detail of 1.0 0.2
recommended item (Implicit)
2. Establish recommended item 1.0 0.5
as interested place (Explicit)
3. Remove recommended item -1.0 0.5

and require new item (Explicit)

The action confidence value is calculated based on implicit
and explicit actions. Implicit actions are the actions indi-
rectly required from users. PTIS automatically collects this
information from the users’ browsing click-stream. Explicit
actions are the actions directly required from users such as
clicking on items when the recommendation list appears.
Here, the explicit action, which directly contributes to the
relevant feedback method, is given a greater confidence score
than for the implicit action. Table 3 shows action scores and
action confidence values with feedback behavior. All user
actions in their interaction with the system are used to deter-
mine their action scores and confidence values. The user
feedback actions related to the same place are measured by
their adaptive weight of attraction and defined as A(p) in (8),
S; is the action score of feedback action i, C; is the action
confidence of feedback actions i, and ny, is the number of all
actions with place p. A(p) presents changes in user interests
for a particular place. The positive A(p) shows that the user
is more interested in that place, and the negative A(p) shows
that the user is less interested in that place.

Z}Zl S;C;

np

A(p) = ®)

The Rocchio technique was also applied to the automatic
adaption of user models to renew the initial recommendations
by adapting to the changes in interest. The adaptive weight
of place A(p) is used to adjust the weight of place W (p) and
the interest level /,(c) in each attraction category by adding
to the old one. The new weight of place (W'(p)) is defined as
in (9), the new interest level in each attraction category (1,(c))
is defined as in (10), and « is defined as (11).

W'(p) = W(p) +Ap) (€)
Ii(c) = Lu(c) + acA(p) (10)
1

The algorithm for detecting changes in user interests is illus-
trated in Algorithm 2.
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Algorithm 2 Detecting Changes in User Interest

Input: Action Score (§), Action Confidence (C), n,,

Output:  Rank(p)

1: Measure adaptive weight A(p) using (8).

2: Calculate the new weight W/(p) using (9).

3: Compute the new interest level I/ (c) using (10).

4 Measure the new category proportion R(c)
using (3) with I} (c).

5: Measure the new attraction ranking Rank(p)
using (7) with W’/(p)and new R(c).

6: Recommend the new attraction with the list of
new Rank(p)

D. HANDLING CHECK-IN DATA

INTEGRATION UNCERTAINTY

As previously discussed, it is not an easy task to group check-
in places into the six categories that we created, given the
hundreds of informal categories created by Facebook users.
An additional difficulty arises from the freely created naming
by users. Therefore errors arise from misspellings, inappro-
priate synonyms and heterogeneous terms that are used by
different users. To resolve the misspelling problem those
categories are automatically grouped based on the similarity
of their names and keywords tagged by users using the Fuzzy
string matching technique [56], which is a technique for
finding strings that approximately match a pattern. Fuzzy
string matching (FSM) is based on the measurement of dis-
tance between two strings. Distance means the number of
characters separating the strings. In addition, Facebook freely
allows users to create and name attraction categories, which
has the inevitable outcome of duplication of categories with
a variety of synonyms for the same attraction, and polysemes
for different categories. To overcome these problems, PTIS
exploits WordNet [65] as a dictionary which can be consulted
to disambiguate category names by obtaining the top-level
categories that can be deduced from their correspondence
with the lexicographer file structure.

IV. PERFORMANCE EVALUATIONS AND DISCUSSION

To evaluate the PTIS, several experiments have been per-
formed using a dataset extracted from participants with active
Facebook accounts. We recruited participants by invitation.
However, the ages and number of check-ins in specific age
groups of participants in this experiment were not normally
distributed as shown in Figure 3. Participants came from
Naresuan University (NU), Thailand and the majority were
aged between 18-32 years, whereas only 10% of all par-
ticipants were older than 35 years. This is because elderly
people are less likely to have Facebook accounts and lack
information technology experience. A total of 520 volun-
teers were recruited and participated. All experiments were
undertaken with the same group of participants. Figure 3(a-d)
shows the distribution of the demographic features of the
participants. As illustrated in Figure 3 (a), the highest number
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FIGURE 3. The distribution of selected demographic features with respect
to the number of participants: (a) marital status, (b) age group,
(c) education, and (d) gender.

of participants was in the single marital status. The largest age
group was between 18-22 years, as shown in Figure 3 (b). The
majority of participants were studying Bachelor or Masters
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degree (Figure 3 (c)) (thus the predominance of 18-22 year
olds) and some participants were lecturers and researchers
working in NU, thus the 37 PhDs. Figure 3 (d) shows
324 female participants and 196 male participants.
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FIGURE 4. The histogram of the number of check-ins of users in specific
age groups over seven years.

Max —=— Content-based
L oss —e— Collaborative-based
= o8 PTIS
:g o.7s+
S /P
o
0.45
)\
_ N
,r// \\y‘
U= —\
~
// ~0\
Average Min

FIGURE 5. Average precision (%) comparison of the PTIS, content-based,
and collaborative techniques.

Figure 4 depicts the histogram of the number of check-ins
for various age range of users. The majority of participants
had about 100-200 check-ins over the previous seven years.
This is not a large number in the circumstances, probably due
to these participants studying either in secondary school or
in a Bachelor degree program and had not travelled exten-
sively in that 7-year period. The Masters and Doctoral degree
holders had travelled more and had therefore greater check-
in numbers; more than 200 times in the seven years. Figure 5
does illustrate a fair and reasonable distribution of check-
in behavior over age groups, where it is understood that
over-37’s for example, use Facebook significantly less than
18-32 year olds. However, it must be stated that the demo-
graphics of the participants are discussed here for interest
only. The primary focus of our research was the effectiveness
of the model that we developed and tested. It was the extent
of data that we were likely to have available from the partic-
ipants that was important. Even given that the sample of the
participants were drawn mainly from students, and many of
them were Bachelor degree students without a large number
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of check-ins recorded, we feel that the data was nonetheless
extensive enough and variable enough to be valid.

It is also important to note that we did not compare
the evaluations with alternative tourism RSs because these
experiments were conducted on different groups of partici-
pants, with correspondingly different demographic features,
cultures, and data sets. Therefore, it is difficult to com-
pare our results with those from existing RSs. However, we
theoretically compared the performance of the PTIS with
those systems through the discussion of our experimental
results. The experiments were conducted to measure the
recommendation quality of the personalized recommenda-
tion method of our paper in comparison with conventional
content-based and collaborative recommendations published
elsewhere. The standard measures, average precision, and
rank score are deployed to evaluate the recommendation
efficiency of PTIS.

A. RECOMMENDATION PERFORMANCE EVALUATION

To evaluate the PTIS, we comp are the recommendation
efficiency of the proposed system with some conventional
techniques. The purpose of this evaluation was to study the
effectiveness of using Facebook data for attraction recom-
mendations compared with conventional methods. As only
the top-n recommended attractions have to be chosen from
all attractions, this unknown distribution influences the rec-
ommendation accuracy and user satisfaction in practice. The
precision provides a direct evaluation of recommender accu-
racy [66], [67]. To compute the precision for each user (i), the
attractions are ranked using the computation scheme in (7).
The attraction is defined as relevant to a user if they find it
appealing. Thus, the precision can be defined as the fraction
of relevant attractions that are in the top-n of the ranking list,
denoted by N(n,u), from all recommended attractions, N (u).
In this study, N(u) is 10 because the system will recommend
only the top-10 relevant places to users. The precision can be
aggregated from all users to obtain the average precision for
the test dataset. Hence, the average precision is given by (12).

> uNm, u
2w N

It is vital to note that we do not evaluate the PTIS perfor-
mance using recall because it is calculated from the fraction
of N(n,u) from all relevant attractions in the database, denoted
by R(n,u). This means that the recall value is always small
because R(n,u) is normally much larger than N(n,u), which
is fixed at 10 (top-10 highest score recommendation) for our
system.

The top 10 recommendation performances using those
approaches are shown in Figure 5. which shows that PTIS
is superior to other methods, with 72.24% average precision.
By contrast the content-based and collaborative approaches,
yielded only 57.03% and 68.76% average precision. This
may be explained by the fact that PTIS exploits individual
Facebook user check-in data, which effectively represents
their preferences and, consequently, PTIS has a maximum

H(n,u) = (12)
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FIGURE 6. User interest prediction accuracy of 520 participants using three different data sources: personal, Friend, and

popularity data.

of 82.51% precision. This enables PTIS to overcome the
cold-start problem effectively, which is the principal reason
for the poor performance of the content-based technique.
As such, it is no great surprise that the content-based approach
has a maximum precision of only 68.80%. The collaborative
approach also deploys information from Facebook Friends
(all Friends) of a user and this facilitates the system to find rel-
evant attractions for users meaning that the cold-start problem
is resolved. From our perspective, using Friends’ information
may not allow the collaborative technique to recommend
attractions as accurately as PTIS because the aggregated data
of all Friends could become noise which confuses the RS
in matching attractions to user interests. Consequently, the
prediction of interests by the collaborative approach is not as
precise as the PTIS. As a result, the collaborative approach
has a maximum precision of 74.23%, which is still lower than
for PTIS.

TABLE 4. Statistical comparison between three approaches.

Methods n X S.D. F p-Value
1.Content-based 10 0.57¢ 0.08
2.Collaborative-based 10 0.69 0.04 14.8 <0.001

3.PTIS 10 0.72° 0.06
Note: a, b, ¢ indicate statistically significant difference.

In order to investigate statistical difference between those
methods, the average precisions of all three approaches
were compared using one-way ANOVA, followed by Bonfer-
roni method for multiple comparisons (Table 4). The result
illustrates that they are significantly different (F = 14.80,
p-value < 0.001).
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This study confirms our first Hypothesis that Facebook
check-in data can be useful and used for personalized pref-
erence analyses and recommendations.

B. EVALUATION OF CHECK-IN DATA

This evaluation investigated the effectiveness of using check-
in data to tackle the cold-start problem, that is Hypothesis 2,
that users’ Facebook check-in information can represent their
preferences and overcome the cold-start problem. To eval-
uate this hypothesis we divided our analyses into three
cases using personal, Friend, and popularity data. The
so-called personal data case uses personal user information
to represent their own interests. To test the cold-start problem,
the check-in data of some participants was removed which
forced the system to use data from others by aggregating data
from Facebook Friends. This scenario is the second case in
our experiment, the so-called Friend data case. The third
case exploits the popularity data of attractions based on the
number of Facebook check-ins. A higher number of check-
ins indicates the greater popularity of the attraction. This is
called the popularity case in our experiment. This number
is gathered from the number of check-ins, likes, and shares
of each attraction. Participants in the study manually ranked
the top ten attractions in each category in which they were
interested; this is called true ranking.

We compared the recommendation results generated by the
system to those in the true ranking. As shown in Figure 6,
the average ranking accuracy was up to 80.88% and 72.83%
for the personal data case and Friend data case, respectively.
These encouraging results show that when the amount of data
is sparse, recommendation accuracy relying solely on Face-
book Friend data is slightly lower than the results obtained
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from using personal data. This confirms that individual data
has higher quality than Friend data to represent user interests.
Therefore, both cases can significantly increase the preci-
sion of results compared with using popularity data, which
achieved only 51.24% accuracy.

Besides using check-in data, some researchers proposed
the use of social bookmarks [6], [39] and tags [3], [36].
It has been reported [68] that the precision of tag-based RSs
usually is in the range of 10%-30%, which is significantly
low precision compared with the results yielded by the PTIS.
This low precision indicates that check-in data is valuable for
increasing the RS performance more than social bookmarks
or tags because the majority of bookmark and tag information
is not directly related to tourism and does not effectively
represent user interests for attractions in the tourism domain.
In addition, personalized recommendations by those methods
have not been achieved because of the failure to acquire
personal user preferences; instead, they recommend items to
individuals based on the preferences of all users. Based on
the processes described in the literature, the recommenda-
tion performance could be similar to the popularity case of
the PTIS.

Average precision (%)

1 —m— personal data
02"
. - -@- - friend data
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FIGURE 7. The average accuracy for category rankings with different
numbers of check-ins using personal and friend data.

Because extracting check-in data is expensive and time
consuming, more experiments were conducted to examine
the optimal number of check-ins for precision compared with
time spent in data extraction. As depicted in Figure 7, ranking
accuracy tends to be higher when the number of check-ins and
amount of Friend data increase. In the personal data case, the
average recommendation accuracy is up to 86.91% when the
system exploits at least the last 80 check-ins, whereas there
is 72.83% average prediction accuracy using Friend data.
Therefore, these trends show that the more check-in data are
used, the higher the recommendation performance. However,
this is not always the case because the number of check-ins
and ranking performance is not always directly variant. Based
on the results shown in Figure 7, ranking performance trends
to remain steady when the number of check-ins exceeds 80.

In the Friend data case, the average precision is even
slightly decreased when there are more than 120 check-ins.
We analyzed this result and found that data from too many
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Friends can introduce noise in the user-interest computation
model, which can lower the accuracy of the RS. We also found
that using all check-in data of a user can cause imprecise
recommendations because they do not represent current user
interests. Therefore, the last 80 check-ins is the optimum
number for the RS in the tourism domain. Figure 8 illustrates
the time related (yearly) distributions of check-ins for seven
years which are close to symmetric. This might be because the
majority of participants were in the same age range and, thus,
their check-ins behaviors are similar. The check-in medians
are in the range 80-90 which is consistent with the optimal
value of check-in data used for the recommendations demon-
strated in Figure 7.
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FIGURE 8. Check-in distributions of 520 volunteers for 7 years.

We also found that the system requires exponentially
longer time to acquire Facebook check-in data when the
number of check-ins increases. Two variables are examined
in Figure 9: execution time and the number of years of
check-ins. Figure 9 (a) and (b) demonstrate the user prefer-
ence prediction precision using personal data and Facebook
Friend data. The results show that the ranking accuracies
in both line charts trend higher when the number of years
increases. This result indicates that more check-in data pro-
duces higher prediction accuracy. Both figures illustrate the
results for determining the optimal value of years of check-
ins and execution time. The preference prediction precisions
of both cases are increased exponentially from 1 to 5 years
and remained steady thereafter. This is because five years
of data are sufficient to analyze user preference. Although
more information is added into the analysis model, they have
little effect to the precision value and this makes the system
stable at five years of check-ins. Figure 9 (a) shows that the
highest preference prediction precision of 82.50% is achieved
after 15 seconds of executing the acquisition of personal data.
Figure 9 (b) indicates that the highest preference prediction
precision of 72.83% took 66 seconds when using Friend data
due to it not being replicated in the local database. The system
will acquire data from Friends only when the user data is
inadequate and the execution time would be up to one minute
higher i.e. more than double the time required. These results
are consistent with those of the the previous experiment; that
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FIGURE 9. The average precision and execution time for different
numbers of years of (a) personal data and (b) Facebook friends’ data.

is, using personal data is better than using Friend data. Based
on these results, we conclude that 5 years of check-in data is
the optimal value for user preference analysis in both cases.

C. OPTIMAL NUMBER OF FRIENDS

A user can have hundreds to thousands of Friends but few of
them are close Friends. Using information of all Friends on
Facebook could confuse the user interest analysis algorithm
and also dramatically increase the time for data extraction.
We investigated how much data from close Friends is nec-
essary for making recommendations. To conduct this exper-
iment, we separated our data into two datasets: 70% for
a training set and 30% for the test set. Close Friends are
identified by the algorithm ay-fb-friend-rank [57] described
in section III. We further evaluated the preference prediction
accuracy by varying the number of close Friends that were
used to aggregate the check-in data. The average precision
and execution times were compared to the results attained
from using the data of a random sample of Friends.

Based upon the results in Figure 10, we found that five
close Friends can establish the highest average accuracy of
all category ranking and consume the lowest execution time.
A greater number of close Friends seems to provide a higher
accuracy of recommendation, but having too many Friends
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FIGURE 10. The average accuracy and execution time using various
numbers of close friends.

can exponentially increase the execution time. What was also
interesting was that the average precision obtained from using
a random sample of Friend data is lower than when close
Friend data is used. This implies that a random sample of
Friend data does not effectively represent user interests and
can become noise for the analysis model.

We can conclude that a selection of five closest Friends
is the optimal number, allowing the system to produce high-
performance recommendations of relevant attractions for
tourists and does not overload the RS. This demonstrates
the potential of the exploitation of Facebook Friend data for
the improvement of personalized recommendation services
when no personal data are available, such as in the cold-
start situation. This finding is particularly important because
it can be used as a guideline for other RSs for the appropriate
amount of data necessary for use in user-interest analysis
while ensuring good recommendation performance and min-
imal processing time.

D. RECOMMENDATION FACTOR ANALYSIS

Several factors affect the quality of recommendations. In this
experiment, we studied the effectiveness of those factors,
such as popularity, Friend data, and appropriate times or
seasons to visit an attraction. Precision and rank score (13)
metrics were used for the evaluation. The rank score [69]
is used for evaluating recommendation performance which
will increase if the attractions at the top positions in the
recommended list are chosen by users.

1
Zi €interest\recommended 5 rank(—1
o

rankscore =

(13)

1
Zieinterest k(-1
27«

where « is the ranking half-life (chosen experimentally) (i.e.,
an exponential reduction factor), and k is the number of
interesting places. We evaluated the recommendation perfor-
mance using five different parameters as shown below.
1) Popularity (P): The popularity of place is solely con-
sidered for (4) and then we define 8 and y = 0.

VOLUME 5, 2017



K. Kesorn et al.: Personalized Attraction RS for Tourists Through Check-In Data

IEEE Access

2) Friend data (F): The places Facebook Friends have
visited is solely considered for (4) and then we define
aand y =0.

3) Popularity and Friend data (PF): The popularity of
places and places visited by Facebook Friends are con-
sidered for (4) and then we define y = 0.

4) Popularity and recommended time (PT): The popular-
ity of places and appropriate times to visit places are
considered for (4) and then we define 8 = 0.

5) Popularity, Friend data, and suitable time (PFT):
All variables are considered for (4).

1004 Il Precision (%) | 100
I RankScore10 (%)

80+ - 80

60

- 60

40 40

Precision (%)
RankScore10 (%)

204 - 20

P F PF PT PFT
Methods

FIGURE 11. The average precision and rank score for attraction
recommendations.

Figure 11 illustrates that PFT achieves superior average
precision (87.75%) compared with other methods. These
results are similar to the rank score evaluation of 86.47%
on average. This result indicates that those three factors,
popularity, Friend data, and suitable time for visiting are
significant and affect the recommendation power. This is
explained by the fact that travelers usually select their destina-
tions based on those factors (e.g., where and when they should
go, and if any of their Friends have ever visited; in order
to ask them for some information). Tourists usually make
their decisions based on these criteria. Therefore, considering
those variables can improve the accuracy of RSs. Only PT can
obtain similar average precision and rank scores to PF. When
we investigated the results further, we found that travelers
were slightly more interested in where their Friends have
been (F), with 84.40% of precision, than in the popular places
aggregated from other Facebook users (P), with only 78.94%
of precision. In other words, travelers are more interested
in the attractions where Friends have checked-in than in
popular places visited by other Facebook users. Nonetheless,
incorporating time-aware (T) analysis with Friend data (F)
and popularity (P) in the recommendation can significantly
improve the precision of recommendations as shown by PFT.
Rank scores also illustrate that not only are the recommenda-
tions precise, but also the users’ places of interest are shown
in the top positions in their recommendation results. As such,
this result is consistent with the previous experiments that
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Facebook Friends’ check-in data can be used to represent user
interests and enhances the recommendation performance of
the RS. Thus, Hypothesis 2 is validated successfully.

Our findings show that Facebook Friend data can increase
recommendation performance and enable the RS to identify
the attractions in which a user is likely to be interested.
Facebook Friend data are easy to collect without additional
user effort or special devices and are valuable sources of
information for RSs, especially in the tourism context, which
has never previously been studied or deployed, according
to [6], [13], and [26]. In addition, temporal context informa-
tion is also exploited by PTIS for recommendations because
it has been proven very useful for improving the recommen-
dation power, as Campos et al. [60] found.

Based on our survey of personalized RS, as discussed
previously, it is apparent that those methods have limitations
and shortcoming related to the recommender environment.
Although some published work [39], [40], [42] used simi-
lar data to our research, the methodology we developed to
exploit the data is very different. We consider that those
other researchers ignored the case where users change their
interests over time. Some [43]-[45] did not consider the time
factor at all. In other words, similar weight was given to
the places visited a year ago as was given to any venues
checked into only six months prior. This lack of consideration
of the time-aware factor potentially lowers the quality of the
recommendations. Ye et al. [41] introduced the time dimen-
sion into the recommendation model, but their time splitting
was over the course of a day, as in morning, afternoon or
evening, which is more suitable for restaurants, coffee houses,
offices or hotels where time of day clearly influences decision
making. This is too narrow a timeframe, where seasons are
more appropriate to travel planning. Our proposed context
awareness is different inasmuch as within these time frames
we refine the recommendations that may influence user’s
option at a particular moment by considering seasonal factors
among other longer timeframes that are more suitable for
selecting attractions and events to visit and the weightings
given to any particular place or event is reduced as time
passes. In addition, our framework attempts to detect changes
in a user’s interest using a relevance feedback technique
which makes our user model more dynamic, and provides
more accurate and reliable recommendations.

E. OPTIMAL VALUES OF o, B, AND y FOR

ATTRACTION WEIGHT

There are three parameters, «, 8, and y, for attraction weight,
W (p), computation as shown in (4). Here, the values of those
parameters are defined as 0 < o + B 4+ y < 1, and we vary
from O to 1 step by 0.1 in order to study their optimal values
using four different techniques, P, F, PT, PF, and PFT. There is
no structural way to select the optimal values of «, 8, and y.
This method is called a grid search and involves numerous
trials and errors [70] by varying one parameter at a time.
Various pairs of «, 8, and y values were tried, and the one
with the best average precision was selected. Table 5 shows
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TABLE 5. The optimal «, 8, and y values of all recommendation methods
and average precisions obtained from those variables setting.

Avg.
a 8 Y precision

(%)
Popularity (P) 0.8 - - 78.94
Friend data (F) - 0.4 - 84.40
Popularity + Friend data 85.73
(PF) 0.4 0.6 -
Popularity + Time (PT) 0.8 - 0.2 85.01
Popularity + Friend data + 87.75
Time (PFT) 0.2 0.5 0.3

that places visited by Facebook Friends (f) significantly
affected the recommendation performance. The highest value
of average precision was obtained when g equals 0.5.

This result confirms that places visited by Facebook
Friends affect travelers’ decision making to choose their
desired destinations more than do both popularity («) and
appropriate time to visit (y). The highest average precision
value of 87.75% was obtained when the value of o was 0.3,
and y equals 0.2. The optimal values of the other recommen-
dation methods are shown in Table 5.

F. ADAPTIVE USER MODEL EVALUATION

The purpose of the following experiment was to evaluate
the flexibility of the user model of PTIS compared with
the state-of-the-art techniques and content-based and
collaborative-based methods. Similar to the other experi-
ments, this experiment was conducted based on the same
group of participants. The user models of 10 people were
removed to force the system to face the cold-start problem.
We used a PFT-weighting scheme for this investigation.
Figure 12 shows the values of average precisions obtained
from four methods.

—&— Content-based
@ Collaborative-based
85— PTIS

- v -PTIS+RF

Average precision (%)

40 T T T T T T T T 1
1 2 3 4 5 6 7 8 9 10

Number of recommendations

FIGURE 12. The average precision of four different techniques in various
recommendation iterations.

The content-based technique yielded significantly low pre-
cision at 47.80% in the first iteration of evaluation. Its per-
formance fluctuated in the rest of the experiment because
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sometimes people are not interested in the places recom-
mended by the system. As such, the content-based technique
has the lowest average precision. The collaborative-based
method exploited Facebook data; therefore, the average pre-
cision value is higher than for the content-based method.
However, this technique lacks a mechanism to find close
Friends. It deploys all Facebook Friends’ check-in data,
which is extensively time consuming and some of this data
confuses the system’s analysis of user interests, which affects
the recommendation quality. In contrast, the mechanism for
finding close Friends on Facebook makes PTIS outperform
those two methods in the average precision of ten rounds
of iterations. However, the recommendation performance of
PTIS fluctuated because it does not consider changes in user
interests; therefore, the system always recommends the same
kinds of attractions to users. The average precision described
by several existing works [2], [16], [17], [21], [47], [48] may
suffer from changes in the travelers’ interests over time, being
unable to learn from changing user behaviors, meaning that
these user models are static and cannot adapt to time-related
user behavior changes or new, important and perhaps one-
off events that modify the range of local destinations that
tourists should not miss. Therefore, the recommendation per-
formance is decreased when users change their interests over
time. In addition, this research incorporates time-awareness
into recommendations which are different to, or are in addi-
tion to, existing works ([43]-[46], [71]). Consequently, the
performance of those frameworks could be lower than for
the PTIS because they could recommend to the venues that
may be not recommended to visit at specific time. Our views
as expressed here have not been experimentally confirmed,
however, but we are confident that, theoretically at least, we
are correct.

In addition, this experiment reveals the effectiveness of the
method to capture the users’ change of interests by deploying
the relevance feedback (RF) technique [63]. Figure 12 shows
that the average precision tends to be greater when the RF is
incoporated with our system (PTIS+RF). When the number
of recommendation iterations increases, greater average pre-
cision is obtained. This is because user actions are implicitly
collected and this data causes the adjustment of parameters
in the user model, which can improve the recommendation
accuracy. Therefore, this indicates that the RF technique is
able to effectively detect user interest changes, make user
models more adaptive, and improve the recommend mech-
anism of the system significantly. Therefore, Hypothesis 3 is
evaluated successfully for the tourism domain.

V. LIMITATIONS

However, there are some other limitations for the PTIS. First,
our approach relies solely on user check-in activities which
only represent visits to specific places without indicating like
or dislike preferences. Some people might check-in for criti-
cizing the unsatisfied service they received [50]. One possible
way to do this is we need an additional Natural Language
Processing tool to process comments or captions of users and
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exploit them as a factor for the recommendations. However,
the results of this work are at least a good approximation for
point-of-interest recommendations and our findings can be
used by other researchers to benefit tourism industries.

Second, social networks such as TripAdvisor or
Foursquare provide opportunities to aggregate user prefer-
ence data to address the cold-start problem and enhance the
recommendation accuracy for tourists. Those social networks
provide some missing attraction information that Facebook
rarely offers; e.g., reviewing, rating, or attraction information.
This information is useful to make the user model more
complete and the system more reliable by enhancing its
recommendation power. Instead of relying on data from a
single source of information, aggregating data across social
networks is possibly another direction for our future work.

Third, while we have addressed demographic informa-
tion in our research, we acknowledge that we include rela-
tively simple demographic data. Other researchers such as
Reinecke and Bernstein [72] have proposed the novel idea
to allow the system to generate an interface that corresponds
to users’ cultural preferences thereby extending the type of
demographic data included.Different cultural backgrounds
influence people to have different preferences, as found by
Callahan [73] and Burgmann et al. [74], and these back-
ground differences can inhibit the successful use of infor-
mation technology [75] and user acceptance [76]. Several
companies have realized this and now offer localized versios
of their Web site, such as Google and Microsoft. Our future
work will be to makea PTIS that also addressesdifferent user
cultural backgrounds to improve recommendations.

Finally, the Web service policies and methodologies of
social networks like Facebook are always dynamic. They can
change their service policies at any time and these changes
can create problems for the PTIS to acquire data from the
social network. Consequently, the recommendation quality
and robustness of the system could be affected and the system
may not work properly. This risk may arise at any time in the
future. RS developers should be seriously concerned by this
issue and prepare a plan for modification of the system to
respond to any future changes in social network services.

VI. CONCLUSIONS

Our motivation for developing the PTIS was to contribute to
the sustainable growth and development of tourism indus-
tries. Our contribution is novel in that we proposed an
approach to analyze user interests and perform personal-
ized attraction recommendations using check-in informa-
tion extracted from Facebook services. This information is
directly useful for user attraction preference analysis and
significantly benefits tourism industries. Our approach dif-
fers from existing approaches presented in the literature by
overcoming the cold-start problems by collecting information
from individual users and Friends available in Facebook.
Here, close Friends are identified based on three factor:
affinity score, edge weight, and time decay. The system uss
close Friends’ information to detect attractionsin which the
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target user may be interested. By this means theRS overcomes
the cold-startproblems which are the weakness of the current
state-of-the-art approaches. We also ound that aggregating
and exploiting onl the information of a certain number of
close Friends can overcome the data overload problem and
effectively reduces the use-interest extracton and processing
time while providing the same recommenation accuracy.

We also make the user profiles more flexible by employing
the relevantuser feedback derivd from the analysis of user
actions. The RF technique calculates the relevantattraction
scors and continuously updates the user’s profile with the
new scores which enables adaptiveuser profiles and therefore
enhances therecommendation performance.

An experimental evaluation of the presented approach has
demonstrated that it is capable of predicting user preferences
with high accuracy. The recommendations using information
from popularity, close Friends, and suitable visiting time
data gained higher precision compared with other techniques.
With popularity, Friend, and time awareness recommenda-
tions, our system can improve its recommendation accuracy.
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