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ABSTRACT Big-data is a challenging domain for high-throughput digital signal processing (DSP), espe-
cially in global-projects like the square kilometer array. The composite input data rate for correlator in this
system is more than 11 Tb/s, which immensely increases the memory requirement, complexity of correlation
implementation and the overall power dissipation. This paper is focused on computational minimization
as well as the improvement of energy efficiency in the complex architectural X-part of an FX correlator
employed in large array radio telescopes. A dedicated correlator-multiplier block termed, correlator-system-
multiplier-and-accumulator (CoSMAC) cell architecture is proposed, which produces two 16-b integer
complex multiplications within the same clock period. The novel hardware optimization is achieved by
utilizing the flipped mirror relationship (conjugate complex symmetry) between discrete Fourier transform
(DFT) samples owing to the symmetry and periodicity of the DFT coefficient vectors (twiddle factors).
In addition, using the proposed CoSMAC architecture a new processing element (PE) is designed to calculate
both the cross- and auto-correlation functions within the same clock period. This paper describes how the
arithmetic processing of three baseline calculations will be minimized in the X-part using the proposed novel
algorithm and hardware design (CoSMAC and PE). In addition to optimizing the core processing elements,
it is possible to eliminate nearly 50% of the usual memory requirement. The design has been synthesized
using global foundries 28-nm HPP CMOS standard cells.

INDEX TERMS SKA, VLBI, VLSI, FX correlator, complex multiplier, astronomical digital signal
processing, deep nano-metric CMOS.

I. INTRODUCTION
Radio interferometers are array of telescopes which moni-
tor the cosmic and astrophysical occurrences in space such
as the very-long-baseline interferometer (VLBI) [1]. Many
ongoing and future interferometers like Square Kilometer
Array (SKA) [1] have very high input data rate [2] of at least
11 Tbps which creates a ‘‘BIG DATA’’ [3] computational
problem for astronomers and design engineers. It signifi-
cantly raises the order of complexity in signal processing
electronics for storage, processing and transmitting the Tera-
data in an efficient manner. There is thus an enormous neces-
sity for providing faster and cheaper miniaturized low power
electronics to overcome this Big-data challenge in astronom-
ical digital signal processing (ADSP). The correlator plays
a major role in the image formation in ADSP architectures
of all interferometer types, and the FX correlator has been
widely used [4]–[8] in this regard. Unlike the lag correlator
[9], [10] (XF type), the FX correlator [7], [11] converts each

time domain signal to frequency domain in the F-section fol-
lowed by theX-sectionwhich performs themultiplication and
accumulation over each frequency sample for all the signals
and thus directly measures the cross-power spectrum. The
correlator-size increases at the rate of square of the number
of antennas (Na) in the interferometer, multiplied with the
total bandwidth (Tb), and hence, justifies the fact that the
correlator is the most power consuming unit for very large
array telescope structures.

A correlator performs cross-correlation among signal
pairs and auto-correlation of each signal with itself to form
baselines using complex multiplication and accumulation
(CMAC) units [4]–[8], [12]. The correlation product elements
of baselines are called ‘‘visibilities’’ [13]. A comparison of
the matrix correlator architecture [14] used in Atacama Large
Millimeter/submillimeter Array (ALMA) [15], Expanded
Very Large Array (EVLA) [16] and SKA [6], with the
pipeline correlator architecture [17] used in Allan Telescope
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Array (ATA), indicates that the power consumption can be
minimized mostly by using an architecture with minimum
memory operations. Hence, the matrix architecture requiring
less memory access than the pipeline architecture, can be
considered to be superior to the pipeline architecture in this
regard.

This work reports a novel computationally minimized
architectural approach to correlation multiplication for a
three baseline formation of the matrix architecture along-with
reduced memory usage. A dedicated CoSMAC cell architec-
ture is proposed which produces two 16-bit integer complex
multiplications (two visibilities) of a single cross-correlation
baseline, within the same clock. Also, a new processing ele-
ment (PE) design based on the CoSMAC is proposed which
uses two input registers and four accumulators to produce six
visibilities for three baselines. For an N -point (N = 2r , r an
integer) F-section transform, the base-line cross-correlations
for (N2 − 1) frequency samples can be utilized to produce the
base-line cross-correlations for the other (N2 − 1) conjugate
frequency samples at almost zero-cost. This paper describes a
novel algorithm to perform this computational minimization
of baseline calculations in the X-part of the FX correlator.
Hence, the core idea is to reduce around 50% of the hardware
requirement without degrading the speed and performance
of a real-time correlator. Only (N2 + 1) frequency samples
are required for computing the full visibility spectrum of
cross- and auto- correlation baselines. As a result, both high-
speed and computational efficiency will be achieved for the
X-section by using this algorithm and cell architecture for
calculating all the baselines. The proposed computational
minimization thus renders a suitable mechanism to handle
some ‘‘BIG DATA’’ problems.

Large radio interferometers often do not transmit or pro-
cess the (N2 −1) conjugate frequency samples in order to save
memory and hardware cost, but in this way almost half the
cross-correlation visibilities will not be available for image
formation, unless the conjugate part is software processed
(at some extra cost) at the back-end after the X-part hard-
ware. The described technique thus complements the overall
FX correlator by producing the complete visibility spectrum
in real-time using only (N2 + 1) transmitted channels from
the F-section. This constitutes a major contribution of this
paper.

The paper illustrates the novel architecture through the
implementation of three baseline calculations, which epit-
omize the core idea for minimized implementation of the
entire X-section, consisting of a large number of baseline
calculations. The data-flow within the CoSMAC and PE cells
is quite simple, and, since only half the channels are needed,
there is a consequent reduction of the data-flow management
overhead for the overall X-section. The matrix architecture
in [8] can employ the proposed new cells and benefit from
the drastically reduced computational requirements. It is
assumed here that the samples from the F-section are corner
turned [18], [19] and each signal in the input is pre-processed
using individual filter banks. In the correlator section, each

input signal is assumed to be a quantized discrete frequency-
channel sequenced complex sample (with real and imagi-
nary components). The input registers are designed to store
the complex sample as a 16-bit two’s complement number
(8-bit real+ 8-bit imaginary). The use of 8-bit word length for
real and imaginary components will yield high dynamic range
and low quantization noise. The accumulation time period
(the ‘‘dump rate’’) of correlated data is fixed [20] for all the
baselines. Both ASIC (VLSI) and FPGA design flows are
considered in this work in order to emphasize the efficiency
of the proposed architecture.

II. A GENERIC FX CORRELATOR AND CMAC
In this section, an FX correlator architecture based on [13]
and the conventional (existing) CMAC to perform cross- and
auto- correlations is discussed along-with a general introduc-
tion to the associated computational matrices. Let us consider
Na dual polarized antennas [21]–[23] producing 2Na input
signals for the correlator which is oversampled at the rate of
Ns and produces outputs defined as xi,n [m]. Fig. 1 illustrates
the generic architecture of such an FX correlator withNa dual
polarized antennas. Here i ranges from 0 to (2Na−1), n varies
from 0 to (N−1) (with N being the number of discrete time
samples), and m ranges from 0 to (T−1) (with mbeing the
time-slice index for the dump period T ). The F-section con-
verts these time sampled xi,n [m] signals into frequency sam-
pled (DFT) signals Xi,k [m] using FFT/Filter-banks, where k
is the index for the discrete frequency samples varying from
0 to (N−1). Thus in general, the overall maximum possible
frequency channels generated by the F-section, Nfc = N x
2Na. These channels would be corner turned and fed as input
signals to the X-section, forming 2Na2−Na cross-correlation
and 2Na auto-correlation baselines for a total of 2Na2 + Na
baselines [4].

FIGURE 1. Generic architecture of an FX correlator.

As mentioned in the introduction, the actual number of
frequency channels transmitted by the F-section depends
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on its specific implementation to save memory and logic.
Each pair of distinct input signals form a cross-correlation
baseline, while, each input signal correlated with itself forms
an auto-correlation baseline. Considering allN -channels [13]
each baseline has N complex multiplications which are the
visibilities, and are accumulated individually over a cer-
tain dump period [24] of T before being read out. Thus,
for Na antennas, the full visibility spectrum consists of
(2Na2 + Na)N visibilities.
The cross-correlation of two frequency samples (k th dis-

crete frequency samples) of input signals labelled i and j,
Xi,k [m] and Xj,k [m] is represented as Coq, where q is the
index number of cross-correlated baselines ranging from 1
to 2Na2 − Na, so that,

Coq =
T−1∑
m=0

Xi,k [m]× Xj,k [m]∗ (1)

Next, as a computational example, we consider two frequency
sampled input signals X0,k [m] and X1,k [m] from Xi,k [m]
(i = 0 to 2Na−1) signals, with k varying from 0 to (N-1),
where,

X0,K [m] =

{
X0,0[m],X0,1[m], . . . ,X0,N2 −1

[m],
X0,N2

[m],X0,N2 +1
[m], . . . ,X0,N−1[m]

}
(2)

And,

X1,K [m] =

{
X1,0[m],X1,1[m], . . . ,X1,N2 −1

[m],
X1,N2

[m],X1,N2 +1
[m], . . . ,X1,N−1[m]

}
(3)

Here, m = 0,1,. . . . . . (T−1) for the T temporal slices. The
channel-wise cross-correlation products between (2) and (3)
produces a baseline Co1 which can be considered alge-
braically as the extracted diagonal elements of the product
of an N×T matrix (N DFT samples of the first signal for
T time slices) with the conjugate transpose of another N×T
matrix (N DFT samples of the second signal for T time

slices), and can be given by the MATLAB diag function (4),
as shown at the bottom of this page. The N -tuple shown
in (5), as shown at the bottom of this page, is the result of the
diagonal element extraction operation in (4). The rows in (5)
are the ‘‘visibilities’’ for this cross-correlation baseline. They
are thus the result of channel-wise multiplication of ‘‘time-
stamped’’ DFT samples of two signals at a particular temporal
instance, m and their accumulation over the temporal dump
period, T. Based on (5), it requires N CMACs to calculate a
single cross-correlation baseline.

Thus for one baseline, in general, if N = 64, it requires
128 16-bit (8-bit real+8-bit imaginary) input registers to store
128 samples along-with 64 CMACs in a generic X-section
implementation producing all the 64 visibilities. Each CMAC
clusters four real multipliers, an adder and a subtractor to
produce a complex product as well as two accumulators
(a complex accumulator) to integrate the products over the
temporal dump period T as shown in the dual tree CMAC
computation flow in Fig. 2. Hence 256 real multipliers and
128 adders/subtractors are required to calculate full visibility
spectrum of one cross-correlation baseline in real-time. Other
schemes such as Gauss multiplication [25] which needs
3 multipliers and 4 to 5 adders per complex multiplication
can also be employed, but the generic complex multiplier
is utilized in this work for various comparisons. In addi-
tion, N implementations of conjugate operation (in this case
64 sign conversions) as shown in Fig. 2 are also required in
calculating one baseline regardless of the complex multipli-
cation algorithm employed.

III. PROPOSED NEW COMPUTATIONALLY MINIMIZED
X-PART AND EFFICIENT PROCESSING ELEMENT (PE)
In this section a novel algorithm is proposed for producing the
cross-correlations for (N2 − 1) conjugate frequency channels
from the cross-correlations of the other (N2 −1) channels of a
base-line, at almost zero-cost, without the need for the (N2 −1)

Co1 = Diag




X0,0[0] X0,0[1] · · · X0,0[T − 1]
X0,1[0] X0,1[1] · · · X0,1[T − 1]
...

...
...

...

X0,N−1[0] X0,N−1[1] · · · X0,N−1[T − 1]



×


X1,0[0]∗ X1,1[0]∗ · · · X1,N−1[0]∗

X1,0[1]∗ X1,1[1]∗ · · · X1,N−1[1]∗
...

...
...

...

X1,0[T − 1]∗ X1,1[T − 1]∗ · · · X1,N−1[T − 1]∗




(4)

Co1 =



X0,0[0]× X1,0[0]∗ + X0,0[1]× X1,0[1]∗

+ · · · + X0,0[T − 1]× X1,0[T − 1]∗

X0,1[0]× X1,1[0]∗ + X0,1[1]× X1,1[1]∗

+ · · · + X0,1[T − 1]× X1,1[T − 1]∗
...

X0,N−1[0]× X1,N−1[0]∗ + X0,N−1[1]× X1,N−1[1]∗

+ · · · + X0,N−1[T − 1]× X1,N−1[T − 1]∗


(5)
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FIGURE 2. CMAC cell with complex conjugation block at the input to
perform cross-correlation between two complex samples.

conjugate channels being transmitted by the F-part. Hence,
the full visibility spectrum can be produced in real-time for
image formationwithout the cost of storage and computations
for the conjugate channels. A minimized correlation compu-
tation example for three baselines formed by two signals, a
cross-correlation baseline and two auto-correlation baselines
is explained elaborately.

FIGURE 3. Symmetry and periodicity of DFT coefficient vectors (twiddle
factors) traversing the unit circle for N = 8.

A. COMPLEX CONJUGATE SYMMETRY
Fig. 3 shows the symmetry and periodicity of DFT coeffi-
cient vectors (twiddle factors, W k

N = e−
j2πk
N ) traversing the

unit circle [26], which results in the mirror-image complex
conjugate symmetry of DFT samples across the horizontal
(real) axis (XN−n = X∗n with n in the range 0 to N-1), as
shown in Fig. 4. This is shown as an example here for N = 8,
but holds for all N = 2r , with r being an integer. In Fig. 4
only 5 (= 8

2 + 1) samples are required to specify the DFT
sample spectrum. Hence in general, at most (N2 +1) complex
values are required to specify the DFT samples of a length N
real sequence [27]. The DFT samples may be generated
by FFT or Filter-banks in the F-section. Consequently, the
DFT samples X0,1 [m] to X0,N2 −1

[m] in (2) and X1,1 [m] to

FIGURE 4. Mirror-image symmetry of DFT samples across the horizontal
axis for N = 8. The displayed vector sample magnitudes are arbitrarily
chosen variables.

X1,N2 −1
[m] in (3) are always equal in reverse order (backward

order) to respectively the complex conjugate of DFT samples
X0,N−1 [m] to X0,N2 +1

[m], and, X1,N−1 [m] to X1,N2 +1
[m] and

vice versa. By applying this property in (4), the input matrix
transforms to one as shown in (6) below:

Co1 = Diag

×




X0,0[0] X0,0[1] · · · X0,0[T − 1]
X0,1[0] X0,1[1] · · · X0,1[T − 1]
...

...
...

...

X0,N−1[0] X0,N−1[1] · · · X0,N−1[T − 1]



×


X1,0[0] X1,N−1[0] · · · X1,1[0]
X1,0[1] X1,N−1[1] · · · X1,1[1]
...

...
...

...

X1,0[T − 1] X1,N−1[T − 1] · · · X1,1[T − 1]




(6)

Or,

Co1 =



X0,0[0]× X1,0[0]+ X0,0[1]× X1,0[1]
+ · · · + X0,0[T − 1]× X1,0[T − 1]

X0,1[0]× X1,N−1[0]+ X0,1[1]× X1,N−1[1]
+ · · · + X0,1[T − 1]× X1,N−1[T − 1]

...

X0,N−1[0]× X1,1[0]+ X0,N−1[1]× X1,1[1]
+ · · · + X0,N−1[T − 1]× X1,1[T − 1]


(7)

The application of mirror image symmetry therefore elim-
inates the requirement ofN conjugate operations per baseline
as shown in (7) as compared to (5), and hence, in total reduces
(2Na2+Na)N conjugate operations for (2Na2+Na) baselines.
An alternative computationally minimized correlation

algorithm will next be developed using (7) in the following
sub-section. This leads to equations for a new dedicated
multiplier-accumulator specifically for performing optimized
correlation in a correlator system implementation. Based on
these equations, a new VLSI architecture is proposed to pro-
duce six visibilities using a single processing element (PE).
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B. X-PART MINIMIZATION AND CORRELATOR-SYSTEM-
MULTIPLIER-AND-ACCUMULATOR (CoSMAC)
Now, we consider the frequency samples X0,1 [0] = Ry+ jIy
(say) and X1,1 [0] = Rz+ jIz (say), the correlation prod-
uct pair X0,1 [0] × X1,1 [0]∗ and X0,1 [0]∗ × X1,1 [0] along-
with their equivalent products X0,1 [0] × X1,N−1 [0] and
X0,N−1 [0] × X1,1 [0] respectively. We then have the cross-
correlations,

X0,1[0]× X1,1[0]∗ = X0,1[0]× X1,N−1[0]

= (RyRz+ IyIz)+ j(RzIy− RyIz) (8)

And,

X0,1[0]∗ × X1,1[0] = X0,N−1[0]× X1,1[0]

= (RyRz+ IyIz)− j(RzIy− RyIz) (9)

Next, from (8) and (9) which also constitute respectively
the 2nd and the last row elements in (7), it is evident that the
correlation magnitudes in both cases are the same and the
outputs are the conjugate of each other. Hence, considering
this inherent redundancy for a pair of cross-correlations, it
is sufficient to calculate just one cross-correlation while the
other can be obtained by applying the conjugation property.
Now, exploiting this property, the computation of (7) can be
portioned into dual redundant columnmatrix parts, a (N2 +1)-
tuple and a (N2 − 1)-tuple. The first (N2 + 1) rows of the
N-tuple in (7) can thus be extracted as the (N2 + 1)-tuple
(the 1st part) constituted by (11) with the algebraically cor-
responding input matrix product (of (N2 + 1) DFT samples
of two signals for T time slices) containing this part as the
diagonal trace being given by (10), as shown at the top of
the next page; which can be derived by backtracking from
(11), as shown at the top of the next page. The DFT samples
X0,0 [m] ,X1,0 [m] ,X0,N2

[m] and X1,N2
[m] and their cross-

correlation products forms a unique constant set which are
calculated independently. As per discussion above, the lower
(N2 − 1) rows of (7) (the 2nd part) is obtained from the conju-
gate of the columnmatrix formed by the 2nd to the 2nd last row
of the 1st part in (11), in flipped (mirror image) order, whose
equivalent forms are provided in (12) and (13), as shown at
the top of the next page, as the (N2 −1)-tuple. Thus exploiting
the complex conjugate symmetry of cross-correlation prod-
ucts, the required arithmetic operations is reduced to only
(N2 + 1) to determine all the N visibilities per baseline. The
(N2 −1) conjugate frequency samples (conjugate channels) are
not needed in accounting for their cross-correlation visibility
contribution which is thus obtained at almost zero cost. In
a similar fashion, the channel-wise auto-correlations (auto-
correlation baselines) Ao1 and Ao2 for these two signals can
also be obtained without conceding redundant arithmetic. For
example, the generation of Ao1 is shown from (14) to (17),
as shown at the top of the next page. Here (14) shows the
diagonal trace extraction from the auto-correlation matrix
product. Like before, redundancy is exploited in the gen-
eration of Ao1, since the auto-correlation of the frequency
samples X0,N2 +1

[m] to X0,N−1 [m] is exactly equal to the

auto-correlation of the frequency samples from X0,N2 −1
[m]

to X0,1 [m], as the samples are the complex conjugate of
each other. Next, (16) shows the 1st part of Ao1 with the
corresponding input matrix product containing this part as
the diagonal trace being given by (15); while (17) shows the
2nd part of Ao1 generated by directly utilizing the 2nd to the
2nd last rows of (16) in flipped (mirrored) order as all the
product accumulations are real. The generation of Ao2 will
follow the exactly similar procedure as for Ao1. Accordingly,
the above derivations based on (8) and (9) indicate that the
requirement of 2N input registers reduces to just (N+2) for
calculating one baseline. Also, the presented computational
minimization algorithm results in nearly 50% reduction of the
arithmetic and storage memory requirement in calculating a
single baseline, since the N arithmetic operations are reduced
to just (N2 + 1). Hence using only (N2 + 1)DFT samples from
the F-section the entire visibility spectrum can be produced.
In addition, the energy saving is enormous.

The 1st part of Co1 in (7) is defined in (10), as shown at the
top of the next page. Or, the 1st part of Co1 in (7) is defined
in (11), as shown at the top of the next page. And, the 2nd part
of Co1 is defined in (12), as shown at the top of the next page.
Also, equivalently, using the mirror image symmetry, the 2nd

part of Co1 is defined in (13) and (14), as shown at the top of
the next page. The 1st part of Ao1 is defined in (15) and (16),
as shown at the top of the next page. And, the 2nd part of Ao1
is defined in (17), as shown at the top of the next page.

Utilizing the aboveminimized arithmetic base-line compu-
tations, Fig. 5 shows the new dedicated correlation-system-
multiplier-and-accumulator (CoSMAC) which provides the
product components for two mirror-image symmetric (com-
plex conjugate) cross-correlations in a single clock cycle.
Unlike the generic CMAC, the CoSMAC does the conjuga-
tion in a single final step (single sign conversion) after the
product accumulation for the dump time T (T time slices),
thus saving power.

FIGURE 5. Proposed Correlator-System–Multiplier-and-Accumulator
(CoSMAC).
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= Diag




X0,0[0] X0,0[1] · · · X0,0[T−1]
X0,1[0] X0,1[1] · · · X0,1[T−1]
...

...
...

...

X0,N2 −1
[0] X0,N2 −1

[1] · · · X0,N2 −1
[T−1]

X0,N2
[0] X0,N2

[1] · · · X0,N2
[T−1]

×


X1,0[0] X1,N−1[0] · · · X1,N2 +1
[0] X1,N2

[0]
X1,0[1] X1,N−1[1] · · · X1,N2 +1

[1] X1,N2
[1]

...
...

...
...

...

X1,0[T−1] X1,N−1[T−1] · · · X1,N2 +1
[T−1] X1,N2

[T−1]




(10)

=


X0,0[0]× X1,0[0]+ X0,0[1]× X1,0[1]+ · · · + X0,0[T − 1]× X1,0[T − 1]

X0,1[0]× X1,N−1[0]+ X0,1[1]× X1,N−1[1]+ · · · + X0,1[T − 1]× X1,N−1[T − 1]
...

X0,N2 −1
[0]× X1,N2 +1

[0]+ X0,N2 −1
[1]× X1,N2 +1

[1]+ · · · + X0,N2 −1
[T − 1]× X1,N2 +1

[T − 1]
X0,N2

[0]× X1,N2
[0]+ X0,N2

[1]× X1,N2
[1]+ · · · + X0,N2

[T − 1]× X1,N2
[T − 1]

 (11)

=

X0,N2 −1
[0]× X1,N2 +1

[0]+ X0,N2 −1
[1]× X1,N2 +1

[1]+ · · · + X0,N2 −1
[T − 1]× X1,N2 +1

[T − 1]
...

X0,1[0]× X1,N−1[0]+ X0,1[1]× X1,N−1[1]+ · · · + X0,1[T − 1]× X1,N−1[T − 1]


∗

(12)

=

X0,N2 +1
[0]× X1,N2 −1

[0]+ X0,N2 +1
[1]× X1,N2 −1

[1]+ · · · + X0,N2 +1
[T − 1]× X1,N2 −1

[T − 1]
...

X0,N−1[0]× X1,1[0]+ X0,N−1[1]× X1,1[1]+ · · · + X0,N−1[T − 1]× X1,1[T − 1]

 (13)

Ao1

= Diag




X0,0[0] X0,0[1] · · · X0,0[T−1]
X0,1[0] X0,1[1] · · · X0,1[T−1]
...

...
...

...

X0,N−1[0] X0,N−1[1] · · · X0,N−1[T−1]

×


X0,0[0]∗ X0,1[0]∗ · · · X0,N−1[0]∗

X0,0[1]∗ X0,1[1]∗ · · · X0,N−1[1]∗
...

...
...

...

X0,0[T−1]∗ X0,1[T−1]∗ · · · X0,N−1[T−1]∗




(14)

= Diag




X0,0[0] X0,0[1] · · · X0,0[T−1]
X0,1[0] X0,1[1] · · · X0,1[T−1]
...

...
...

...

X0,N2 −1
[0] X0,N2 −1

[1] · · · X0,N2 −1
[T−1]

X0,N2
[0] X0,N2

[1] · · · X0,N2
[T−1]

×


X0,0[0] X0,N−1[0] · · · X0,N2 +1
[0] X0,N2

[0]

X0,0[1] X0,N−1[1] · · · X0,N2 +1
[1] X0,N2

[1]
...

...
...

...
...

X0,0[T−1] X0,N−1[T−1] · · · X0,N2 +1
[T−1] X0,N2

[T−1]




(15)

=


X0,0[0]× X0,0[0]+ X0,0[1]× X0,0[1]+ · · · + X0,0[T − 1]× X0,0[T − 1]

X0,1[0]× X0,N−1[0]+ X0,1[1]× X0,N−1[1]+ · · · + X0,1[T − 1]× X0,N−1[T − 1]
...

X0,N2 −1
[0]× X0,N2 +1

[0]+ X0,N2 −1
[1]× X0,N2 +1

[1]+ · · · + X0,N2 −1
[T − 1]× X0,N2 +1

[T − 1]

X0,N2
[0]× X0,N2

[0]+ X0,N2
[1]× X0,N2

[1]+ · · · + X0,N2
[T − 1]× X0,N2

[T − 1]

 (16)

=

X0,N2 −1
[0]× X0,N2 +1

[0]+ X0,N2 −1
[1]× X0,N2 +1

[1]+ · · · + X0,N2 −1
[T − 1]× X0,N2 +1

[T − 1]
...

X0,1[0]× X0,N−1[0]+ X0,1[1]× X0,N−1[1]+ · · · + X0,1[T − 1]× X0,N−1[T − 1]

 (17)

Now let us explore a bit further the equivalent forms
of the auto-correlations of the same signal samples,
X0,1 [0] andX1,1 [0].

X0,1[0]× X0,1[0]∗

= X0,1[0]× X0,N−1[0] = X0,N−1[0]× X0,N−1[0]∗

= X0,N−1[0]× X0,1[0] = (RyRy+ IyIy) (18)

And,

X1,1[0]× X1,1[0]∗

= X1,1[0]× X1,N−1[0] = X1,N−1[0]× X1,N−1[0]∗

= X1,N−1[0]× X1,1[0] = (RzRz+ IzIz) (19)

As evident from (18) and (19) the auto-correlation of a com-
plex sample (in any of the equivalent forms using complex
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conjugate symmetry) involves only two real multipliers and
the output has no imaginary part, which is also equal to
the auto-correlation of its conjugate sample. Thus, a single
CoSMAC can be used to calculate four auto-correlations
(dual co-incident auto-correlation pairs). To summarise, one
CoSMAC can calculate two cross-correlation visibilities or
four auto-correlation visibilities for a baseline in one clock
cycle. The design of a single hardware unit to calculate all
of these six visibilities for three baselines in one clock cycle
helps to reduce the area and power utilization and is discussed
in the following sub-section.

C. ARCHITECTURE AND OPERATION OF A
COMPUTATIONALLY MINIMIZED PROCESSING
ELEMENT (PE) FOR THE X-PART
Expanding on the CoSMAC arithmetic processor of Fig. 5,
a Processing Element (PE) architecture shown in Fig. 6 is
proposed. It computes two cross-correlation visibilities and
4 auto-correlation visibilities for 2 frequency channels (mutu-
ally conjugate twin-channels) of 3 baselines in one clock
cycle. This is facilitated by two additional accumulators in PE
to store the dual auto-correlation visibility pairs which incurs
some added silicon-area. Selection of either of the two oper-
ations is controlled by the select line, SEL. The 2x1 multi-
plexers act as input control units while the 1x2 demultiplexers
serve as output control units based on the control signal SEL.
SEL is an internally wired level triggering mux-control signal
derived from the 50% duty cycle global clock. It toggles
twice within every clock period for every new frequency
sample pair of two distinct signals. The subtractor block in the
CoSMAC cell of Fig. 5 is replaced with an adder/subtractor

FIGURE 6. Block diagram of the proposed processing element (PE) based
on a modified CoSMAC core.

block in order to perform both auto- and cross- correlations.
The two additional dedicated accumulators enable separate
storage of the final auto- and cross- correlation outputs sep-
arately after dump period T . The two 16-bit registers are
loaded at every clock interval with two new signal samples
at a certain frequency, Ry+jIy and Rz+jIz, which are each
8-bit+8-bit two’s complement complex numbers. When SEL
is ‘HIGH’, the multiplexers in the input section selects
operands for cross-correlation, and, the PE will produce
real and imaginary magnitude parts of a product element in
(11) and (12) (similar to (8) and (9)) along with the sign-
conversion of the imaginary part for the complex conjugate
cross-correlation product (for the conjugate channel) in (12).
At the same time, the demultiplexers select the dedicated
accumulators for cross-correlation and enables integration
of products over the dump time period T . Similarly, when
SEL is ‘LOW’, the multiplexers chooses the auto-correlation
operands and the demultiplexers select the dedicated accu-
mulators for auto-correlation in order to integrate the auto-
correlation outputs (18) and (19). After the integration
(accumulation) over the dump time period T , the data from
the accumulators are read out for the next process step. Based
on the above description, Table 1 summarizes the visibilities
computed by a single PE after the integration time period T .
The accumulators 1 and 3 yields the two cross correlation
visibilities for the first baseline, with the accumulator 1 yield-
ing the real coordinate value that is common to both the
visibilities and the accumulator 3 generating the imaginary
coordinate value for the first visibility. The output of the
accumulator 3 is then fed into the conjugation unit (two’s

TABLE 1. Visibilities computed by one processing element (PE).
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complement sign alteration unit) to produce the imaginary
coordinate for the second visibility (as per deductions in
sub-section B) after the integration time period T . Both of
these visibilities belong to the 1st baseline (cross-correlation
baseline). Similarly, accumulators 2 and 4 produces the first
and the third auto-correlation visibilities and are identical to
the second and the fourth auto-correlation visibilities respec-
tively because of co-incident conjugate auto-correlations.
These visibilities belong to the 2nd and the 3rd baselines
respectively. On the other hand, without the above compu-
tational minimization, four CMACs based on one CMAC for
each cross-correlation and one CMAC for each co-incident
auto-correlation pair, will be required to calculate all the six
visibilities for the same three baselines. In other words, the
existing technique (present state-of-the-art) involves sixteen
multipliers, eight adder/subtractor blocks and eight accumu-
lators. Whereas, the proposed novel computationally mini-
mized PE uses only four multipliers, two adder/subtractor
blocks and four accumulators for the operation. The extra
multiplexers and demultiplexers in the proposed new PE
design is only a small overhead compared to the larger num-
ber of multipliers and adder/subtractor blocks needed for
using the generic method. Over-all, in the proposed novel
architecture implementing the computationally minimized
algorithm, all the six visibilities are obtained employing just
one PE which results in high efficiency in terms of silicon-
area and energy utilization.

The data-flow within the CosMAC (Fig. 5) and
PE (Fig. 6) cells is quite simple and regular when compared
with the existing CMAC (Fig. 2) cells. Hence these proposed
new cells for minimized baseline calculations do not impose
any extra data-flow management overhead compared to the
existing state-of-the-art.

IV. DESIGN AND PERFORMANCE COMPARISON OF
THE PROPOSED CoSMAC AND PE CELLS
In this section, design of the new CoSMAC and PE process-
ing cells for implementing the computationally minimized
X-part are discussed and compared along-with the conven-
tional (existing) CMAC. ASIC (VLSI) implementation in
28 nm CMOS technology as well as FPGA based design
are considered to emphasize the efficiency of the proposed
correlator cells over the existing state-of-the-art CMAC [8],
[15], [16] with respect to power (energy) and area utilization.
However, the existing (present state-of-the-art) CMAC cell
designs are in lower process technologies [15], [16] whose
area and power efficiency is not accurately comparable with
the proposed CoSMAC and PE implementations in 28nm
CMOS technology. Never the less, in general, since the sup-
ply voltage is considerably scaled to 0.85V for the 28nm
CMOS process, the proposed designs will be inherently more
power efficient compared to previous CMAC cells housed in
lower technologies (larger channel lengths) with higher sup-
ply voltages. Also, the chip-size will be much smaller for the
proposed new cells in the advanced CMOS technology. For a
better comparison, the existing CMAC cell was re-designed

in the 28nm CMOS process technology and then compared
with the proposed PE and CoSMAC cells in the same 28nm
CMOS technology. This comparison provided below also
indicates the vast improvement over the present state-of-the-
art CMAC cells if the same technology were to be employed.

The CMAC based architecture proposed in [8] for baseline
calculations over 1024 frequency channels, uses a 128 MHz
global clock. This means that the CMAC cells in that imple-
mentation are also operated in the range of 128MHz. The
operating frequency of the proposed ASIC CoSMAC and
PE cells is 400MHz with a corresponding throughput rate
of 25.6Gbps per CosMAC cell and 51.2Gbps per PE cell.
Considering that only half the channels are needed in this
novel implementation the virtual throughput rates per cell
will double and in a parallel stream implementation the
proposed cells can comfortably handle the 11Tbps input
data-rate using an array of few hundred cells. The proposed
implementation would thus be more capable to process the
11Tbps overall system input data-rate compared to the vari-
ous existing state- of-the-art FX correlator based interferom-
etry schemes.

Verilog hardware description language (HDL) is utilized
to create the register transfer level (RTL) design for both the
proposed and conventional (existing) cells. For the FPGA
design flow, Xilinx compilation tool is employed to opti-
mize the design for speed and area based on the Virtex-6
FPGA [28]. In the ASIC implementation, 28nm HPP (high
performance process) GF CMOS standard cell library is used
to synthesize the design along-with timing constraints based
on the clock frequency fck = 400MHz and dump time T = 64
(64 time slices). The physical layer standard cells in this
deep nanometric CMOS library are available with various
process-voltage-temperature (PVT) corners [29]. In order to
evaluate the worst-case situation, CMOS standard cells with
slow corner specification along-with 0.765 V drain-to-source
voltage and −40◦C operating temperature were instanced.
The synthesis was carried out using the Cadence Encounter
RTL compiler.

Fig. 7 depicts the Verilog simulation results for a single
CoSMAC and a single PE cell considering spectral samples
of two input signals, based on the above timing constraints.
The input data are 8-bit integers and the output data are
32-bit integers. The processing cells calculates the correlation
for the dump period of T = 64 (64 time slices) and after
that the data is read out from the accumulator registers. The
registers are then cleared to start the next iteration.

A. ASIC DESIGN RESULTS AND DISCUSSIONS
Table 2 summarizes the power and area utilization for a con-
ventional (existing) CMAC cell [8], [15], [16] re-synthesized
in 28nm HPP CMOS, and the proposed new CoSMAC and
PE cells obtained through the same 28nm HPP CMOS ASIC
synthesis. Although the power dissipation and area of the
conventional (existing) CMAC cell appear to be just slightly
lower, it is used to calculate only one cross-correlation visi-
bility per baseline [8]. On the other hand, the CoSMAC cell
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FIGURE 7. Verilog simulation outputs for new CoSMAC and PE cells for the timing constraints of fck = 400MHz, dump-time T = 64. For CoSMAC
real_co is the common real part of the two cross-correlations, img1_co and img2_co are the two imaginary parts of the two cross-correlations. For the
PE pe_re_co is the common real part of the two cross-correlations, pe_im1_co and pe_im2_co are the two imaginary parts of the two
cross-correlations, and finally, pe_A1_co and pe_A2_co are the two products for the two co-incident autocorrelation pairs. PE employs the internally
wired level-triggering mux-control signal SEL.

TABLE 2. Power and area of 28nm HPP CMOS ASIC synthesized single
processing cell designs.

which is designed to exploit the computationally minimized
X-part algorithm, calculates two cross-correlation visibilities
per baseline, utilising just slightly higher area and dissipating
almost the same power. The slightly higher area is due to
the 32-bit conjugation operation in the CoSMAC at the end
(at the output), compared to the 8-bit conjugation in the
beginning (at the input) for the CMAC cell. Calculation of
two cross-correlation visibilities using existing state-of-the-
art CMACs in the conventional architecture [8], [13] would
require two of these cells and hence incur an overall power
dissipation of twice its initial value which is much higher
than that using one CoSMAC cell. On the other hand, as
discussed before, a PE cell (a progression from CoSMAC
cell) can calculate six visibilities (two cross-correlations and
four auto-correlations) within the same clock interval, so that,
the overall area and power consumption as shown in Table 2
is lower per visibility compared to the stand-alone CoSMAC
and far lower compared to the conventional (existing) CMAC.

Meanwhile, calculation of six visibilities using conven-
tional (existing) CMAC cells can be implemented in two
ways; either by the allocation of individual CMAC cell for
each visibility or by using the concept of CMAC reuse [9].
The former method results in a large increase in both the
area and energy consumption, whereas, the latter approach
utilises less area but at the expense of three times the dissipa-
tion of a single conventional (existing) CMAC cell. Overall,
the PE cell with the lowest area and energy per visibility
demonstrates to be an efficient alternative to the conven-
tional (existing) CMAC. Considering the calculations for one
cross-correlation baseline for varying DFT sample length
N (=2r, r = 3,4,5,6,7), it requires N CMACs using a tradi-
tional (existing) CMAC array, and, (N2 + 1) CoSMACs using
CoSMAC array.

It is evident that as N increases, the power consumed
also increases linearly. The power consumed by a CoSMAC
array is almost half of that consumed by a CMAC array as
shown in Fig. 8(a) using the same 28nm HPP CMOS process
technology. Next the calculation of one cross-correlation
and two auto-correlation baselines is considered. For this
comparison the CMAC and the CoSMAC arrays are assumed
to be implementing a reuse scheme [9] for calculating the
auto-correlations in a second clock cycle. On the other hand,
(N2 + 1) PEs with four accumulators will be computing
the auto-correlation baselines in the same clock interval as
the cross-correlation baseline by employing the SEL mux-
control.

The CMAC and CoSMAC arrays will incur additional
power dissipation due to reuse and the resulting comparison
is shown in Fig. 8(b). The plot indicates that the use of PE
array to calculate auto-correlation baselines along with the
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FIGURE 8. Power consumption comparison for varying DFT sample
length N , (a) by re-designed existing CMAC array and new CoSMAC array
for computing one cross-correlation baseline, (b) by re-designed existing
CMAC, new CoSMAC and new PE arrays for computing one
cross-correlation and two auto-correlation baselines.

cross-correlation baseline of a pair of signals results in lower
power consumption than a CMAC or a CoSMAC array.
Additionally, the performance of the PE array and the
CoSMAC array is a ‘‘constellation’’ apart from the CMAC
array in energy efficiency. In addition to power estimates, the
indicators of area utilization in each case can also be deter-
mined. As the CoSMAC based implementation uses fewer
cells than the traditional (existing) CMAC based architecture
in calculating cross-correlation baselines, the widening area
efficiency gap is shown in Fig. 9(a). In case of one cross-
and two auto- correlation baselines, the reuse CoSMAC
array appear to have the highest area efficiency as shown
in Fig. 9(b). The PE array due to larger cell size is found to
be slightly better than the CMAC array but with increasing
area efficiency for higher values of N . However, since the

FIGURE 9. Area utilization for varying DFT sample length N , (a) for
re-designed existing CMAC and new CoSMAC arrays for calculating one
cross-correlation baseline (b) for re-designed existing CMAC, new
CoSMAC and new PE arrays for calculating one cross-correlation and two
auto-correlation baselines.

PE computes auto- and cross- correlation visibilities in the
same clock cycle, it is overall the most efficient considering
power consumption. The proposed CoSMAC and PE cells
can be combined to provide more overall area and power
efficient solutions compared to the current (existing state-of-
the-art) CMAC based architectures in constructing correla-
tors for large array radio interferometers. In Figs. 8 and 9
the comparisons with PE are shown separately in Fig. 8(b)
and Fig. 9(b) since PEs are only employed where both cross-
and auto- correlation baselines are required to be calculated.
When just cross-correlation baselines needs to be calculated
only CoSMACs are employed and PEs are not used. For
example, if there are four signals X1, X2, X3 and X4, two
PEs can perform the cross- and auto- correlation baseline
computations for the pairs [X1, X2] and [X3, X4], while a

TABLE 3. Power and area usage of re-designed existing CMAC, new CoSMAC and new PE arrays for different values of N .
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FIGURE 10. Merged physical layout and amoeba view of, (a) re-designed
existing CMAC cell (1476 µm2), (b) new CoSMAC cell (1537 µm2), and,
(c) new PE cell (3153 µm2). Logic components m1, m2, m3 and m4 are
8×8 multipliers; t1, t2, t3 and t4 are 8-bit input registers to store Ry, Rz, Iy
and Iz; acc1, acc2, acc3 and acc4 are 32-bit accumulators; c1 is a complex
conjugate block; s1 in (c) is a 16-bit adder/subtractor whereas s1 in
(a) and (b) is a 16-bit subtractor; aa1 is a 16-bit adder; d1 and d2 are the
output register select blocks; and mu1, mu2, mu3 and mu4 are the input
select blocks. The SEL signal for PE is derived from the clock, it is
internally wired and hence not shown at the cell edge in (c).

single CoSMAC will be needed to just perform the cross-
correlation baseline for the pair [X2, X3].

The overall power and area usage of re-designed CMAC,
and new CoSMAC and PE arrays obtained from the 28nm
CMOS standard-cell ASIC synthesis for different values of
N are summarized in the Table 3. It can be noticed that
for calculating three baselines (one cross-correlation and two
auto-correlation baselines) the area required by the CMAC
and CoSMAC cells increases slightly. This is due to the need
to switch (multiplex) connections to the four multipliers for
calculating auto-correlation baselines during reuse.

The mask layouts of the re-designed conventional
(existing) CMAC cell and the proposed new CoSMAC and
PE cells, using the 28 nm GF CMOS HPP process with
0.85 V supply voltage, are shown in Fig. 10 (a), (b) and (c)
respectively. The synthesis of all the three cells was
performed using the SC12MC ARM standard cells available
for this GF process. The routing was implemented using a
five metal BEOL (back-end-of-line) stack.

B. FPGA DESIGN
The same gate-level designs of CMAC, CoSMAC and PE
cells were also synthesized using Xilinx compiler to check
their utilization of power and area and their performance
on the FPGA platform. The FPGA hardware and energy
requirements are summarised in the Table 4. It is evident
that the logic and power consumed per visibility is much
lower for the new CoSMAC and PE cells compared to the
existing CMAC cell, and additionally, the PE cell provides
the best efficiency among the three considering critical power
utilization constraint in large array correlators, similar to the
case of theASIC implementations discussed in sub-sectionA.

TABLE 4. Logic and power requirement summary for single cell on FPGA
platform.

V. CONCLUSION
The X-part of an FX correlator implementation for very
long baseline radio interferometry e.g., the SKA, requires
enormous computational and storage hardware, and, sus-
tained power consumption. This is necessary for generating
the enormous number of channel-wise and base-line-wise
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visibilities through cross- and auto- correlation among the
signals at over 10 Tbps composite throughput rate. The pro-
posed computationally minimized algorithm for the baseline
calculations in the X-part and the corresponding optimized
hardware architecture which exploits the redundancies in cor-
relation products will reduce the computational requirement
by nearly 50% without degrading the speed and performance
of the correlator. It can generate the complete visibility spec-
trum (including those for the conjugate channels) for image
formation using only (N2 + 1) (just about 50%) frequency
channel samples from the F-section. Also, using the new
CoSMAC and PE cells in the ASIC (VLSI) implementation,
the energy efficiency will be enhancedmany-folds in addition
to enabling the processing of Tera-scale input data-rate by
the X-section. This work thus provides a computational
technique for some emerging Big-data problems.
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