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ABSTRACT Because the solid-state drive (SSD) shows high access performance, it is usually integrated
into existing hard disk drive (HDD)-based storage hierarchy to form HDD/SSD hybrid storage systems. To
further improve the performance of HDD/SSD hybrid storage systems, data migration schemes have been
put forward to migrate the sequential data between HDD and SSD. However, the existing schemes cannot
be aware of dirty data in the buffer and then incur a large number of unnecessary page migrations. In this
paper, we devise an efficient data migration scheme considering dying data for HDD/SSD hybrid storage
systems. In this scheme, a new liveness state, called the dying state, is utilized to identify the live data, which
will become dead shortly due to its corresponding dirty version in the buffer. To decrease the page migration
count, this scheme uses the benefit-to-cost ratio to select a block for data migration and copies the up-to-date
version of dying data into the free space instead of migrating the dying data. Our experimental results show
that our proposed scheme can perform better than existing data migration schemes that are not aware of
dying data under various benchmarks.

INDEX TERMS Data migration, dying data, hard disk, hybrid storage systems, solid-state drive.

I. INTRODUCTION
Because hard disk drive (HDD) shows non-volatility, high
storage capacity, and low cost, it has been the dominant data
storage device in computer systems for decades. However,
because of the mechanical components of HDD, the I/O
access performance of the HDD-based storage systems could
not be improved further and the performance gap between the
storage system and CPU is becoming much greater [1]–[3].

NAND flash memory is also a kind of non-volatile stor-
age media, which can retain data even when it is powered
off. It has several attractive advantages, such as low power
consumption, strong shock resistance, small size, and fast
access speed, so it has been widely utilized as the sec-
ondary storage devices for consumer electronics. For exam-
ple, mobile phones and tablet computers are usually equipped
with NAND flash memory as their data storage devices. With
the quick development of the semi-conductor technology, the
storage capacity of a single NAND flash memory chip has

been increasing dramatically, while its cost-per-bit has been
decreasing. Hence, NAND flash memory based solid-state
drives (SSD) have emerged [4]–[6].

Since SSD inherits the outstanding advantages, it is usually
used to integrate into existing HDD-based storage hierar-
chy to improve the access performance of storage systems.
Although SSD and HDD share the same logical and physical
interfaces. However, SSD has very different physical charac-
teristics from HDD. SSD is based on NAND flash memory,
which has many unique characteristics. SSD has three basic
I/O operations that are read, write, and erase, respectively.
Read operation reads data from a target page, which write
operation writes data to a target page. Therefore, their basic
access unit is a page. Erase operation erases a block whose
valid data have been moved to the free space of NAND flash
memory. Hence, its basic access unit is a block [7]. SSD also
shows asymmetric costs for basic I/O operations. Its read
operation cost is lower than the write operation cost, while
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the write operation cost is lower than the erase operation cost.
Thirdly, SSD owns an erase-before-write hardware constraint
that requires a block to be erased before it is written [8].
Finally, SSD has high read performance, while HDD shows
fast write speed [9].

To fully combine their respective advantages and also hide
their different physical characteristics, several hybrid storage
systems have been put forward to maximize the performance.
These hybrid storage systems present both SSD and HDD as
a single block device to upper-level system components such
as file systems [10]–[13]. To further improve the performance
of HDD/SSD hybrid storage systems, they often migrate hot
data from HDD to SSD and cold data from SSD to HDD.
However, existing data migration schemes simply classify all
the data in the HDD/SSD hybrid storage systems into two
states: live and dead. They focus on the correct identification
of hot and cold data in the live data and are not aware of
a kind of special live data, which have dirty versions in the
buffer. This kind of live data will become dead shortly since
the buffer will flush them into the HDD/SSD hybrid storage
systems periodically so as to achieve the data consistency.
Hence, migrating this kind of live data will incur unnecessary
page migrations and then influence the I/O performance of
HDD/SSD hybrid storage systems.

To address the above mentioned problem, an efficient
data migration scheme is put forward for HDD/SSD hybrid
storage systems. In this scheme, a new liveness state named
the dying state is introduced to reclassify the live data. It is
observed that the data generated by applications are tem-
porarily placed in the buffer so as to improve the access
performance. If the buffered data has an old version in the
hybrid storage system, then it is usually called the dirty
data that will be flushed into the hybrid storage system for
achieving data consistency. In this case, the live data in the
hybrid storage system having a dirty version in the buffer will
become dead when the dirty version is flushed. In the data
migration scheme, this kind of live data that will be dead soon
due to its corresponding dirty version in the buffer is called
dying data.

This scheme prefers to choose a block containing no dying
data or the least dying data for migrating so as to decrease
the unnecessary page migrations. Distinguishing these dying
data from the real live data provides a new idea for improving
the performance of HDD/SSD hybrid storage systems. To the
best of our knowledge, this work is the first study to improve
the performance of HDD/SSD hybrid storage systems by
utilizing the dying data.

It is simple, but really effective for HDD/SSD hybrid stor-
age systems. A series of experiments have been conducted
with the TPC-C and OLTP workloads and the experiment
results shows that the proposed data migration scheme is
superior to existing HDD/SSD hybrid storage systems in
terms of the response time and the number of pagemigrations.

The rest of this paper is organized as follows. The existing
work is briefly reviewed in Section II. Section III describes
the proposed data migration scheme. The experimental

evaluation is given in Section IV. Section V concludes this
paper.

II. RELATED WORK
To shorten the performance gap between the storage system
and CPU, SSD is integrated into existing storage hierarchy
due to its high read performance. HDD/SSD hybrid storage
systems can be categorized into two types: SSD-based buffer
for HDD and HDD and SSD as the same level of the mem-
ory hierarchy. Existing works concerning HDD/SSD hybrid
storage systems will be briefly reviewed in this section.

A. SSD-BASED BUFFER FOR HDD
Zhang et al. put forward iTransformer, which utilizes a small
SSD to schedule requests for the data on disk. To achieve
high disk efficiency, it buffers dirty data before writing them
back into the disk and prefetches some data in a batch
into the SSD [14]. Kim et al. proposed to use flash mem-
ory as a non-volatile cache for hybrid storage systems and
designed an intelligent pinning policy to improve its I/O per-
formance [15]. Yoon et al. used the Fully Associated Sector
Translation (FAST) method to manage the hybrid storage
system. In this storage system, flash memory is utilized as
a buffer space [16]. Bisson et al. utilized flash memory as
a buffer of hybrid storage systems to increase the I/O per-
formance and decrease the disk power consumption [17].
Hsu et al. proposed to employ NAND flash memory as a
second level cache for hybrid storage system in order to store
the frequently used programs [18]. Ryu et al. proposed a data
prefetching scheme, which prefetches a piece of data into
flash memory to reduce the disk energy consumption, for
HDD/SSD hybrid disk drives [19]. Shim et al. put forward
to employ flash memory to cache the write requests [20].
Lv et al. put forward a hotness-aware buffer manage-
ment called HAT for flash-based hybrid storage systems.
It adopts SSD as a data buffer between main memory and
HDD [21], [22]. Han et al. utilized SSD as a buffer for SSD
and put forward a new SSD caching scheme to migrate data
blocks from HDD to SSD [23].

B. HDD AND SSD AT THE SAME LEVEL OF THE
MEMORY HIERARCHY
Xie et al. combined the hard disks and flash disks and then
proposed a hybrid disk array for data-intensive applications.
In this work, a self-adaptive file reallocation strategy is
designed to adapt to dynamically changed file access patterns
[24]–[26]. Suk et al. proposed a hybrid file system, named
HybridFS, for hybrid storage systems, which stores the data
blocks of a large regular file in HDD and places the metadata
in SSD [27]. Jo et al. presented a hybrid copy-on-write stor-
age system for virtual environments, which stores read-only
template disk images in SSD and remaps write operations
into HDD [28]. Fisher et al. put forward a new hybrid storage
system, which combines the fast random read speed of SSD
with the high sequential access speed and the large data stor-
age capacity of HDD [29]. Bai et al. put forward an unified
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flash memory and hard disk translation layer, named FDTL,
to manage both HDD and SSD [30]. No et al. proposed a
new form of file system, called N-hybrid, which can support
both HDD and SSD [31]. Yang et al. put forward a time-
sensitive hybrid storage model. It is designed to map hot and
read-intensive pages into SSD and cold or write-intensive
pages into HDD [32]. Xiao et al. put forward a hybrid storage
system, called PASS, to tradeoff between the I/O perfor-
mance and data discrepancy between the SSD and HDD [33].
Hui et al. tried to put forward an energy-efficient hybrid
storage system, called E-HASH, which consists of a SSD and
multiple HDDs. E-HASH adopts the SSD to store the most
frequently read data and HDDs to reserve a log of update
distance between currently accessed I/O blocks and their
corresponding original I/O blocks and handle all the write
requests [34]. Chen et al. put forward a high performance
hybrid storage system, called Hystor, which identifies critical
blocks that can incur long latencies or are the file system
metadata and stores them into SSD [35]. Kim et al. studied
a hybrid data storage system called HybridStore, which can
help administrators improve the capacity planning and its per-
formance [36]. Lv et al. put forward a novel probabilistic data
replacement scheme, called HyPro, for flash-based hybrid
storage system, which moves the data between HDD and
SSD probabilistically based on the dynamically changed data
access pattern [37]. Koltsidas et al. designed to use the SSD
and HDD at the same level of memory hierarchy and map
a data page to only one of these two disks according to the
workload [38]. The storage architecture places read-intensive
pages into the flash disk andmapswrite-intensive pages to the
hard disk.Wu et al. exploited the access pattern for improving
the performance of flash and disk hybrid storage system [39].

The data migration, an important part in HDD/SSD hybrid
storage systems, has a great effect on the storage perfor-
mance. Hence, existing hybrid storage systems focus on how
to decide the data is hot or cold. Then they move cold data
to HDD and map hot data into SSD [32]. However, none of
them eliminate unnecessary page migrations by considering
the data that have corresponding new version in the buffer.

III. PROPOSED DATA MIGRATION SCHEME
In this section, our proposed data migration scheme will be
presented for hybrid storage systems. First, a concept of a new
liveness state, called dying state, will be presented to redefine
the live data in the hybrid storage systems. Then, the detailed
description of our data migration scheme will be given.

A. DYING DATA
In the existing hybrid storage systems, the data are simply
classified into two types: live and dead, as presented in Fig. 1.
When some data is written to the hybrid storage device for the
first time, the state of the data is set to be live. Later if the data
is updated and corresponding new data is written to the hybrid
storage device, then the original data will become dead.When
the live data is deleted from the hybrid storage device, its state
also becomes dead.

FIGURE 1. Transitions between live and dead states.

To improve the I/O performance for hybrid storage system,
it is observed that a buffer is widely utilized to cache a
portion of data that may be accessed by user applications
recently. When the host reads a file, the buffer stores the data,
which are read and/or prefetched from hybrid storage device.
When the host writes a file, the new data are temporarily
placed in the buffer instead of being written directly into the
hybrid storage device. The buffered new data will be flushed
to hybrid storage device by the virtual memory manager
of Linux operating system for keeping the data consistency
[40]–[42]. Our proposed efficient data migration scheme is
to distinguish the live data that have the up-to-date version in
the buffer from the live data, which do not have corresponding
copy in the buffer, and then exploit this buffer information to
improve the I/O access performance of hybrid storage system.

In this paper, a new liveness state, called the dying state,
is introduced for the data that are stored in hybrid storage
device. Therefore, the liveness states of the data depicted in
Fig. 1 are further categorized into three types of state, which
are the live, dead, and dying, respectively. The dying data
are special kind of live data in hybrid storage device, which
will become dead shortly when its corresponding up-to-date
version in the buffer is flushed into the hybrid storage device.
As depicted in Fig. 2, if the copy of the live data in the buffer is
modified, its state is changed to dying. If the modified copy is
later flushed into the hybrid storage device or the host deletes
the dying data, then it becomes dead. If the modified copy of
dying data in the buffer is lost because of the sudden power
failure of the host, its state becomes live. If the live data is
deleted by the host directly, its state is changed to dead.

As depicted in Fig. 2, it can be seen that the dying state is a
transient state between the live and dead states. The difference
between the dying data and live data is that the dying data will
become dead in the near future since its up-to-date copy in

FIGURE 2. Transitions between live, dead, and dying states.
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the buffer will be flushed into the hybrid storage device. How
soon the up-to-date copy in the buffer will be flushed depends
on the buffer management strategy. In the Linux operating
system, the time interval is set to 30 seconds by default.

B. DATA MIGRATION SCHEME
In this paper, the hybrid storage system is prototyped as
a kernel module in the Linux operating system with the
minimal changes. It presents both the HDD and SSD as a
single virtual block device and hides the different physical
characteristics of them from other system components such
as the file system. It divides the entire storage space of HDD
into a fixed number of blocks whose size is the same as that
of the block in SSD.

The dying data will be dead shortly after its corresponding
up-to-date version in the buffer is written back into the hybrid
storage device, so migrating the dying data will lead to a
large number of unnecessary page migrations. Hence, the
designing idea of our proposed data migration scheme is to
minimize the number of page migrations by considering the
dying data.

In our proposed data migration scheme, the data migration
procedure is composed of three steps, which are (1) selecting
a victim block to migrate data, (2) migrating data between
HDD and SSD, and (3) updating the device mapping table.
We try to improve the first two steps by considering the dying
data.

1) SELECTING A VICTIM BLOCK
Some of existing hybrid storage systems choose one file
for data migration according to the access pattern [24]–[26].
If the selected file is too large, then it will result in a large
number of page migrations. The rest ones usually select one
page for data migration based on its history access informa-
tion [32], [38], so the hybrid storage system has to utilize
a large amount of main memory to store the history access
information of all the pages.Moreover, none of them consider
the dying data in the buffer.

In this paper, our proposed data migration scheme sets the
granularity of page migration to a block and then computes
the benefit-to-cost ratio of migrating a block as follows:

benefit
cost

=
h̄ ∗

(
D−min

(
d, D2

))
2 (N − D)

(1)

where the term D represents the number of dead pages in
the block, the term d represents the number of dying pages
in the block, the term h represents the normalized hot degree
of the block, the term N represents the total number of pages
in the block. The term N −D denotes the number of live data,
which will be migrated, and the number of dying data whose
version in the buffer will be flushed. Since the live data should
be read first and then be written into other storage device such
as HDD or SSD, 2 (N − D) is defined as the cost of data
migration. The term h ∗

(
D−min

(
d, D2

))
is defined as the

benefit.

The hot degree of each block is calculated by utilizing the
exponentially weighted moving average method as follows:

h (i) = β ∗ (ti − ti−1)+ β ∗ h (i− 1)

= β ∗ (ti − ti−1)+ β ∗ (1− β) ∗ (ti−1 − ti−2)

+β ∗ (1− β)2 ∗ (ti−2 − ti−3)

+ · · · + β ∗ (1− β)i−2 ∗ (t2 − t1)+ (1− β)i−1

∗ h (1) (2)

with:

h (1) = t2 − t1 (3)

where {t1, t2, t3, · · · , ti} are the past update times of this
block, β is a coefficient and its value is set to [0,1].

When the data will be migrated from the HDD into SSD,
the normalized hot degree of the block is calculated as follows

h =
1
h

(4)

When the data will be migrated from the SSD into HDD,
the normalized hot degree of the block is obtained as h = h.

Hence, the block with the highest benefit-to-cost ratio will
be selected as a victim block for data migration.

2) MIGRATING DATA BETWEEN HDD AND SSD
Our proposed data migration scheme migrates the data in the
victim block as shown in Fig. 3.

FIGURE 3. The process for migrating data.

It first checks the status of each page in the victim block.
If the page is dead, it will not be migrated between HDD and
SSD. If it is dying, its up-to-date version in the buffer will be
flushed into the storage device to keep the data consistency.
Otherwise, it will be migrated between HDD and SSD.

To help the reader understand the migration process eas-
ily, an example is shownd to compare our proposed data
migration scheme with existing hybrid storage systems as
illustrated in Fig. 4 and Fig. 5.

As shown in Fig. 4, it can be seen that the existing hybrid
storage systems do not distinguish dying pages from live ones
and generate six page migrations. However, dying pages have
corresponding up-to-date data in the buffer. Hence, if they are
migrated, they will become dead since their up-to-date data in
the buffer will be flushed to the hybrid storage device shortly.
In this case, migrating dying pages will result in unnecessary
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FIGURE 4. The process of page migration for existing HDD/SSD hybrid
storage systems.

FIGURE 5. The process of page migration in our proposed data migration
scheme.

page migrations. Be aware of this information, dying pages
in the hybrid storage device are distinguished from live pages
by our proposed data migration scheme, which does not
migrate the dying pages during the page migration process.
As depicted in Fig. 5, it results in only three page migrations
and other three unnecessary page migrations are eliminated.

IV. PERFORMANCE EVALUATION
In this section, we first show the experiment setup and then
the experimental results for various HDD/SSD hybrid storage
systems are presented.

A. EXPERIMENT SETUP
We implemented a prototype system and then conducted a
series of experiments to evaluate our proposed data migration
scheme. This prototype system consists of a storage manager,
which uses the B+-tree to manage the data stored in the
hybrid storage device, and a buffer manager, which utilizes
the Least Recently Used (LRU) algorithm for managing the

data cached in the buffer. This prototype system is developed
in C++ and running on a machine, which is equipped with a
2.66GHz Intel processor and 4 GB of main memory. We use
Ubuntu 16.04 LTS with the Linux kernel 4.40 and Ext3 file
system with the default configurations. In order to minimize
the interference, Ubuntu operating system and its home direc-
tory are stored in a dependent hard disk. Another two disks,
which are a flash disk and a hard disk, are used to place the
user data. The flash disk is a 32 GB Intel X25-E SSD, while
the hard disk is a Seagate Cheetah 15K.5 HDD. TABLE I lists
the specifications of these two disks in detailed. The HDD is
connected to the host by using the SAS interface and the SSD
uses the SATA interface.

TABLE 1. Specifications of HDD and SSD in our experiments.

Our proposed data migration scheme is evaluated by using
two workloads, which are the TPC-C and OLTP, respectively.
The detailed specifications of these two workloads are listed
in TABLE II. The hybrid storage systems in our experiments
are Koltsidas’s work [38], Yang’s work [32], our proposed
data migration scheme. The coefficient β is set to 0.5.

TABLE 2. Specifications of TPC-C and OLTP.

B. EXPERIMENTAL RESULTS
Fig. 6 and Fig. 7 depict the response times of three hybrid
storage systems under TPC-C and OLTP benchmark. It
can be seen that our work consumes less response time
than other two hybrid storage systems. That is because
our work employs the exponentially weighted moving aver-
age (EWMA) method for calculating the hot degree of each

FIGURE 6. The response times of three hybrid storage systems for TPC-C.
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FIGURE 7. The response times of three hybrid storage systems for OLTP.

block and then it can predict the block accurately, which will
be accessed in the near future.

Compared with Yang’s work, our work reduces the
response time by at least 16.7% under the TPC-C benchmark
and 8.7% under the OLTP benchmark.

FIGURE 8. The number of page migrations of various hybrid storage
systems for TPC-C.

FIGURE 9. The number of page migarations of various hybrid storage
systems for OLTP.

Fig. 8 and Fig. 9 illustrate the number of pagemigrations of
various hybrid storage systems under the TPC-C and OLTP
benchmark. It can be seen that our work can result in the least
number of pagemigrations. That is because our work is aware
of distinguishing the dying data from the live data and do not
migrate the dying data. Hence, a large number of unnecessary
page migration are eliminated in our work.

Compared with Yang’s work, our work reduces the number
of page migrations by up to 8.6% under the TPC-C bench-
mark and 4.4% under the OLTP benchmark.

V. CONCLUSIONS
To reduce unnecessary page migrations for hybrid storage
systems, we put forward an efficient data migration scheme
in this paper. It categorizes all data in the hybrid storage
systems into three types: live data, dead data, and dying data.
The live data, which has corresponding up-to-date version
in the buffer, is defined as the dying data. The dying data
will become dead shortly when its up-to-date version in the
buffer is flushed into the hybrid storage device. It exploits
the information of dying data to compute the benefit-to-cost
ratio of all the blocks in the hybrid storage system and choose
the block with the largest benefit-to-cost ratio as a victim
for migrating data. During the data migration process, our
proposed data migration scheme does not copy the dying
data from one device to another device. To achieve high
data consistency, the up-to-date version of the dying data is
flushed into the storage device. Experiments are conducted
with the TPC-C and OLTP benchmarks and results show that
our proposed data migration scheme can reduce the response
time and the number of page migrations efficiently.
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