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ABSTRACT Software development is a set of activities which time, budget, and effort of the human
resource. Over the years, the software development process has matured to enable the adaptation and
integration of commercially available components. The availability of commercially-off-the-shelf and
modifiable-off-the-shelf components has transferred the complexity from development and design phases
to the integration phase and we can observe large- application development by integrating the available
components. Often, due to the limitation of technological and other resources, developing a software
application in-house may be less beneficial. In such circumstances, development firms opt to either buy
software or outsource the development. In this paper, we identify the factors that govern the decision of
making software applications in-house, outsourcing them, or buying them from the market. Since the concept
of component integration is more common in large scale applications, in this paper we consider this case.

INDEX TERMS Software make vs buy decision, software outsourcing, domestic outsourcing.

I. INTRODUCTION

The software development activity is a set of procedures
that yields software as an outcome. The procedure and stan-
dards in the software development have improved over time
and practices like CMM (Capability Maturity Model), now
CMMI (Capability Maturity Model Integration), is often
considered as an industry standard in software develop-
ment [1]-[3]. Presence of software in computing devices,
mobiles, wearable devices and phablets has made software an
entity of extreme relevance in running the life’s events and the
development of software has therefore increased over time.
Ebert [4] has identified that the producers and consumers of
software applications have increased, software applications
have rationally become more customizable to meet require-
ments of businesses.

Khan [5] has identified that in a typical software devel-
opment environment, where procedures, standards and team
structures are followed, developing software is an expen-
sive activity. The firms, who do not spend planned time
and necessary fiscal resources, invite software risks in the
development activity and increase the financial liabilities and
losses [5]. Developing software, however, is a time and cost
intensive activity that requires many other resources to be
placed in accordance with requirements of the development
activity [6]—[8].

Many software models can guide about the cost and time
estimates. Firms evaluate the cost of buying a piece of soft-
ware versus developing it on their own. While both paradigms
have their pros and cons, the decision of build or buy is not
easy to take and has a number of factors to be considered
before reaching a conclusion. Gomez et al. has argued that
the build versus buy decision is really tough to make, espe-
cially when the decision is being taken for the first time [9].
In his opinion, the organizations, while making a build versus
buy decision, find themselves in one of the three possible
scenarios that include: buy a package solution and customize
it to fit, buy a package and change the organizational needs
to fit the package, or develop a customized in-house soft-
ware solution that has its own advantages and disadvantages.
A. Wilson has defined some pros and cons of the in-house
and the vendor-oriented development [10]. In his opinion, the
in-house development should be adopted if there is an ad-hoc
single business process to address, the problem to address
is unique, the problem is isolated, and the staff to develop
software is available.

The in-house software development has certain advantages
and disadvantages [11]. One of the advantages is the complete
control over the application code and development schedule.
On the other hand, the cons of the in-house development
include: constant staff engagement, lower functionality, and
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TABLE 1. Literature selection with respect to relevance.

Results Results X
Search Term Returned Discarded Relevant Time
Softw. k buy decisi
0! are make vs Lly. ecision 382,000 Partially Open
for large scale projects
Software make vs buy_decmon 174,000 208,000 Partially Open
for large scale projects
“Soft ke vs buy”
_>ottware make vs buy. 94 207,906 Partially Open
decision for large scale projects
Soft ke vs buy decision”
oftware maxe vs buy declsion 1 53 Partially 2000-2017
for large scale projects

updates are hard to make as a complete iteration of devel-
opment is required for this purpose which causes expensive
time, cost, and human resource commitments.

A. Wilson has argued that a software application may be
bought from a vendor when the use of software is criti-
cal, the problem is common, the application of software is
organization-wide, and a sound software development depart-
ment is not available [10]. Buying software from a vendor,
however, has its own advantages and disadvantages. The
pros of buying software from a vendor include the ready-
made solution, flexible software, support and training, and
enhanced functionality through customer’s feedback. The
cons of buying software from a vendor include: the func-
tionality determination by the vendor, vendor’s right on code,
and dependency on the vendor for the support of issues and
updates.

Large Scale
Software

. .
Make 1+ — - Buy
()
\ (
A X
AN AN
Qutsource |« — ~— | In-house Complete |« — -, | Components
()
hd
N
ColS -~ — MoTS

FIGURE 1. Software build versus buy decision.

In this research article, we consider the case for large scale
software development and discuss several possible paths in
this regard. The build versus buy decision, in developing the
large scale software, may take any shape as shown in Fig. 1.
Figure 1, describes the possible path of software’s build
versus buy decision. When an enterprise needs a piece of
software to be developed, it can either decide to make it
or buy it. The decision to build software requires the envi-
ronment to be available for the purpose of software devel-
opment [8], [12], [13]. If the organization opts otherwise,
i.e., to buy the software, it is further decided that if the
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organization is in need of the components or a complete solu-
tion. Components and complete solutions both are available
in the form of the CoTS (Commercially of The Shelf) product
or MoTS (Modifiable of The Shelf) [14], [15].

In this research study, we consider four out of the five
terminal points as shown in Figure 1. We conduct this study
with the assumption that the organization buys software only
when it currently does not have the capability to develop.
In this case, 4 cases are considered as shown in Table 1.
The fifth case is not considered as we are dealing with the
large-scale software projects in this paper, which are devel-
oped in totality and not by integrating the open components.
The development of software by integrating the CoTS and
MoTS is always possible and rather popular development
paradigm [16], [17].

It is, however, evident that the build versus buy decision
is not a straight decision and requires ample consideration of
facts, parameters, the economic situation, and the realization
of the organizational strengths and weaknesses [10], [18].
The process of decision-making is discussed throughout this
paper. Section 2 of the paper elaborates the available lit-
erature on the subject and research questions are formed
at the end of the literature review section. Factors for making
the make versus buy decision are identified in Section 3 and
the methodology is discussed in Section 4. The qualitative
and quantitative methods and their application are discussed
in Section 5 and 6, respectively. The triangulation process is
discussed in Section 7 and a detailed discussion on the results
is given in Section 8. The paper is concluded in Section 9.

Il. RELATED WORK

In order to reach the decision whether to build software
or buy, a considerable amount of literature is available that
provides ample information about the factors and the envi-
ronment for making such decision. It is important to note that
the outsourcing of software has emerged as a consolidated
activity and the volume is growing. P. G. Klein has identified
that in 2003 the US was spending $170 billion on software
outsourcing while the spending on the outsourced projects
was projected to further grow to $ 575 billion in 2016 [19].
The growth in outsourcing software projects indicates that
the outsourcing is a trustworthy business and has a good
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return-on-investment. However, on the other hand, it also
creates a deficit in the local job market.

Daneshgar et al. has performed a detailed mixed method
research study and has identified that there are certain factors
that contribute in taking this decision [18]. The study started
with the initial proposal of 10 factors including strategy and
competitive advantage, cost, scale and complexity, require-
ment fit, time, in-house development expertise, risk, support
structure, operational factors, and intellectual property. The
factors were largely admitted by the respondents. The factors
for considering the make-buy decision are relevant in the
small and medium enterprise and the author has not consid-
ered the large-scale projects in this case. Usmanij et al. is
of the view that buying software is convenient as compare
to development [20]. The author believes that most firms
will reach to the conclusion of buying software instead of
developing if the strategic aspect of buying vs developing is
considered. The vendor must be vetted before the decision to
buy software is made. The world bank in one of its recent
report on make or buy decision factors [21] has reported the
key parameters in making a decision that whether a software
product must be bought or developed in-house. In this report,
they identified three key and six preliminary decision factors
that are recommended to be taken into consideration before
making such decisions. The key criteria include richness of
the required functionality, volatility of functional require-
ments, and organization’s capacity for software maintenance.
The report suggests that the organization may opt to develop
a piece of software instead of buying it if it has the compe-
tence in business and technical functionality, expertise in sys-
tem development, legacy systems, and integrated application
suites. While in the packaged solutions, the key concerns like
adaptation, customization, integration, and vendor selection
may always be present.

D. Margan and S. Candrli¢ has compared the open source
and the customized software development process with
empirical data and has concluded results in the context of
software maintenance [22]. Software maintenance emerges
as a big challenge in the customized software. The integration
of the packaged software is not easy and the help for problem
fixation is remote. Further, the frequent problems can be
unique with respect to the development environment of the
organization. In the in-house developed software, however,
the problems are frequent but known and the development
team is already and always available to rectify them. The term
outsourcing is also referred to as right-sourcing in the context
where its benefits are proven. [23] and [24] have elaborated
that the outsourcing for the purpose of buying a component is
done primarily for some (or all) reasons like cost reduction,
superior quality, and the need for flexibility. Chiesa also
argued that it is not always the case that the organization pro-
ceeds for the complete outsourcing. Even in the case, when
an organization considers buying a piece of software instead
of developing it, the organization may partially outsource the
project by keeping the doors of economic opportunity open
to them. J. Rundquist has elaborated that the development
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of new software may possibly move through three stages,
namely, considering outsourcing of new software (or part of
the software), selecting the outsourcing partner, and choos-
ing which activities to outsource [23]. Karlsbjerg et al. has
highlighted the software make or buy decision based on a
taxonomy of Intranet approaches [25]. The paper outlined
the widespread adoption of intranet by information centers,
typically to provide communication between geographically
spread organizational units such as members, employees, and
others authorization. The knowledge obstacles to adoption
have been let down by the emergence of ICT tools and after-
wards availability of ready-made intranet-in-a-box packages
and advancement of general awareness among users. The
study aimed at varying risk over time and focus the prereq-
uisite for psychological indentures to resolve such outsourc-
ing connections [26]. T. Rands help identifying policies for
making or buying software [15]. A. Moses and P. Ahlstrém
said that in-house development is observed common when
the organization is technologically progressing. opined to
determine the dimensions along which make or buy decision
processes change in excess of time [27]. In this study, nine
extents were found along which the make or buy decision
process had improved over time. The dimensions were cross-
functionality, construction, symmetry, stiffness, conscious-
ness, compulsory, information distribution, management, and
tractability.

C. Fill and E. Visser has demonstrated a composite out-
sourcing approach to take the build or buy decision [28].
These configurations consist of three major components, i.e.,
to determine the exclusive appropriate features associated
with apiece decision, the policies consequence of deciding
to outsource, and the customary cost facets. P. Humphreys
and his fellows has indicated that a software make or buy
decision can be made by considering five factors, including:
weighting and classifying, examining technical skills, com-
paring internal and external know-hows, analyzing supplier
institutional abilities, and whole acquisition cost study [29].
M. G. Jacobides and S. Billinger has proposed that a firm
might buy more universal, more straightforwardly exchang-
ing commodities apparatuses whereas manufacture the rest
in-house [30]. Further, this study explored the economics
theories and relates when firms make, buy, and parallel source
over trickery minor manufacturing firms.

IIl. RESEARCH QUESTIONS AND OBIJECTIVES

From the above discussion, it is evident that the make or
buy decision for software development is not an easy one
and requires ample consideration from the unified activity of
the organization’s management and technologists [31]-[33].
The software projects fail due to reasons that are mostly
known but not easily controllable due to the cost factor
associated with the risk management. [34]-[40] has elab-
orated on the reasons of software failures. The outsourc-
ing of the software projects, however, provides the sense
of relaxation to the client firm as the risk of software
failures shifts to the outsourcing partner. From the above
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discussion, some research questions have emerged which are
as following:

RQ I: What are the parameters, used to take a ‘build or
buy’ decision for a software component?

RQ 2: How the build versus buy decision is made in
software projects?

RQ 3: How the make versus buy decision is made in large
scale software projects?

The objective of this study is to identify the parameters
and the process of making the make vs buy decision for the
software development in general and large scale software
development activity in particular. The study is conducted to
meet the following objectives.

A. To identify the parameters for making make vs buy
decision for software components

B. To identify the decision making process in buying or
making the software

C. To identify the decision making process in buying or
making the large scale software

IV. FACTOR IDENTIFICATION

Later in this section, in Table 2 and Table 3, factors are
presented for identifying the make vs buy decision for large
scale software projects. The selection criteria for the selection
of the related model and approaches went through a system-
atic review process. In this regard, following statistics were
used. The search on Google scholar was initiated with the
term (“‘software risk management” approaches for large scale
projects), this returned 2150 result, while the time span was
left open. In the next iteration, we limited the time span from
2000-2017, which resulted in a reduction of 300 papers. In the
third iteration, we used the term (‘‘software risk manage-
ment”’ approaches for “large scale projects”) to obtain the
relevant papers discussing the risk management approaches
for the large scale projects only. This resulted in significant
reduction of the papers which was further purified by elim-
inating the books, which resulted in 56 articles. When these
56 articles were searched individually, some, 18 were found
either not available or not relevant. The study, therefore, is
based on the 38 articles, and their information is given in
Table 1, and in Figs. 1-3 and 5.

The paper is based on 38 core references and 6 supportive
references. The information graph about the selected papers
is given here.

In the process of the literature review, different factors have
been identified that are deemed relevant in making a build
versus buy decision. In Table 2, these factors are listed along
with the source reference.

It is evident from Table 2 that the number of factors men-
tioned for taking the build versus buy decision for software
consists of a list which is pretty long and some factors are
possessing redundancy as they have been reported by more
than one author. In order to eliminate the redundancy, the
alike (not necessarily similar by words but also by theme)
repeating factors have been gathered in one heading. The
outcome is listed in Table 3.
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TABLE 2. Factors for making ‘build versus buy’ decision.

F# Factor Reference

1 Strategy and competitive advantages [18]

2 Cost of developing software (component) [18]

3 Scale and complexity [18]

4 Requirement fit [18]

5 Time to develop [18]

6 In-house development expertise [18]

7 Risk elimination/transfer [18]

8 Support structure [18]

9 Operational factors [18]

10 Intellectual property [18]

11 Richness of the required functionality [21]

12 Volatility of functional requirements [21]

13 Organization’s capacity for software [21]
maintenance

14 Legacy systems [21]

15 Integrated application suites [21]

16 Strive for superior quality [21]

17 Ease of ready-made solution [10]

18 Flexibility in design [10]

19 Support and training [10]

20 Enhanced flexibility through customer [10]
feedback

21 Time to determines business needs and [10]
development,

22 Constant staff engagement [10]

23 Lower functionality and updates [10]

24 Cost reduction [23, 24]

25 Superior quality gain [23, 24]

26 Need for flexibility [23, 24]

27 Convenience of buying [20]

28 Acquisition cost [29]

29 Analyzing supplier’s organization capability [29]

30 Examining technical skills of employees [29]

31 Comparing internal and external know-how [29]

32 Software maintenance issues [22]

33 Integration of software components [22]

34 Risks in software development environment [22]

V. METHODOLOGY

The outcome of the literature review is shown in Table 2 that
comprises of 34 factors that are deemed suitable by different
authors for making a build versus buy decision. In Table 3,
a list of 16 factors has been finalized by merging similar
factors. It is evident that some factors recurred for some 4
or 6 times while quite a few appeared for only once. Most
papers cited in this regard are published during 2011-2016,
while some have been published in earlier 2002 and 2003.
Despite the fact, that the literature review is based on recent
publications, the area is so dynamic that the decision param-
eters change with the innovations in the area.

In order to make study more reliable, it is important that the
study is based on the recent literature, observations, and other
methods used to conduct the study. The study has to answer
two questions raised in section 1. In order to answer the
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TABLE 3. Factors for making ‘build versus buy’ decision after merging
similarities.

F# Factor Freq Reference(s)

1 Strategy and competitive = 2 [18], [10]
advantages

2 Cost of developing 3 [18], [23, 24],[29]
software /component

3 Scale and complexity 1 [18]

4  Requirement fit 4 [18],[21],[10]

5  Time to develop 1 [18]

6 | In-house IS expertise 6 [18]

)[21],[101,[29]

7  Risk elimination/transfer = 2 [18],[22]

8 | Operational factors 1 [18]

9  Intellectual property 1 [18]

10 = Legacy systems 1 [21]

11 Integrated application 2 [21],[22]
suites

12 | Strive for superior 2 [21],[23, 24]
quality

13  Ease of ready-made 2 [10],[20]
solution

14 | Flexibility in design 3 [10],]23, 24]

15  Support and training [10],[22]

16 = Analyzing supplier’s 1 [29]

organization capability

Question 1 and 2, we conduct a mixed method research based
on the factors identified in Table 3. The mixed method, multi-
method or hybrid research method [41], [42] is a combination
of qualitative and quantitative methods that are triangulated
later. The quantitative studies are conducted by using any
of the quantitative methods, including surveys and the card
sorting technique. The qualitative study on the other hand
is conducted with the help of interviews from the domain
experts. In this article, we use the survey to conduct the
quantitative study while later we conduct interviews for the
purpose of the qualitative study. The interviews are conducted
with academicians and practitioners of immense maturity to
get an in-depth knowledge of the questions under observation.
The survey questions are prepared in accordance with the
survey guidelines. The interviews can be structured, semi
structured or open. In structured interview, the questions
and their sequence are strictly followed while in the open
interviews the questions sequence and core topic is left open
and it is conducted as more of a discussion [43]. The semi-
structured interview method, in contrast, is focused and flex-
ible [43]. The interviewer is limited to ask the questions on
the topic and a structure is loosely followed in a way that
the interviewer only asks out of the box questions when he
needs some clarification or needs in-depth response. Since,
this study is focused to address the questions in Sect. 1, we
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FIGURE 3. Source and number of selected papers.

used the semi-structured interview method that is expected
to take the benefits of the power of semi-structured method’s
flexibility and consistency during the interviewing process.

[44] emphasizes on three different dimensions of the mixed
method research, namely mixing, time and emphasis. The
mixing dimension determines whether we use partially mixed
method or fully mixed method for the research [45], [46].
The time dimension considers that if the mixing is concurrent
or sequential, the third dimension demonstrates that whether
equal or dominant status is used. In this research study,
we use partially mixed-sequential-dominant status research
methodology. In this regard, the quantitative and qualita-
tive studies will be done in a sequence. The triangulation
process [47] identifies whether findings of both methods
are consistent or not? If the findings are consistent, they
are merged. If the findings of both methods are different,
the findings of the quantitative method will prevail and the
finds of the qualitative method will be dropped because we
are following the sequential-partially mixed-dominant status
research paradigm, as shown in Figure 4.

VI. QUANTITATIVE STUDY (DESIGN,

CONDUCT, AND RESULTS)

Quantitative studies can be conducted by surveys, card sort-
ing, or other techniques like voting. Card sorting method is
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TABLE 4. Cases for build versus buy decision.

Case | Make | Outsource | In-house | Buy | C.CoTS | C.MoTS | Remarks
1 N N Opt to make and outsource
2 N N Opt to make and develop in-house
3 N Opt to buy and buy complete CoTS
4 N N Opt to buy and buy complete MoTS
TABLE 5. Interviewee's profile.
No Experience Type Level Education Software Development Experience
Experience in years
1 Academic Professor PhD Yes 27
2 Industry Application Manager MSc Yes 15
3 Industry Business Analyst MSc Yes 18
4 Industry Project Manager BSc Yes 17
5 industry Team Leader MSc Yes 12

Quantitative
Study

— Prepare —>| Conduct — Reslts

Qualitative Prepare and Coding and
J Study Conduct Analysis Results

y N

7 Fully

- Triangulate
N 4

.

y '\\\h supported by suney
Results «—Yes: \\P\amal Tnangulallo?/ No—»«\\ Method /A—NDA,

FIGURE 4. Conduct of mixed method research and the triangulation
process.

Drop Finding

used in a much focused environment where the number of
respondents is very small, normally 8-10. Since the mag-
nitude of this study is larger, card sorting is not a right
method to adopt. In this study, the survey technique has been
used as a quantitative study tool to help addressing a large
number of individuals and taking their opinion. In order to
implement the survey method, random sampling technique is
used among the identified population.

A. SURVEY DESIGN AND CONDUCT
The criteria for the survey respondent, is to have experience
in software development and minimum bachelor’s degree.
The survey was sent to 50 respondents and the means for
spreading the survey were the google talk link forwarding,
telephone calls, Facebook group requests, Twitter request
forwarding etc. The respondents were responsive at large and
valuable responses were received from them. In response to
the 50 targeted requests, 24 responses were received from
different countries. Out of these 24 responses, 19 were
received from Pakistan, 4 from Saudi Arabia, and 1 from Den-
mark. Since the sample size from Saudi Arabia and Denmark
is too small, we focus this study to demonstrate the trends in
build versus buy decision from Pakistan’s software industry.
It is important that in order to gauge the diversity and
influence of the make vs buy decision, the respondents of the
quantitative study are capable enough to provide an adequate
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FIGURE 5. Demographic information of survey respondents.

opinion. In this regard, the authors agreed to spread the sur-
vey among the potential respondents meeting the minimum
criteria of education and have a significant decision making
role in the organization. It is important to note that 83% of the
respondents have graduate or postgraduate degree while 79%
of the respondents are from Pakistan. The survey consists of
22 questions and is presented in the Annex-II. The survey
was responded by 24 respondents. In Table 4, we present the
average response of the respondents.

VIl. QUALITATIVE STUDY (DESIGN, CONDUCT,

CODING PROCESS, RESULTS)

The interviewing mechanism was used as the tool for con-
ducting the qualitative study. The interview design guidelines
have been taken into consideration before preparing the inter-
view’s structure. Since the semi structure interview is used,
the question formulation and restructuring is done if needed
after the answer of a question from the interviewee.
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TABLE 6. Proposed factors.

F# Factor

1 Strategy and competitive advantages
2 Cost

3 Scale and complexity

4 Requirement fit

5 Time

6 In-house IS expertise

7 Risk

8 Support structure

9 Operational factors

10 Intellectual property

11 Customization

12 Any other factor deemed suitable?

A. INTERVIEW DESIGN

The interview questions are given in Appendix 1. The profiles
of five interviewees are given in Table 5. The process of
coding the interview transcripts is performed by doing the
inductive coding. The coding is called inductive when the
categories are prepared by the analyst while in deductive
coding the categories are formed by the historical data [48].
The analysis of the interview contents requires a systematic
method deployment consisting of the eight activities, as men-
tioned by De Wever [49] , Elo [50], and Lewis [51]. These
activities include: preparing data, defining unit of analysis,
developing coding scheme, testing the coding scheme, coding
the transcripts, assessing the coding consistency, drawing
conclusions, and reporting the results.

VIIIl. MIXING THE RESULTS AND

TRIANGULATION PROCESS

In Tables 7 and 8, the qualitative and quantitative results
have been presented. The triangulation and analysis processes
identify the overlapping areas which can triangulate. The
respective findings are discussed here. It is important to note
that not all the questions asked during the interviews and sur-
veys contribute in the triangulation process as some (some-
times several) questions are asked to retrieve the information
for the interviewee and the survey respondent. Excluding
the introductory, demographic, and repeating questions, we
identify that the questions asked in the table below form the
crux of the study. We map the respective questions in the
survey and the interview.

The elimination of the repeating and the foundation ques-
tions, limits us to twelve core questions that help us meeting
the basic objective of the study presented in this article. In the
table below, we observe the triangulation of the resultant data
from qualitative and quantitative studies. The triangulation
is a process of identifying whether results of two studies
converge to similar findings or not. The findings of two
studies may or may not triangulate necessarily.
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If the findings of both methods are exactly same or con-
siderably alike (within the range of the difference defined by
the researcher) the findings are considered to triangulate. This
means that no difference is found in the individual findings
and the findings are alike and consistent with each other.
It is, however, not necessary that findings of the two studies
necessarily match with each other by same values.

A. VALIDATION THREATS

It is common that the qualitative studies yield a different value
while its counterpart quantitative yields a value which is not in
the defined acceptable range. If finding of two approaches did
not match it pose threats to the validation of data. In this case,
findings of two studies do not triangulate. If the findings do
not triangulate, the outcome/findings of the dominant study
will prevail.

Another form of triangulation is the partial triangulation.
In this form, results of both studies do not match completely
but they are not also completely different. For example, if the
qualitative study has 5 findings and the quantitative study has
8 findings, 3 or 4 may match while the rest exist without
being similar. In partial triangulation, the matching/similar
results are accepted and for the conflicting findings the
findings of the dominant status study prevail. In this study, the
quantitative method is considered dominant for its versatility
and number of responses that it has. In this study, we assume
+10% acceptable range of difference. Hence, if the findings
of qualitative and qualitative method differ by £10% or less,
we will consider that the findings are alike. If the difference
is more than £10%, we will observe the partial or no trian-
gulation, respectively.

IX. RESULTS AND DISCUSSION

The triangulation results presented in Tables 5 and 6 show that
while some modules triangulate, others do not. As mentioned
is Sect. 7, the outcomes are considered to converge to alike
findings and triangulate, some results partially triangulate,
while some do not triangulate at all. In order to analyses the
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TABLE 7. Triangulation process.
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TABLE 8. Interview results.
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TABLE 9. Survey results.
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findings of the study, we divide them in four sections and
analyze them respectively.

A. DEMOGRAPHIC INFORMATION

The demographic information, in itself, does not make
any significant decision, however, by having the signif-
icant demographic information the results of the main
study become more trustworthy. It can be observed from
Table 5 that 80% of the interviewees and 62% of the sur-
vey respondents belonged to the large scale organization
where the staff turnover is around 20% and 80% respectively.
62% employees working in these organizations also have the
experience of working abroad according to the interviews and
survey findings. The nature of software development done
by the interviewees and the respondents portrays a divided
picture, where the interviewees look more involved in the web
and mobile applications while the respondents were more
involved in the web and business application development.
Partial triangulation of results is identified in this section.

B. REASONS FOR NOT DEVELOPING SOFTWARE
There are number of reasons that govern the possibility of
developing software or buying from the market. There were
identified reasons that were collected from literature and
presented in Table 3. The outcome of the mixed method study
and the triangulation process, endorses the existence of these
factors as deciding factors for making the build versus buy
decision for software. It is important to note that all factors in
this section triangulated completely (i.e., findings from both
methods did not differ from each other by more than +10%).
The outcome of the triangulation process suggests that
the software maintenance, strategic importance of software,
and complexity of software are among the main causes of
buying software instead of building. For these three factors,
the interviewee’s support was 80% for all the factors while the
survey respondents, responded with 75%, 79.2%, and 75%
respectively. Another important factor in this regard was risk
transfer that is supposed to be an important component in
making the build versus buy decision. However, the support
for this factor was less than the other three factors, and it was
endorsed by 60% interviewees and 58% survey respondents.
Complete triangulation of results is identified in this section.

C. OUTSOURCING AS A SOLUTION

The results of the study demonstrate that the support for
buying software from market instead of building is promising.
In this regard, the results of the study demonstrate that out-
sourcing the software development is also vital to transfer the
risks during the software development. While the respondents
and the interviewees are pro to outsourcing, yet they believe
that the outsourcing should be domestic. This approach has
the economic benefits for the national economy. Complete
triangulation of results is identified in this section.

D. FACTORS TO MAKE THE BUILD VERSUS BUY DECISION
In this subsection, 16 factors are present. Out of these 16 fac-
tors, five factors completely triangulate while six factors

24272

partially triangulate. Five other factors do not triangulate
at all. In the design of the study, it was mentioned, that
we are following sequential-partially mixed-dominant status
design of the mixed method study. In this study, the dominant
status has been given to the quantitative study, which means
that if identification is done through the quantitative method
but not supported by the qualitative method, it still holds
its existence. In this regard, the study concluded with the
identification of 16 factors that contribute in making the build
versus buy decision for the software development.

Two research questions have been addressed in the study.
The first question was about the identification of the fac-
tors required to make the build versus buy decision while
the second question was about the process of making this
decision for large scale projects. Research question 1 is
answered by the outcome presented in Table 5. The factors
identified in Table 5, affect the decision making process
in making the make vs buy decision of the software. The
factors have deep influence in gauging the impact of mul-
tiple dimensions including the managerial, technical, social,
environmental, development, political, marketing, and socio-
technical aspects of the process. The research question 2 is
answered by the fact that the study has been conducted to
address large-scale software projects only and the decision of
making software (components) or buying them is influenced
by the factors presented in Table 5.

X. ASSUMPTIONS

This study focuses on identifying the prominent factors that
have a vital role in making the build vs buy decision for the
large scale software projects. There are some assumptions
that we have considered in this study. We assume that, while
initiating the process of deciding between building or buying
software, the decision makers are well aware of market needs,
pricing scenarios, profit analysis, and have a good command
on software economics. A decision not consistent with the
market or taken without considering the market opportunities
may turn out to be infeasible. It is also assumed that the
individuals on the decision making positions are aware of
the market trends in software development and have adequate
knowledge of the economy, technology, and software devel-
opment environment.

XI. CONTRIBUTIONS

There are three research questions raised in this study. In this
paper, the questions have been addressed by adapting the
mixed-method methodology, and the results have been dis-
cussed in section VIII. The outcome of the study, constitutes
the following contributions in the existing knowledge:

e It determines the important factors that are considered
in making the build vs buy decision for a software
project.

e Itelaborates the process of making the decision of build
vs buy for the software projects by considering the
multi-dimensional software dynamics.

e The process of decision making for the build vs buy is
elaborated for the large-scale software projects.
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XIl. CONCLUSION

In this study, the case for large-scale application develop-
ment was considered. It has been identified that there are
several reasons for software firms to decide in favor of
buying software instead of developing that may include but
not limited to the software development risk transfer, the
hardship in providing the software maintenance support, and
the strategic importance of software. The core question of
the factors identification for making the make vs buy deci-
sion was considered along with the process of making these
decisions. This is important to note that the ‘buying’ option
is more viable for the software houses that are not heav-
ily resourced and buying software does not make the firm-
level resource wastage. However, at large scale application
development firms, which have dedicated resources, may not
have the structural liberty of buying software because of the
above-mentioned reasons; rather the buying decision is made
because of cost and resource intensity. The study also aimed
at identifying the other possible factors that contribute in
making the build versus buy decision, and several contribut-
ing factors were identified. Some of these factors are time,
cost, quality, in-house expertise, and customization dimen-
sions of the software development activity. These factors,
can be used as a reference, to make the build versus buy
decision.
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