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ABSTRACT Visual traffic surveillance systems play important roles in intelligent transport systems
nowadays. The first step of a visual traffic surveillance system usually needs to correctly detect objects
from images or videos and classify them into different categories (e.g., car, truck, and bus). This paper
aims to introduce a new vehicle type classification scheme on the images acquired from multi-view visual
traffic surveillance sensors. Most image classification algorithms focus on maximizing the percentage of
the correct predictions, which have a deficiency that the images from minority categories are prone to be
misclassified as the dominant categories. To address this challenge of classifying imbalanced data acquired
from visual traffic surveillance sensors, we propose a method, which integrates deep neural networks with
balanced sampling in this paper. The proposed method consists of two main stages. In the first stage, data
augmentation with balanced sampling is applied to alleviate the unbalanced data set problem. In the second
stage, an ensemble of convolutional neural network models with different architectures is constructed with
parameters learned on the augmented training data set. Experiments on the MIOvision traffic camera dataset
classification challenge data set demonstrate that the proposed method is able to enhance the mean precision
of all categories, in the condition of high overall accuracy, compared with the baseline algorithms.

INDEX TERMS Traffic data, traffic surveillance systems, intelligent transport systems, image classification,
ensemble learning, imbalanced data.

I. INTRODUCTION
In the last decade, we have seen a worldwide rise of using
visual traffic surveillance systems, due to the rapidly growth
of storage power, computation speed and the innovations in
video compression standards. For the first step, a visual traffic
surveillance system usually needs to correctly detect objects
from images or videos and classify them into different cate-
gories (e.g. car, truck, bus). Efficient and robust classification
can lead to many semantic results, such as ‘‘pedestrian no.1 is
moving, car no.3 stopped’’ or some more advanced results
such as ‘‘van no.8 is turning right, bicycle no.5 is moving at
a speed of 10 kilometers per hour.’’ However, such high-level
information is possible only if we can correctly detect and
classify the objects.

With the increasing amount of available data, image pro-
cessing has emerged to be a hot spot in the field of artificial
intelligence and image classification is one of fundamental
tasks. As is shown in Figure 1, the goal of image classifi-
cation is to assign a predefined category label to an image.
Image classification has a wide application in the field of
artificial intelligence, including self-driving, augment reality,
etc [1]–[3]. Recently, image classification have attracted
more andmore research interest. Though image classification
has been widely studied in the academia and deployed in
the industry, it is not a trivial task, still a challenging task.
For example, many practical image classification data are
imbalanced, i.e., some of the categories are represented by
only a few samples, while some others make up the majority.
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FIGURE 1. MIO-TCD classification challenge dataset acquired from visual traffic surveillance sensors.

In the field of traffic surveillance, a visual traffic surveil-
lance system needs to detect vehicles or pedestrians and clas-
sify them if possible. In the practical application, Pedestrains,
Bicycles andMotorcycles often make up minority of the data
set, in contrast with Cars and Buses. Consequently, to avoid
the misclassification of images from majority categories as
rare classes, it is also not appropriate to assume misclassifi-
cation errors cost for all samples are equal. If misclassifica-
tion errors cost are implicitly assumed to be equal, images
from minority categories are prone to be misclassified to be
the dominant categories. Therefore, to effectively reduce the
number of fatalities, it is reasonable to focus on enhancing
the mean precision of all categories, in the condition of high
overall accuracy.

In the field of machine learning, a lot of learning meth-
ods [4]–[9] and data manipulation techniques [10]–[14] have
been proposed for dealing with imbalanced data over the
last two decades. The approaches to tackle the problem of
extremely imbalanced data can be mainly categorized into
two broad types. One is based on cost sensitive learning [15]
which assigning a high misclassification cost of the minority
classes and then minimize the overall train loss. The other
way is to employ a sampling tactic mainly includes oversam-
pling the minority class, undersampling the majority classes,
and synthesizing new minority classes. Most researches have
been focused on the approach based on balanced sampling.

To tackle the imbalanced problem for traffic data acquired
from visual traffic surveillance sensors, we propose an convo-
lutional neural networks (CNN) based deep learning frame-
work which can increase the mean precision in this paper.
We focus on integrating deep neural networks with balanced
sampling. As is shown in Fig.2, the proposed approach con-
sists of two stages. In the first stage, data augmentation with
balanced sampling is applied to alleviate the unbalanced data
set problem. In the second stage, an ensemble of convo-
lutional neural network models with different architectures
is constructed with parameters learned on the augmented
training data set.

The outline of this paper is organized as follows. Section II
surveys related work . The detailed of the proposed method

is presented in Section III. Experimental results and compar-
ison are provided in Section IV. Finally, the conclusion of
this paper is in Section V.

II. RELATED WORK
A. IMBALANCED DATA CLASSIFICATION
In recent years, it has a spate of interest in learning from
imbalanced data in data mining and machine learning. A vast
number of techniques have been tried, and can be mainly cat-
egorized into the algorithm oriented approaches [4]–[9], [16]
and data manipulation techniques [10]–[14]. The former cat-
egory mostly modify the training algorithms by adjusting
misclassification costs, and the latter category operates at the
data level by using data re-sampling. A comprehensive review
is presented in [13].

There are several types of data manipulation techniques,
which can be mainly divided into two groups: oversampling
and undersampling. The easiest way for resampling is to ran-
domly replicates minority instances to increase their popula-
tion, or to randomly downsample the majority class. Different
re-sampling algorithms have been widely studied and tested
to counter the effect of imbalanced data sets in the last two
decades [17], [18]. To make the data set balanced, minority
instances are generated by certain algorithms in oversam-
pling. The positive consequence for replication-based random
oversampling is that it duplicates the number of errors for
minority instances. But replicating-based random oversam-
pling makes variables appear to have lower variance which
has a tendency to overfit and does not increase any informa-
tion actually. To address this issue, Chawla et al. [10] pro-
posed synthetic minority over-sampling technique(SMOTE),
generating new non-replicated minority examples, and sev-
eral improved version can be found in [12], [13], and [19].

Downsampling is to throw away part of majority samples
to balance the dataset which is very efficient. The main
disadvantage is that potentially valuable information may be
removed by dropping part of the majority samples, but it is
often preferred to use undersampling than oversampling [11].

To avoid the disadvantages of re-sampling, there are
many studies focusing on algorithm oriented approaches.
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FIGURE 2. The framework of our deep CNN ensemble model.

Liu et al. [20] proposed two algorithms named EasyEnsem-
ble and BalanceCascade respectively. Tang et.al [9] intro-
duce the cost-sensitive into the classical SVM to improve
performance of highly skewed datasets. Zadrozny et.al [4]
proposed a family of methods for converting classifier learn-
ing algorithms and classification theory into cost-sensitive
algorithms and theory, based on cost-proportionate weighting
of the training examples. This method achieves better predic-
tive performance, while drastically reducing the computation
required by other baseline methods. To combat imbalance,
Ting [16] studied how to improve our understanding of var-
ious cost-sensitive boosting algorithms and how variations
in the boosting procedure affect misclassification cost and
high cost error. Chen et al. [8] proposed two methods to to
overcome the imbalanced data classification problem utiliz-
ing random forest. One is based on cost sensitive learning, and
the other is based on a sampling technique. The two proposed
methods are less vulnerable to noise than boosting.

B. DEEP LEARNING
In the past few years, deep neural networks have led to a series
of breakthroughs on a variety of tasks, such as computer
vision, machine translation and voice recognition, etc. One of
the essential components bringing about these breakthrough
results is convolutional neural networks. After the AlexNet
proposed by Krizhevsky et al. [21], CNNs have shown

superior performance for image classification compared with
conventional ‘‘shallow learning’’ methods, and have also
been successfully applied for object detection [22], video
classification [23] and segmentation [24], etc. These suc-
cesses spurred a new line of research that focused on designed
higher performance CNNs, and the performance of net-
work architectures has been significantly improved by utiliz-
ing deeper and wider structures. Simonyan et al. proposed
VGGNet [25], facilitating the research on the use of deep
architecture in computer vision. Szegedy et al. [26] presented
GoogLeNet which contains Inception modules, setting the
new state of the art for the ImageNet Challenge 2014.1

To tackle this degradation problem, He et al. [27] presented a
residual learning framework namedResNet that can train sub-
stantially deeper networks than those employed previously.

Although deep learning has been successful for a variety
of tasks, only a few works [6], [7], [28]–[30] have addressed
with the problem of imbalanced classification utilizing deep
learning. Most of them rely on shallow models and hand-
crafted features. Khan et al. [29] proposed a cost-sensitive
deep neural network to automatically learn robust features
for both the dominant and rare classes. Jeatrakul et al. [28]
proposed a method combined Synthetic Minority Over-
sampling Technique (SMOTE) and Complementary Neural

1http://image-net.org/challenges/LSVRC/2014/
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Network (CMTNN) to handle the imbalance data. To learn
discriminative representation, Huang et al. [7] proposed
a deep learning framework through quintuplet instance
sampling and the associated triple-header hinge loss.
Yan et al. [30] proposed a learning framework to improve
multimedia data classification, in which CNNs are integrated
with a bootstrapping sampling algorithm.

Most of these methods can be treated as extensions of
using traditional algorithms to handle imbalanced data clas-
sification. In this paper, we focus on tackling the problem of
imbalanced data classification based on ensemble learning,
combined with deep learning.

C. ENSEMBLE LEARNING
Ensemble Learning is another hot topic in machine learning,
which utilize a set of learning algorithms to obtain better
classification results than the constituent learning algorithms
alone. Multiple classifiers are employed to learn the original
dataset respectively during the training period, and then will
be combined together to classify the unknown data. The
single classifier tend to cause the bias in terms of a fixed
set of parameters, and reduction of such bias can be obtained
through the ensemble learning. The performance of ensemble
learning depends on the precision of the constituent classi-
fiers, which usually has stronger generalization ability than
those base classifiers. A comprehensive review of ensemble
learning can be found in [31].

Ensemble Learning can be mainly categorized into three
types as follows:
• Bagging is the abbreviation of ‘‘bootstrap aggregating,’’
which was proposed by Breiman [32] to improve the
classification by combining prediction results of models
trained independently on randomly generated training
sets. The random forest [33] algorithm is a example
of bagging, which combines a collection of random
decision trees to achieve high classification accuracy.

• Boosting is an ensemblemeta-algorithmwhich combine
a set of weak classifiers to create a strong classifier.
It incrementally build an ensemble by iteratively training
a new model to emphasize those misclassified training
samples from previous models. Although many newer
algorithms have been proposed to yield better results,
the Adaboost [34] still is the most widely implementa-
tion of boosting.

• Bucket of models is an ensemble learning technique in
which a model selection algorithm is utilized to choose
the best model in a set for different problems. The
most common approach of model selection is through
cross-validation.

III. THE PROPOSED SCHEME
A. DEEP ENSEMBLE MODEL
In this section, we presented the proposed deep learning
framework for vehicle type classification on visual traffic
surveillance sensors and the whole framework is showed
in Figure 2. First, a balanced sampling data augmentation

strategy is used to increase the number of samples of rare
classes in the original dataset, which can reduce classification
bias and use as much data as possible for training. Then,
a set of convolutional neural networks models are trained on
the balanced data set, all started from a good initialization
(pretrained on ImageNet). Finally, outputs of multiple models
are combined together by maximum voting policy according
to the predictions of single models. The details of the frame-
work is presented as follows.

B. DATA AUGMENTATION WITH BALANCED SAMPLING
Data preparation is requiredwhenworkingwith classification
tasks such as vehicle classification based on neural network
and deep learningmodels. Increasingly data augmentation for
training data is also required on more complex deep learning
models for vehicle classification. Therefore, we augment
the training data set by data augmentation techniques for
Deep Learning, including random rotations, shifts, flips, and
cropping.

Although the regular augmentation techniques such as ran-
dom cropping and rotations can enrich the training data, the
extreme imbalanced data distribution are not changed essen-
tially. To ease the problems caused by extreme imbalanced
data distribution, we devised an over sampling scheme with
random shuffling. That is, the size of the minority class is
increased randomly by over-sampling. To avoid over-fitting,
the size of the minority class is increased to a small number,
comparedwith the size of themajority class in practical appli-
cation. The details of the proposed balanced sampling scheme
is shown in Fig.3, let Tr = n be a threshold that denotes the
size each rare class will be increased to. For the rare class ci,
firstly a random permutation S = (S[0], S[1], · · · , S[n])is
generated. Then, we get the actual identity for S[j] with the
following equation:

ind = S[j]mod n, (1)

where mod denotes the modulo operation. After selecting
samples by a random permutation and modulo operations,
we get the expanded D‘

i for the rare class ci based on the
original data setDi. At last, the samples of all rare classes and
the other classes are concatenated and reshuffled. The details
of the proposed balanced sampling scheme is presented in
Algorithm 1.

The threshold Tr is set to be 10,000 in this paper by cross-
validation on the training set of MIOvision traffic camera
dataset (MIO-TCD) classification challenge dataset.

C. REVISITING RESNETS
In this subsection, we briefly introduce the ResNets used in
this paper. To ease the training of framework that are substan-
tially deeper than those employed previously, He et al. [27]
proposed a residual learning framework named ResNets.
Deep residual networks consist of many stacked Residual
Units as shown in Figure 4. Each unit can be expressed in
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FIGURE 3. Balanced sampling.

Algorithm 1 Balanced Sampling
Input:
an original imbalanced data set D;
rare classes C = {c1, c2, · · · , cm};
train data of rare classes Dr = {D1,D2, · · · ,Dm};
train data of rare classes after sampling D‘

r = ∅;
an threshold n;
Output:
an training data set after balanced sampling D‘;
for i = 0 to m do
D‘
i = ∅

s = size(Di)
s = randperm(n)
for j = 0 to n do
ind = s[j] mod s
D‘
i = Concat(D‘

i ,Di(ind))
end for
D‘
r = Concat(D‘

r ,D‘
r )

end for
D‘
= (D −Dr )

⋃
D‘
r

a general form [35]:

yl = h(xl)+ F(xl,Wl),

xl+1 = f (yl), (2)

where xl and xl+1 are input and output of the l-th unit, and F
is a residual function. In [27], f is a ReLU [36] function, and
h(xl) = xl is an identity mapping.
For ResNets with units in Figure 4(b) is much easier to

train and has a better generalization than the original ResNets
in [27], we use ResNets in [35] in this paper. All of the

FIGURE 4. (a) Residual Unit in [27]; (b) Residual Unit in [35].

ResNets in this paper are started from a good initialization
(pretrained on ImageNet).

To tackle the imbalanced classification problem for Vehi-
cle Type Classification, we proposed a deep CNN ensem-
ble model. The deep CNN ensemble contains ResNet-50,
ResNet-101 and ResNet-152. As is shown in 2, the proposed
ensemble model comprises three key stages: starting CNN
models from good initial parameters, fine tuning network
parameters and averaging models. Concretely, firstly all of
CNN models in the ensemble are pretrained on ImageNet.
Next, the network parameters are refined using MIO-TCD
data set enhanced by data augmentation. Finally, the outputs
of refined CNN models are combined together by averaging
their predictions.

As mentioned above, the proposed ensemble model con-
tains multiple deep learning models. Therefore, the initial
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stage of the ensemble system generates many results for a
single image to classify. The voting process is necessary to
decide which class the image belongs to based on votes.
In this paper, maximummajority voting is adopted to classify
images based on initial predictions of single models. For the
number of models in our ensemble is odd, consequently it
doesn’t have to be considered for cases with same votes in
this paper.

IV. EXPERIMENTS AND RESULTS
A. DETAILS OF THE MIO-TCD CLASSIFICATION
CHALLENGE DATASET
To demonstrate the effectiveness of our proposed framework,
we use the MIO-TCD classification challenge dataset2 for
testing, which is a large benchmark traffic camera data set
with a highly imbalanced data distribution. The dataset con-
sists 648,959 samples in the classification dataset acquired at
different times of the day and different periods of the year
by traffic cameras deployed all over Canada and the United
States. Those images have been selected to cover a wide range
of challenges and are representative of typical visual data
captured in urban traffic scenarios.

TABLE 1. Number of training samples for each category in MIO-TCD
dataset.

The classification challenge dataset contains
648,959 images divided into 11 categories, including Articu-
lated truck, Background, Bicycle, Bus,Car,Motorcycle,Non-
motorized vehicle, Pedestrian, Pickup truck, Non-motorized
vehicle, Single unit truck and Work van. The size of training
samples is 519,164. The number of training samples for each
category is given in Table 1. As is shown in Table 1, number of
samples for each category in MIO-TCD Dataset is in a range
between 1,751 and 260,518. Bicycle,Motorcycle and Vehicle
categories only contain a small number of training samples,
while Background and Car make up the majority.

B. BASELINES
To indicate the effect of the proposed scheme, the state of art
deep learning methods including ResNet-50, ResNet-101 and
ResNet-152 [27] are used. The ResNet-50 trained with bal-
ance sampling is denoted as ResNet-50-BS, by analogy to

2http://tcd.miovision.com/challenge/dataset/

ResNet-101-BS and ResNet-152-BS. We name the proposed
method with DCEM-BS.

C. EVALUATION CRITERION
The prime goal of this paper is to introduce a new vehicle type
classification scheme on the images acquired from multi-
view Visual Traffic Surveillance Sensors. Let TP denote true
positive, let TN denote true negative, let FP denote false
positive, and let FN denote false negative. In order to objec-
tively evaluate the performance of the introduced method
and the baselines, we evaluate our approach by the following
6 metrics.
• Precision of each category

Prei =
TPi

TPi + FPi
• Recall of each category

Reci =
TPi

TPi + FNi
• Accuracy

Acc =
TP

#ofTestingImages

• Mean Recall

mRe = mean(Reci)

• Mean Precision

mPre = mean(Prei)

• Cohen Kappa Score

k =
po − pe
1− pe

where po is the empirical probability of agreement on
the label assigned to any sample (the observed agree-
ment ratio), and pe is the expected agreement when both
annotators assign labels randomly [37].

The comparison experiment results are presented as
follows.

D. RESULTS
We tested the proposed vehicle classification scheme and
baselines with a TITAN X Pascal GPU on the deep learn-
ing framework MXNet. All of the pre-trained Resnets were
downloaded from the MXNet Model Zoo,3 a collection of
pre-trained models ready for use.

Table 2 presents comparisons of precision for each cat-
egory on the MIO-TCD classification challenge dataset.
Table 2 indicates that the proposed method DCEM-BS got
the best performance in term of precision for each category
as a whole, in comparisons with the baselines. Moreover,
networks with balanced sampling got better performances
than the others. Table 2 shows that both ensemble learning

3https://mxnet.incubator.apache.org/model_zoo/index.html
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TABLE 2. Comparisons of precision for each category on the MIO-TCD dataset. AT denotes articulated truck, MC denotes motorcycle, NV denotes
non-motorized vehicle, PT denotes pickup truck, SUT denotes single unit truck, WV denotes work Van, and BG denotes background.

TABLE 3. Comparisons of recall for each category on the MIO-TCD dataset.

TABLE 4. The overall results on the MIO-TCD dataset.

FIGURE 5. The vehicle classification confusion matrix of the proposed
scheme on the MIO-TCD classification challenge dataset.

and balanced sampling are effective to improve precision of
vehicle classification.

Table 3 presents comparisons of precision for each cat-
egory on the MIO-TCD classification challenge dataset.
It indicates that balanced sampling is able to improve the
recall for vehicle classification obviously, particularly for
classes that is not dominant such as Pedestrian andWork van.

With regard to the overall performance, we got
0.8844 mean recall, 0.9776 classification accuracy, 0.9201
mean precision, and 0.9651 Cohen Kappa Score on verifi-
cation data. The performance comparison with other deep
learning models are shown in Table 4, which demonstrate the
proposed scheme is able to increase mean precision to some
extend, compared with the baseline algorithms. Concretely,
the proposed DCEM-BS improves the mean precision by
more than 2% in contrast to the single models. Moreover,
DCEM-BS is better than DCEM in terms of performance,
which indicates that our balanced sampling tactic is effective.

Figure 5 presents the vehicle classification confusion
matrix of the proposed method. The confusion matrix
demonstrates that the proposed vehicle classification scheme
can classify rare classes such as Pedestrian and Work
van accurately. Due to the overwhelmingly dominant posi-
tions in training data, Background and Car are easily
classified correctly. Finally, we randomly visualized some
results of proposed scheme in Fig 6 on the MIO-TCD clas-
sification challenge dataset. Our model sometimes failed
to make good predictions especially when the images are
blurred or details of objects are missing.

More results of the proposed scheme can be found in the
MIO-TCD classification challenge related web page.4

4http://podoce.dinf.usherbrooke.ca/methods/classification/199/

VOLUME 5, 2017 24423



W. Liu et al.: Ensemble Deep Learning Method for Vehicle Type Classification on Visual Traffic Surveillance Sensors

FIGURE 6. Visualization results of the proposed scheme on the MIO-TCD classification challenge
dataset. The most right column shown in the red box are suspected misclassifications. For the
convenience of showing, the aspect ratios of images have been changed.

V. CONCLUSION
To correctly classify vehicle type on images acquired from
visual traffic surveillance sensors, we proposed an image
classification scheme based on ensemble deep learning.
The proposed vehicle classification scheme consists of two
main stages. In the first stage, data augmentation with
balanced sampling is applied to alleviate the unbalanced data

set problem. In the second stage, an ensemble of convo-
lutional neural network models with different architectures
is constructed with parameters learned on the augmented
training data set. Experiments on theMIO-TCD classification
challenge dataset demonstrate that the proposed method is
able to increase mean precision to some extend, compared
with the baseline algorithms.
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