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ABSTRACT Many classical visual odometry and simultaneous localization and mapping methods are able
to achieve excellent performance, but mainly are restricted on the static scenes and suffer degeneration
when there are many dynamic objects. In this paper, an efficient coarse-to-fine algorithm is proposed for
moving object detection in dynamic scenes for autonomous driving. A motion-based conditional random
field for this task is modeled. Particularly, for initial dynamic–static segmentation, a superpixel-based binary
segmentation is processed, and further for refinement, a pixel-level object segmentation in local region
is performed. Additionally, to reduce the projection noise caused by disparity estimation, an approximate
Mahalanobis normalization is provided. Finally, in order to evaluate the proposed method, two relative
methods are compared as baseline on the public KITTI data set for visual odometry and moving object
detection separately. The experiments show the effectiveness and improvement on odometry when the
dynamic region is removed and also on moving objects detection.

INDEX TERMS Moving object detection, visual odometry, dynamic-static segmentation, conditional
random field, approximate Mahalanobis normalization.

I. INTRODUCTION
Simultaneous Localization and Mapping (SLAM) is a fun-
damental module to autonomous vehicle and helps to fuse
spacial and temporal information from multiple frames,
improving the ability of perception for autonomous driving.
With decades’ efforts, the techniques of SLAM have been
improved greatly [1]. However, typical SLAM algorithms
tacklemainly static scenes and seldom dynamic cases [2]–[5],
where the dynamic parts are removed by simple robust
weighting strategy [5] or basic RANSAC scheme [6]. These
often work when there is only a small part of dynamic objects.
However, when the dynamic parts increase to a significant
amount in a whole scene, the system suffers the degenera-
tion. The features used for robust relative pose estimation
probably come from the dynamic parts which contaminate the
performance.

Therefore, many works begin to focus on motion segmen-
tation or rigidly moving object detection in dynamic scenes.

Unlike some methods optimized only on super-pixel
level or direct on pixel level [8], [9], our proposed algo-
rithm combines both to introduce a dense optical flow based
two-stage coarse-to-fine algorithm using conditional random

field model. Figure 1 illustrates a typical result of our algo-
rithm. Our goal is not only to segment the dynamic and static
regions in a scene but also to estimate the 6-DOF motion of
each object including the background, namely the ego-motion
of the vehicle.

The contributions in this paper are summarized as follows:
1) a pipeline for two-stage coarse-to-fine moving object

detection is presented;
2) a dense scene flow based conditional random field

model is proposed;
3) an approximate Mahalanobis normalization is modeled

in order to reduce the projection noise caused by dispar-
ity estimation;

4) experiments are made to evaluate the effectiveness and
improvement on visual odometry by removal of mov-
ing regions and also on moving object detection.

II. RELATED WORKS
For motion estimation and rigidly moving object detection in
dynamic scenes, many representative approaches have been
studied on this task.

In computer vision field for motion estimation, the related
works of Vogel et al. [10] and Menze and Geiger [11]
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FIGURE 1. Illustration on this issue. (a) It shows the overlap by
reprojecting the previous image into the current image through
ego-motion. The misalignments occur around the moving objects like
cyclist and vehicle due to their motions. (b) The top row shows the
disparity image and dense optical flow both coded in color respectively.
The bottom row shows the proposed final moving objects detection in
light cyan and segmentation in dark color compared to the baseline
method [7] with the detection in red bounding boxes. Note that the green
bounding boxes comes from the projection of ground truth 3D tracklets.

assume the dynamic scenes to be decomposed into many
pieces of 3D planes under rigid motion, and propose delicated
CRF model for pixel-wise highly accurate scene flow field
estimation. Similarly, Yang and Li [12] model the scene to
be multiple piecewise parametric models where the regions
are determined adaptively. Different from other binary label-
ing problem, it has to infer both continuous and discrete
variables at the same time. It exploits high order label cost
constrains as in [13] and also multi-model fitting strategy
as [14] to let regions with similar motions merge automat-
ically, leading to efficient representation and robust flow
estimation. More complicated, Sevilla-Lara et al. [15] extend
the work of Sun et al. [16] and not only apply the robust
local fully-connected layered model to segment the fore-
ground and background, but also leverage the ability of deep
networks to propose a semantic segmentation and estimate
motions on different objects separately. However, their core
idea is to find a best representation on the flow field, but
all of them do not care much on integral objects, therefore
it often appears unreasonably multiple motions on a rigid
object.

Other similar works aim to dynamic object detection
like [17]–[19] which regard different motions as subregions
in a union space leading to a linear subspace clustering
problem where it addresses to find the minimal linear sub-
spaces that best represent the observed motion trajectories.
This method has its advantage that it naturally combines

the motion estimation and clustering automatically in a well
defined mathmematical formula. However, it often has to
tackle the situations where noise or outliers occur, because
this kind of formulation is relatively ideal to the real word
cases.

Instead of the well mathematically formulated method,
a representative work for dynamic object detection from
Lenz et al. [7] exploits the principle that moving objects
have points with different motion compared to neighbors.
Therefore, it builds a graph-like Delauny triangulation net to
model the spatial relationship between each feature point and
then applies Mahalanobis distance to normalize the veloc-
ity to eliminate the uncertainty caused by depth estimation.
Finally use threshold strategy to merge and divide the points
into groups by their motion discrepancies. Other more direct
methods like [20] and [21] both provide dynamic object
segmentation systems based on motion information in which
they just intuitively apply RANSAC based methods to cope
with dynamic scenes. Although they illustrate the effec-
tiveness, yet it does not show significant improvement on
performance.

Some other related works focus more on general object
detection not specifically moving objects. Fulkerson et al. [8]
propose a superpixel based graph model to identify and
localize object classes in images. It firstly aggregates feature
histograms in the neighborhood of each superpixel and then
exploits CRF to refine the result. Wojek and Schiele [9] pro-
pose a dynamic CRF for scene labeling. It relies on classifiers
including object detectors to infer the pixel’s label. Further,
in order to gain the moving object information, it exploits
Kalman filter to predict the motion and sets it into a two
layered CRFmodel. However, this filter-like processing gives
a restrict motion model.

III. SYSTEM OVERVIEW
The proposed system assumes the scenes to comply with
rigidity and also assumes that the objects of a scene are mod-
eled as dynamic and static categories, where the stationary
objects and the background are regarded as static parts while
the moving objects are referred to dynamic parts. Note that,
the output of the system is not only the detection of moving
objects in a scene but also the motion estimation of each
object including the ego-motion of the vehicle itself.

Figure 2 illustrates the pipeline of the proposed system
and the procedures are detailed in the following sec-
tions. Section IV briefly describes the initialization module.
Section V introduces the proposed conditional random field
model as a fundamental formula for two-stage processes
and then followed by section V-C1 and section V-C2 for
explanation. The rest sections are complements to the whole
procedures.

IV. INITIALIZATION
For initialization, some classic methods are utilized. In order
to avoid missing some parts of the scene, a dense opti-
cal flow field is required for point-wise correspondences.
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FIGURE 2. System overview. It consists of four main procedures. In the initialization stage, disparity map and dense optical flow field are computed. Then
the superpixels are obtained from the disparity map. All these outputs are sent together to the CRF model for the next two procedures including the first
stage of initial dynamic-static segmentation and the second stage of moving object segmentation. Finally, some post processing are taken for final
outputs.

Asmanyworks on dense optical flow can provide outstanding
performance [22]–[24], the GPU based FlowNet [24] is
utilized for its computation efficiency. As for the excel-
lent performance, the popular slanted-plane smoothing stereo
matching (SPSStereo) method in [25] is applied. When these
are acquired, the superpixels are computed by simple linear
iterative clustering (SLIC) [26] algorithm on the disparity
map. The initial and updated ego motion are calculated by
method in [6].

V. CRF MODEL FOR COARSE-TO-FINE MOVING
OBJECT DETECTION
In our task, as typical assumption for outdoor scenario, it is
modeled as a set of rigid 3D structures where can be approx-
imately represented as many pieceswise planar superpixels.
It is also assumed that the objects in the scenario only move
rigidly and the total number of them is not limited. As so,
given two consecutive stereo images, our goal is to estimate
both the static and dynamic region, and also their motions
accordingly.

More formally, let L = {0, 1} and O = {ok |k =
0, · · · ,K }, denote the sets of scene labeling and objects
respectively, which K represents the number of moving
objects but with no upper bound. For each pixel i, its attribute
accompanies with label and object information {li, ok}, where
li ∈ L and ok means that it belongs to object class k with
the mapping function k = C(i). The scene is classified as
background (l = 0) and foreground (l = 1). The back-
ground is of the static regions including the stationary objects
while the foreground is of the moving objects like cars,
pedestrians or something unclassified but moves. Each object
ok ⊂ �2 represents subregions in a image domain �2. Note
that the backgroundmotion can be comprehensively regarded
as o0. Given the consecutive stereo image pairs {It−1l , It−1r }

and {Itl , I
t
r } at time t−1 and t with the subscripts denoting the

left and right images, the goal is to inferL andO for all pixels

in the first left reference image. In our method, the system
generally includes two stages for coarse-to-fine processing
while it can be concisely represented as a unified conditional
random field model as Eq. 1:

E(L,O) = ED(L,O)+ λCEC (L,O). (1)

Note that, if optical flow and depth variables are also
included in the CRF model, the final optimization returns
a more accurate estimation. However this consumes much
more time. Actually, the optical flow and depth estimation
algorithms in this work can provide a good result enough for
inference at most cases, so that for efficiency trade-off, it is
not considered in this paper.

A. DATA TERM
The data term mainly takes two assumptions into considera-
tion for motion segmentation. One is that the end point in the
current image from the optical flow should meet the repro-
jection point from the same previous image point; another is
that the corresponding points should be similar in appearance.
Therefore, the data term is modeled as Motion Cue plus
Appearance Cue:

ED =
∑
i

(((1− λα) · ψ
flow
i + λα · ψ

app
i )δ(li = 0)

+λpδ(li = 1)), (2)

where it consists of motion and appearance constrains. The
coefficients λα is a trade-off parameter to make the data
term to be unit one in terms of smoothness term, li is the
label of element i, δ(·) is an indicator function and λp is
a constant for penalty. Note that the basic element i has
different meanings in coarse-to-fine procedures where it rep-
resents superpixel in the fisrt stage while pixel in the second
stage.
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1) MOTION CUE
The motion constrain can be simplely defined based on
Norm-2 distance between two offsets:

ψ
flow
i = ρ(‖f flowi − f proji ‖

2
2, τmo), (3)

where f flowi and f proji represent the optical flow and the offset
caused by reprojection respectively, and τmo is used as a
parameter of robust trancated funtion ρ(·, ·) for normalization
and robust estimation. The function is defined as Eq. 4:

ρ(x, τ ) = [δ(
x
τ
> 1)+ (1− δ(

x
τ
> 1)) · (

x
τ
)]p, (4)

and the power p = 3 is experimentally chosen for nonlinear
mapping to make the discrepancies more distinguished.

However, considering the absolute difference from both
cues f flowi and f proji , it does not refect the true relationship.
Practically, this representation is often error-prone especially
in the middel domain of image due to the noise of the
perspective projection that makes the flow difference close
to observer more accurate than that in the distance. The
affect caused by this measurement noise is shown in Fig. 3.
This clearly shows that with normalization it improves the
performance significantly.

FIGURE 3. Comparison on affect with and without normalization. It is
obviously that with normalization the motion discrepancies on vehicle
can be identified significantly while there seems to be no responses
when without normalization. (a) With Mahalanobis normalization.
(b) Without normalization.

Therefore, in order to normalize the affect in different
regions caused by the perspective projection. An approximate
Mahalanobis distance is expoited and the flow difference is
modified as Eq. 5:

‖1fi‖
2
2 ⇒ (1fi )

T6−1(1fi ), (5)

where 1fi = f flowi − f proji and 6 is the covariance which can
be represented as the error propagation by Eq. 6:

6 = JSJT , (6)

where S is the diagonal measurement noise matrix which
assumes to bewithGaussian noise of 0.5 pixel. The derivation
is detailed in Appendix.

Consequently, the modified data term for motion cue can
be rewritten as Eq. 7:

ψ
flow
i = ρ((1fi )

T6−1(1fi ), τmo). (7)

2) APPEARANCE CUE
Similarly, the appearance constrain is defined as Eq. 8:

ψ
app
i = ρ(Ci, τapp), (8)

where Ci represents the appearance matching cost under the
usual assumption that the corresponding points in consecu-
tive images should have similar appearance. However, only
assume the color cocnsistency can not provide a robust mea-
surement due to ambiguity in many cases. Thus, some robust
features are exploited such as census descriptors. In this
work, in order to normalize the cost for convenience, the for-
mulation used in [12] is introduced for robust comparison
which also assumes that gradients of the rigid scene should
keep consistent. Therefore, the cost function takes the form
as Eq. 9:

Ci = (1− α) · ‖I t−1i − I ti ‖
2
2 + α · ‖G

t−1
i − Gti‖

2
2, (9)

where α is a weght factor, the matching cost is computed by
warping each pixel according to the reprojection operation
and I t−1i and I ti are the color values in consecutive images
from time t − 1 and t respectively, likewise the Gt−1i and Gti
are the corresponding gradients.

B. SMOOTHNESS TERM
The second order smoothness term forces the coherence of
adjacent elements in terms ofmultiple cues including normals
and depths as well as motions. It models the local energy of
element i with its neighbors as in Eq. 10:

EC =
∑
i,j

(γnψnormal
ij + γdψ

depth
ij + γmψ

motion
ij )

+ λpottsδ(li 6= lj), (10)

Here, the three constrains show in similar way of exp nonlin-
ear mapping for robust measurement, but they are modeled in
different aspects. The last term is for potts model that controls
inner consistency.

The normal constrain is detailed as:

ψnormal
ij = exp (−(

deg(i, j)
δn

)2), (11)

where δn is the standard variance and the degree between
neighbor normals as deg(i, j) = arccos (|nTi nj|/(‖ni‖‖nj‖)),
n for normal vector.

The depth constrain is shown as:

ψ
depth
ij = exp(−

(di − dj)2

2
), (12)

where d represents for depth values.
The motion constrain is modeled as:

ψmotion
ij = exp(−

(1fij )
T1fij

2δ2f
), (13)
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where δf is the standard variance, and 1fij = f flowi − f flowj is
the difference of optical flow between neighbors.

C. OPTIMIZATION FOR THE PROBLEM
The optimization is a direct forward approach which mini-
mizes the energy Eq. 1 sequentially for the label and then
the object parameter sets assuming that when one is opti-
mizing, the other remains fixed. The following discusses the
two-stage procedures.

1) SUPERPIXEL LEVEL DYNAMIC-STATIC SEGMENTATION
For a typical scene, at the beginning the number of the
foreground objects and their locations are unkown, which is
the inevitable issue for initial dynamic and static segmen-
tation. From optimization view, this is conducted as initial
estimates and influences the ability to find the correct basin.
Actually, this can be regarded as a two-class segmentation
problem even though there are multiple dynamic regions with
independed motions. Note that our goal is to find the final
dynamic objects seperately, there is no need to consume a
lot of time to get pixel-wise segmentation at this inital stage
especially when there is large background region.

Therefore, the superpixel based dynamic-static segmenta-
tion is processed for efficiency, which can be called as the
first stage for coarse-to-fine detection. In this work, a simple
linear iterative clustering (SLIC) algorithm [26] is applied on
the disparity image instead of color image to obtain the super-
pixels. This is because disparity image holds the depth infor-
mation which can be helpful for object segmentation while
the color image often leads to false segmentation because
the edges of different color regions often are not identical to
object boundaries.

Let Sp denotes the set of superpixels computed from
the disparity image. Each superpixl spi contains N pixels,
the corresponding depths and the computed plane normal.
The energy function focuses on the variable L for two class
segmentation and fixes the variable O. Thus the data term in
Eq. 7 and Eq. 8 are modified to compute the average values
for superpixel i shown as:

ψ
flow
i =

1
N

N∑
j∈spi

(ρ((1fj )
T6−1(1fj ), τmo)), (14)

ψ
app
i =

1
N

N∑
j∈spi

ρ(Cj, τapp). (15)

Similarly, the smoothness constrains have to be modified
to calculate the energy on superpixels as well. Particularly,
the normal constrain compares the normals of pairwise planar
superpixels, while median depth and average optical flow are
applied to compute the depth constrain and motion constrain
respectively.

For inference, this is a binary classification problem which
can be efficiently solved by classic graph-cut method as
in [27].

2) PIXEL LEVEL MOVING OBJECT SEGMENTATION
When the first stage is done, the dynamic regions are detected
and the candidate moving objects are included. However, this
initial segmentation still remains some false positives due to
the assumption that the scene is divided into multiple super-
pixels, making the boundaries not accurate and not suitable
for further motion estimation. Additionally, the inaccurate
estimation for boundaries also incluences the 3D recon-
struction for dynamic scenes, making some ghost points in
3D mapping. Consequently, the second stage for pixel level
segmentation is applied.

For preparation, a simple algorithm that merges the super-
pixels by their spacial distances is exploited to cluster all the
superpixels segmented as dynamic into multiple subregions.
Although some other region growing methods can provide
better results, this proposed method can return a good pro-
prosal. Therefore, the superpixels that belong to candidate
moving objects are grouping into multiple regions and for
each region, it is labeled as ok . Then a bounding box is
calculated to warp this region for local pixel segmentation.
Obviously, in this region, it not only includes the foreground
of moving object but also the background of static region.
Therefore, the goal in the second stage for the energy function
in Eq. 1 is to find the binary segmentation for moving object
detection. Contrary to the first stage, here, it focuses on
the variable O for each object segmentation and fixes the
variable L.
In addition, to keep some helpful prior information from

first stage, the data term is modified as Eq. 16:

ED =
∑
i∈R

([β1((1− λα) · ψ
flow
i + λα · ψ

app
i )

+β2δ(l1i = 1)]δ(l2i = 0)+ λpδ(l2i = 1)), (16)

where R represents the region of the warped bounding box,
and β1, β2 are coefficients to balance the weights between
current observation and previous estimate from the first stage.
Note that the superscript of variable li represents the stage
number which 1 for first stage and 2 for the current second
stage. Hence, the goal for inference in the object bounding
box is to determine the label l2i of each pixel i ∈ R. If it
belongs to foreground, add it into the object set oC(i) where
C(·) is the aforementioned label assignment function. So as
this discussion, it also can be regarded as a binary classifica-
tion problem and solved by the same graph-cut method.

VI. COMPLEMENTARY PROCESSING
A. EGO-MOTION UPDATE
When the first stage finishes, the initial static region is seg-
mented. Thus, the ego-motion should be updated because at
the beginning, the RANSAC based ego-motion is estimated
probably including dynamic regions. Therefore, it should
be esitmated again on only the static regions, leading to
a further distinguishable segmentation. Figure 4 illustrates
this effect by showing the key points for RANSAC based
method. Without the outliers, the rest points all belong to
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FIGURE 4. Illustration on dynamic and static key points for RANSAC
based odometry method. The red circles represent the inliers which are
classified as static points while the cyan stars represent the dynamic
points which are removed to update the ego-motion.

static regions which makes the visual odometry achieve a
better performance.

B. POST-PROCESSING FOR OBJECT MOTION ESTIMATION
After the second stage segmentation, the moving objects are
detected and a refined object region is proposed. However,
some regions are outliers and then removed by some simiple
geometry principles such as object size and its normal direc-
tion to the ground.

Since the purpose of optical flow is the pixel-wise motion,
it often appears multiple motions on an object. While for a
rigid object, it should have only one single motion. For each
object, 3D rigid motion is estimated through RANSAC ICP.
In addition, the background motion, also unkown as the rel-
ative pose of the camera, is estimated after removing all the
dynamic regions.

VII. EXPERIMENTS AND DISCUSSIONS
A. SETTINGS
Basically, the experiments are tested on a laptop with 16GB
RAM and single Intel Core i7-7700HQ with 2.8 GHz,
and the GPU of GTX 1050 with 4G GPU memory
is used for optical flow computation. The algorithm is
implemented in Matlab under Ubuntu 16.04. Through all
the experiments, the expected total number of superpix-
els is N = 1000. The parameters for the algorithm
are a little different in two stages where in the first
stage. {λα, α, τmo, τapp, λp, γn, γd , γm, λC , λpotts, δn, δf } =
{0.2, 0.9, 20, 1/255, 0.4, 0.2, 0.8, 0, 1000, 0.5, 10, 3}, while
in the second stage, some of them are tuned and
some are added: {λp, γn, γd , γm, λC , λpotts, β1, β2} =

{0.5, 0.3, 0.4, 0.3, 100, 0.05, 0.5, 0.5}.

B. DATASET AND BASELINE
In order to evaluate the algorithm, the famous public KITTI
dataset [28] is used for two experiments, one for odometry
evaluationwhich aims to validate the improvement on relative
pose estimation by removing dynamic regions, and another
with some modifications on ground truth for moving object
detection which aims to evaluate the effectiveness and also
the improvement compared to the baseline.

The visual odometry algorithm in [6] is utilized as the
baseline denoted as libviso2 for odometry comparison due

TABLE 1. Total average error for visual odometry on training dataset.

to its efficiency and core idea typically based on RANSAC
scheme.Meanwhile, the comparison for moving object detec-
tion is learnt from [7] because it is one of a few typical
methods that mainly study the problem of moving object
detection. Although its core algorithm also includes tracking
part to improve the performance of entire system, detection is
whatever fundamental to others. Thus, leaving tracking aside,
its moving object detection algorithm is used as baseline
denoted as triTrack for this task.

C. ODOMETRY COMPARISON
Table 1 shows the total average error for visual odometry on
training dataset which consists of 11 sequences and about
23200 frames in total. Since libviso2 [6] is a well studied
method for visual odometry, it still remains issues on drift so
that the performance cannot be improved dramatically even
if the dynamic regions are removed. Additionally, the reason
why they do not differ significantly is probably that the static
scenes account for a large proportion of the dataset so that
the influence only affects on some subsets of the sequences.
Although the total average accuracy is similar to each other,
the improvement can be found in multiple subsets of the long
sequences.

Figure 5 show the cross comparisons on the curves of the
average rotation and translation errors with respect to path
length and speed. In terms of rotation errors, the discrep-
ancies can be ignored since they are merely zeros, except
that when the speed rises up, the rotation error of base-
line method increases more significantly than that of our
method in Fig 5(b). However, in terms of the translation,
this can be illustrated in Fig. 5(c-d) that with dynamic region
removal, the performance is often better than that of baseline.
Particularly, it improves significantly at the spot with respect
to 600m in Fig. 5(c) which is probably that there are more
dynamic objects during that length scope so as to obtain
a better result after removing the dynamic regions. When
compared to the translation error with respect to speed, high
speed probably brings incorrect motion estimation, making
not only incorrect moving objects detection but also false
responses due to motion blur. Nevertheless, the improvement
in Fig. 5(d) shows very clearly that when the speed rises up,
the translation error begins to blow up for both methods but
relatively, our method reduces this affect dramatically.

D. MOVING OBJECT DETECTION
Different to objects detection task, this proposed method
aims at moving objects while the stationary objects are
regarded as negatives. Actually, for moving objects detec-
tion, there is no available dataset for this task specifically.
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FIGURE 5. Comparisons on total average errors for visual odometry performance.

FIGURE 6. Typical qualitative results. The green bounding boxes are the 2D projections from ground truth 3D tracklets, the red ones are the detection
results from baseline triTrack. Our method returns not only the bounding region in light cyan but also the object segmentation within it in relative darker
colors. The first row of each subfigure shows the result of our method with Mahalanobis normalization while the second row without it.

Here, in this paper, a subset of 1 − 70 frames of sequence
2011_09_26_drive_0005_sync is selected for experiment
because there are almost all objects are moving and the
tracklets are available.

However, the original ground truth bounding boxes include
both kinds of objects so that some modifications are made.
The ones for stationay are ignored as well as the ones denoted
as occlusive. Note that, from the qualitative results in Fig. 6,

since the 2D bounding boxes of ground truth are from the
projected corresponding 3D tracklets, the area is somehow
larger than expected. All these bring some bias anyhow. Over-
all, for this settings, the moving objects detection is regarded
as normal object detection task and the similar criteria is
used that successful detection is made if the overlap of the
detected bounding box with that of ground truth is over 50%.
The criteria for average recall and precision take the forms
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TABLE 2. Total average performance for moving object detection.

as Eq. 17: 
Recall =

tp
tp+ fn

Precision =
tp

tp+ fp
,

(17)

where tp is for true positives, fn is for false negatives and
fp is for false positives.

Table 2 shows the total average performance compared
among three methods where +norm and −norm mean that
the method with and without Mahalanobis normalization
respectively. From the recall, it shows that without Maha-
lanobis normalization, the false negatives are significantly
more than that with normalization. Nevertheless, for our pro-
posed method, it improves about 20% on recall and 35% on
precision compared to the baseline.

Figure 6 shows some typical qualitative results. Among
them, it shows the general performance on moving object
detection and segmentation. In normal cases that no region
is occlusive such as depicted in Fig. 6(a)(b), the detec-
tions are well achieved while the baseline triTrack method
returns inaccurate bounding boxes. In hard cases like shown
in Fig. 6(e)(f), the occlusion happens. Although the ground
truth ignores the moving vehicle, our method still detects
it and well segmented. Compared to our method without
Mahalanobis normalization, the motion area is more discrim-
inative, leading to a better detection for object region.

FIGURE 7. Failure cases. (a) Under segmentation on vehicle. (b) Missing
target.

However, our method also suffers some restrictions, caus-
ing failure cases. In Fig. 7, it shows two typical situations
where in Fig. 7(a), the final result only detects part of the

moving vehicle. This missing part is caused probably by the
different illumination to the backlight side so that it makes
the motion similar to the background. In Fig. 7(b), the vehicle
moves straightforward near the optical axis so that there is no
motion discrepancies there as if the vehicle is stationary.

VIII. CONCLUSION
This paper proposes an efficient method for coarse-to-fine
moving object detection in rigid scene for autonomous driv-
ing. It is right for dynamic scenes with rigidly moving objects
and just complementary to a set of classic visual odometry
methods which are designed originally for static scenes. The
proposed method is basically divided into two stages. In the
first stage, a superpixel based binary segmentation is applied
for initial dynamic region detection. Further in the second
stage, a pixel level segmentation is used for refinement.
Additionally, in order to normalize the noise affected by
depth estimation, an approximateMahalanobis normalization
is deduced. Although there is no specific dataset for this
moving object detection task, the modifications are made and
the experiments are taken to show the effectiveness compared
to two baseline methods for odometry and moving object
detection respectively. The results show that the proposed
method improves the performance and has the ability to build
a robust map in not only classic static scenes but also dynamic
scenes.

In the future, with the ability of modeling for dynamic
scenes, more advanced applications can be done such as
multi-frame obstacle detection like [29] and 3Dmappingwith
dynamic objects.

APPENDIX
To compute the discrepancy of optical flow and the reprojec-
tion offset is equal to compute the distance of the end points
in the target image.

Note that 1f = f flow − f proj is modeled for motion
consistency assumption. It can be decomposed as Eq. 18:

1f = f flow − f proj

= x f2 − x
f
1 − (x t2 − x

t
1), (18)

where [x i1, x
i
2]
T , i ∈ {f , t} represents the corresponding

image positions in sequential times. The right superscripts
represent the categories of flow f and reprojection offset t
respectively. However, this two kinds of position differences
share the same initial image position, i.e. x f1 = x t1 and the
formula is derived as Eq. 19:

1f = x f2 − x
t
2

= [uf , vf , 1]T −K · T ·K−1 · [ut , vt , 1]T , (19)

where [ui, vi, 1]T , i ∈ {f , t} represents for homogeneous
image coordinates. K and T are camera intrisic matrix and
transformation matrix respectively which are define as Eq. 20
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and Eq. 21.

K =

fo 0 u0
0 fo v0
0 0 1

, (20)

where fo here presents the focal length, [u0, v0] is the principle
point coordinate, and

T =

R11 R12 R13 t1
R21 R22 R23 t2
R31 R32 R33 t3

. (21)

where all Ri,j, ti, {i, j} ∈ {1, 2, 3} are the elements of the
rotation matrix and translation vector respectively.

Here, some auxilary equations are defined as Eq. 22:
f1(u, v) = fo · (R11 · X + R12 · Y + R13 · Z + t1)
f2(u, v) = fo · (R21 · X + R22 · Y + R23 · Z + t2)
h(u, v) = R31 · X + R32 · Y + R33 · Z + t3,

(22)

where [X ,Y ,Z ]T is the 3D space coordinate of corresponding
image point [u, v]T , which is shown as Eq. 23:

X = Z ·
u− u0
fo

Y = Z ·
v− v0
fo

.
(23)

Therefore, substituting these equations into Eq. 19,
the motion discrepancy is finally derived as Eq. 24:

1f = [11
f ,1

2
f ]
T
=

u
f
−
fo · f1(ut , vt )
h(ut , vt )

− u0

vf −
fo · f2(ut , vt )
h(ut , vt )

− v0

. (24)

In order to achieve covariance matrix for normalization,
the Jacobian matrix of this 1f with respect to image coor-
dinate is required. However, to simplify the derivation for
optical flowwith respect to image coordinate, it assumes to be
weakly related between them because this is not the dominent
influence compared to the disparity measurement. Therefore,
assume uf and vf to be constant and remain ut and vt with the
superscripts omitted for simplicity. Thus, the Jacobian matrix
is approximated as Eq. 25:

J =
∂1f

∂uv
=


∂11

f

∂u

∂11
f

∂v
∂12

f

∂u

∂12
f

∂v

, (25)

where the derivatives are:

∂11
f

∂u
= −

[R11 · Z · h(u, v)− f1(u, v) · R31 · Z ]
h2(u, v)

∂11
f

∂v
= −

[R12 · Z · h(u, v)− f1(u, v) · R32 · Z ]
h2(u, v)

∂12
f

∂u
= −

[R21 · Z · h(u, v)− f2(u, v) · R31 · Z ]
h2(u, v)

∂12
f

∂v
= −

[R22 · Z · h(u, v)− f2(u, v) · R32 · Z ]
h2(u, v)

.

(26)

When the Jacobian matrix is obtained, the covariance is
computed as:

6 = JSJT ,

where S is the diagonal measurement noise matrix which
assumes to be with Gaussian noise of 0.5 pixel as:

S =
[
0.5 0
0 0.5

]
. (27)

As discussed above, this simplified processing here is
called as approximate Mahalanobis normalization.
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