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ABSTRACT In multi-hop relay networks, the improving end-to-end sum rate is a challenging issue.
Although a new cooperative beamforming called virtual multiple-input multiple-output (MIMO) has been
introduced as a possible solution, conventional virtual MIMO systems have severe signaling overhead among
master and source nodes when the number of hops increases. To resolve this problem, a broadcast virtual
MIMO system and a virtual MIMO broadcasting transceiver (VMBT) have been proposed to reduce the
computational complexity and improve the end-to-end sum rate. However, the application of such methods
is limited to environments wherein interference from other links and networks is not considered. Thus,
it is difficult to apply them to practical multi-hop relay networks. In this paper, we propose a generalized
version of the VMBT in which intra- and inter-network interferences are simultaneously caused by multiple
transmission of clusters in the same network and each network’s usage of the same frequency band,
respectively. To achieve this goal, we propose an effective interference nulling VMBT scheme. Simulation
results show that the proposed scheme has efficient performance in terms of average end-to-end sum rate
compared with conventional schemes.

INDEX TERMS Effective interference nulling, multiple transmission, single frequency network, virtual

MIMO broadcasting transceiver.

I. INTRODUCTION

Increasing the end-to-end sum rate in wireless ad-hoc net-
works is required in many applications, such as smart
cities [1], smart grid [2], Internet of Things (IoT) [3], and alert
systems for natural disasters [4]. In wireless ad-hoc networks,
sensor nodes should communicate with each other at high link
capacity for a given power limitation. In addition, in recent
years, the demand for multimedia services over wireless ad-
hoc networks has significantly increased, increasing the need
for a technique for achieving high link capacity [5], [6].
Toward this goal, cooperative beamforming (BF) using a
multiple-input multiple-output (MIMO) technique has been
considered. However, cooperative BF has been primarily
investigated for cellular networks [7]-[10] and cellular-based
relay networks [11]-[13]. In [7]-[13], the role of network
components such as base and relay stations is predetermined,
and each base (relay) station knows the topology of network
including the location information of each other. In addition,

it is assumed that transmit data and channel state information
for cooperative BF among base stations and relay stations are
exchanged via wired backhaul. On the other hand, in general
wireless ad-hoc networks, the role of each node is changed
dynamically based on detection of event and residual energy
among nodes. Moreover, there is no network infrastructure
such as wired backhaul. Therefore, each node needs to update
the identity and location information of its adjacent nodes for
cooperative BF. In contrast to cellular and cellular-based relay
networks, practically, it is inefficient to share the channel
information among nodes due to uncertainty of role and lack
of resource.

To overcome this difficulty, a new cooperative BF tech-
nique called virtual MIMO has been introduced by the
authors [14], [15]. In conventional virtual MIMO systems,
each cluster is composed of adjacent nodes equipped with
a single antenna, and the cluster performs like a multiple-
antenna node. To transmit a signal cooperatively to a
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neighboring cluster, the source node must first transmit the
signal to adjacent nodes in the same cluster. Moreover, each
cluster must have a master node that gathers the received
signal from adjacent nodes in the same cluster, decodes
the symbols, and retransmits them to the adjacent nodes.
In addition, the master node must collect the intra-cluster
channel information to construct the BF vector required
to transmit such channel information to the next cluster.
Therefore, in conventional virtual MIMO systems, addi-
tional time redundancy is required to gather, decode, and
retransmit data symbols, and signaling overhead associated
with intra-clustering channel information is also required.
These factors decrease the performance of conventional vir-
tual MIMO-based wireless ad-hoc networks. In addition,
the complexity of such wireless ad-hoc networks exponen-
tially increases with the number of hops because of the high
signaling overhead and low time efficiency.

This problem has been one of the most challenging
issues in virtual MIMO-based wireless ad-hoc networks
using multiple-antenna nodes [16]-[18]. Although virtual
MIMO relay systems using multiple-antenna nodes have been
studied [19]-[21], the issue has not been resolved.

To address signaling overhead, we proposed a broadcast
virtual MIMO system (BVMS) to reduce the complexity of
virtual MIMO relay systems [22]. Since the BVMS does
not require a master node, it is not necessary to gather
the received signal, decode symbols, or collect intra-cluster
channel information to construct a BF vector at the master
node. Thus, the BVMS effectively reduces the complexity
and time redundancy compared with conventional virtual
MIMO systems. In addition, to improve the end-to-end sum
rate of the BVMS, the max-min (M 2) BF technique has been
proposed [22]. However, the M? BF technique is designed
for a limited environment where each node is equipped with
a single antenna. Therefore, if each node is equipped with
multiple-antennas in the BVMS, applying this technique to
the BVMS is difficult. To overcome this limitation, we have
developed a framework to design a virtual MIMO broad-
casting transceiver (VBMT) for the BVMS [23]. A VMBT
based on the channel ellipse property (VMBT-CEP) and the
iterative algorithm of the VMBT (IA-VMBT) have been
proposed to construct a receive weight vector, which was not
included in [22].

However, M? BF [22], VMBT-CEP, and IA-VMBT [23]
can be applied to a limited environment assuming that each
network is a multiple frequency network (MFN), such that
inter-network interference does not occur. In addition, for
multi-hop relay transmission, it is also assumed that only
one cluster transmits the signal to the next cluster while the
other clusters wait their turn (single transmission; ST); thus,
intra-network interference does not occur. In other words,
inter- and intra-network interferences are not considered
in [22] and [23].

To adapt the BVMS to a practical wireless ad-hoc net-
work, it is necessary to address the performance degradation
problem caused by intra- and inter-network interferences.
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In order to reduce the interferences, zero-forcing beamform-
ing (ZF-BF) techniques have been researched by using the
full channel information [24]-[26]. When the channel vectors
of the selected nodes in the receive cluster are orthogonal with
each other, a higher sum rate throughput can be obtained.
In general, as the number of nodes in the receive cluster
increases, the sum rate performance becomes better. ZF-BF
techniques utilize the multi-node diversity gain to achieve
high sum rate throughput. However, if the number of nodes
in the receive cluster is not enough to obtain the diversity
gain, poor performance could be observed. In general, the per-
formance of ZF-BF techniques decreases as the number of
nodes also decreases. After all, it is difficult to select the
nodes whose channel vectors are orthogonal to each other.
In general virtual MIMO systems including the BVMS, each
cluster has fewer nodes, which makes it difficult to achieve
the multi-node diversity gain with ZF-BF techniques. There-
fore, itis necessary to develop a suitable interference handling
scheme for the BVMS in which multi-node diversity cannot
be fully utilized. Therefore, in this study, we propose an
effective interference nulling VMBT (EIN-VMBT) scheme
for the BVMS when such interferences occur. In addition,
to obtain a general solution, it is assumed that each node is
equipped with multiple antennas.

The main contributions of this study are as follows.
(1) Based on previous studies [22], [23], we develop a
complete BVMS for a practical wireless ad-hoc network
that is generalized with multiple antennas and intra- and
inter-network interferences’ parameters to overcome perfor-
mance degradation due to interference. (2) In a general-
ized interference environment where intra- and inter-network
interferences occur, we propose EIN-VMBT. EIN-VMBT
eliminates interference to achieve a high end-to-end sum
rate for the BVMS. When intra- and inter-network interfer-
ences occur, the proposed EIN-VMBT improves the average
end-to-end sum rate compared with conventional schemes.
(3) To construct suboptimal transmit and receive weight
vectors of each cluster, we propose an iterative algorithm
that converges within less than five iterations on average.
(4) In addition, to maximize the multi-hop link capacity,
we propose a criterion for selection of ST and multiple trans-
mission (MT), and a transmit power control scheme.

In Table 1, the conventional and proposed schemes are
summarized and compared in terms of master node, transmit
weight vector, receive weight vector, frequency band, multi-
hop transmission, and interference. In singular value decom-
position (SVD)-based BF, the master node in each cluster
must gather the received signal from adjacent nodes in the
same cluster [16]-[18]. In contrast, in BVMS-based schemes,
such as M? BF, VMBS-CEP, IA-VMBS, and EIN-VMBS,
the master node does not need to gather the received signal
from adjacent nodes in the same cluster.

In SVD BE, the transmit (receive) weight vector is con-
structed using the first right (left) singular vector of the chan-
nel matrix, which corresponds to the largest singular value.
In M? BF, the transmit weight vector is designed to maximize
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TABLE 1. Comparison of conventional and proposed schemes.

Scheme Master Transmit weight vector Receive weight vector Frequency Multlthp Interference
node band transmission
SVD BF [16-18] o First right singular Vegtor First left singular Vegtor MEN Smgle‘ X
of the channel matrix of the channel matrix transmission
Construct transmit weight Single
2
Conventional M® BE [22] X vector using GO M? BF X MEN transmission X
schemes i i i
VMBT-CEP [23] X Construct receive wei ght MFN Smgle. X
vector using CEP transmission
Construct transmit weight Construct receive weight Single
[A-VMBT [23] X | vector using GO M2 BF . & MFN ge X
. . vector using [A transmission
w.r.t. receive weight
vector . . Single and | Intra- and inter-
Proposed EIN-VMBT X Construct receive wei ght SFN, multiple network
scheme vector using EIN MFN L .
transmissions | interferences

the minimum capacity in the same cluster and is constructed
using the global optimal (GO) M2 BF. In addition, con-
structing the receive weight vector is not necessary because
M? BF is designed for an environment with single-antenna
nodes. VMBT-CEP, IA-VMBT, and EIN-VMBT construct
the transmit weight vector with regard to the receive weight
vector using GO M 2 BF. In VMBT-CEP and TA-VMBT,
the receive weight vector is constructed to maximize the
minimum link capacity of the channels. However, the receive
weight vector in EIN-VMBT is constructed to eliminate
intra- and inter-network interferences.

As shown in Table 1, the conventional schemes (SVD BF,
M? BF, VMBT-CEP, and IA-VMBT) do not consider intra-
and inter-network interferences because these schemes are
designed for ideal interference-free environments based on
ST over MEN. On the other hand, EIN-VMBT is designed for
an environment where more than one cluster transmits signals
simultaneously and all the networks share the same frequency
band; consequently, intra- and inter-network interferences do
occur.

The remainder of this paper is organized as follows.
In Section II, the motivation for this study is described
through a comparison of the relay method for a conventional
virtual MIMO system (CVMS), BVMS-ST, and BVMS-MT.
In Section III, the system model for the BVMS-MT over
a single frequency network (SFN) where each node has
multiple antennas is described. In Section IV, the pro-
posed EIN-VMBT, which maximizes link capacity and
effectively eliminates intra- and inter-network interferences,
is described. Simulation results are provided in Section V,
and conclusions are presented in Section VI.

Il. MOTIVATION

Fig. 1 shows how a signal is delivered from the source to
a destination node according to each scheme. In CVMS,
the master node in each cluster gathers the received signals
from adjacent nodes, decodes the symbol, and retransmits
it to adjacent nodes. Then, all nodes including the master
node in the cluster decode the symbol and transmit it to the
next cluster. On the other hand, in BVMS, each adjacent
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node decodes the symbol individually and broadcasts it to
nodes in the next cluster at the next time slot. In CVMS and
BVMS-ST, this procedure is consecutively performed until
the signal is sent to the destination node. In addition, since
only one cluster transmits the signal to the next cluster in con-
ventional schemes based on CVMS and BVMS-ST, as shown
in Table 1, it is not necessary to consider interference caused
by other clusters.

However, in multi-hop relay networks, it may be possible
to obtain higher link capacity when multiple clusters simul-
taneously transmit signals even if intra-network interference
occurs. For this reason, BVMS-MT is considered. To achieve
high link capacity, the source node in BVMS-MT transmits
a new signal even though the other cluster still transmits the
previous signal, as shown in Fig. 1. Fig. 2 provides an exam-
ple of BVMS-MT in which the two clusters simultaneously
transmit signals to the next clusters. As shown in Fig. 2, intra-
network interference occurs and it may cause performance
degradation at nodes in the receive clusters / and I’. However,
in this study, it is assumed that the receive cluster I’ undergoes
relatively low interference from the transmit cluster / — 1,
as shown in Fig. 2. Thus, it is assumed that interference is
negligible and the transmit cluster I/ — 1 can construct its
transmit weight vector using conventional IA-VMBT without
considering interference from the transmit cluster / — 1.

To alleviate performance degradation at cluster / caused by
intra-network interference and improve link capacity between
clusters / — 1 and [/, we focus on how the transmit cluster / — 1
and the receive cluster / construct BF vectors. In particular,
the proposed EIN-VMBT enables the transmit cluster  — 1
to construct its transmit weight vector without the receive
weight vector information from the receive cluster /. In addi-
tion, the receive cluster / constructs its receive weight vector
to eliminate intra-network interference from the next transmit
cluster I — 1. Details of the EIN-VMBT procedure for MT are
presented in Section IV-A.

According to the volume of interference, which depends
on the transmit power of each transmit cluster, it is possible
that the link capacity achieved by ST will increase more than
the link capacity achieved by MT. In addition, it is possible
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FIGURE 1. Relay procedure for CVMS and BVMS. (a) CVMS for a node equipped with single antenna. (b) BVMS for a node equipped with multiple
antennas.
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FIGURE 2. Example of BVMS-MT when two clusters transmit signals
simultaneously.

that the link capacity obtained by MT can be increased
by controlling the transmit power of each transmit cluster.
Therefore, it is necessary to find a criterion for the selection
of ST and MT, and a transmit power control strategy to
achieve high link capacity. Toward this goal, multi-hop power
control for MT is proposed in Section IV-B. The feasibility
of simultaneous transmission and multi-hop power control is
measured through algorithm development and performance
measurement.

Fig. 3 shows a schematic illustration of the BVMS over
MEN and SFEN. In SFN, since all networks use the overall
frequency bandwidth, the frequency efficiency of SFN can be
better than that of MFN. In addition, if interference from other
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FIGURE 3. Schematic illustration of the BVMS over MFN and SFN.
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networks is reduced by employing an interference nulling
scheme, the overall link capacity of an SFN will be greater.
However, since conventional schemes (SVD-BF, M? BF,
VMBT-CEP, and IA-VMBT) do not consider inter-network
interference, using such schemes for an SFEN is ineffective.
To achieve high overall link capacity and eliminate inter-
network interference, we focus on how the transmit cluster
! — 1 and the receive cluster / construct their BF vectors in
EIN-VMBT. The procedure of EIN-VMBT over an SFN is
detailed in Section IV-C.
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Ill. SYSTEM MODEL

The generalized network architecture is described in this
section. In this paper, a wireless mesh network topology is
considered and each node autonomously constructs its own
cluster with the adjacent nodes. In order to figure out which
nodes are the adjacent nodes, some nodes which are selected
randomly broadcast an advertisement message to the rest of
the nodes. The rest of the nodes measure the signal strength
of the advertisement message and report their measurement
information to the nodes which broadcasted the advertise-
ment message. Therefore, it is possible for the nodes to know
which nodes are the adjacent nodes. Then, each cluster is
formed based on the signal strength. When a node detects
an event, it becomes a source node. In addition, the cluster
which includes the source node becomes a source cluster.
A destination node is selected randomly and the cluster which
includes the destination node becomes the destination cluster.
Then, the other clusters excluding the source and destination
clusters become relay clusters.

In this architecture, multiple clusters simultaneously trans-
mit signals, each network uses the same frequency band,
and intra- and inter-network interferences simultaneously
occur. Let L be the number of clusters, / be the cluster
index, [ € {1,---,L}, T be the number of networks, ¢ be
the network index, ¢t € {1,--- ,T — 1}, and K; be the num-
ber of nodes in cluster /. It is assumed that each node has
M antennas. The receive signal for node k in cluster / can be
expressed as

1 ’
Yok = Higwi—1s +Hy pwpy_ys
&—/——/

intra-network
interference

T—1 2
+ YD H Weesie e (1)

t=1 c=1

A erierence’

where H; ; is an M x K;_1M-dimensional virtual MIMO
channel matrix between the nodes in cluster [ — 1; w;_ is the
K;_1M x 1-dimensional transmit weight vector at cluster / — 1
(lw;—1]l = 1) and node k in cluster /; s is the transmit symbol
from cluster [ — 1; H{ « is the interference channel matrix
to node k in cluster /; wy_ is the transmit weight vector
of cluster I; s’ is the symbol from the other cluster I/ — 1;
¢ is transmit cluster index; H{, kot is the interference channel
matrix between node k in cluster / and transmit cluster ¢ from
network #; w; . and s; . are the transmit weight vector and
symbol in transmit cluster ¢ from network #, respectively;
and n; 4 is an M x 1-dimensional noise vector at node k in
cluster /. Here, it is assumed that all elements of H; ; are
independent with each other and have the same complex zero-
mean Gaussian distribution. The element of the i row and
j™ column of H; ; can be expressed as

1

—%( o Zij 2

Hylij =

VOLUME 5, 2017

where d; ; is the distance between the nodes in cluster / — 1
and node k in cluster /, n is the path loss exponent, and z; j is a
zero-mean unit-variance complex Gaussian random variable.

In general, it is difficult to simultaneously eliminate intra-
and inter-network interferences. Therefore, in this study,
eliminating the dominant interference between intra- and
inter-network interferences is considered a possible solution.
Thus, it is necessary for a transmit cluster to know which
interference is more dominant to link capacity. Toward
this goal, a time-synchronized network model is applied,
as shown in Fig. 4. In the time-synchronized network, each
node autonomously constructs its own cluster with the adja-
cent nodes, and the time slot of a cluster is synchronized
with that of other clusters. In addition, a sleep-wake schedul-
ing protocol [27], [28] based on the periodic exchange of
information with a neighboring cluster is applied for network
configuration.

Event Network Configuration
{l‘;:\‘/% and Time Stamp Transmit Signal
Sensing | Beacon | ID o INe W
Cluster 1 £ [i0]
Inter-network Interference Broadcasting
Sleep
ACK CF EZZ
Cluster 2
Channel Feedback Intra-network Interference Broadcasting
el (&[T [T BB
Cluster 3
Receive Signal
ACK CF s s
Cluster 4
I time

Control Signaling Data Transmission

FIGURE 4. Time-synchronized network model for EIN-VMBT.

As shown in Fig 4, if the source cluster (cluster 1) has
an event and data to transmit, it sends a beacon signal that
includes its cluster ID to find its receive and destination clus-
ters. If a cluster receives the beacon signal over a threshold,
it becomes a candidate receive cluster. In addition, the cluster
sends an acknowledgement signal to the source cluster that
includes its cluster ID. After the source cluster receives the
signals from the candidates, it determines the destination
cluster and the receive clusters among the candidates. In addi-
tion, the source cluster transmits a notification signal that
includes time stamp information to measure intra- and inter-
network interferences, and the destination and receive clus-
ters transmit their channel information to the source cluster
for cooperative BF. This control procedure is performed over
the time interval via the control signaling shown in Fig. 4.

After this connection setup is complete, the source clus-
ter transmits data. To measure inter-network interference,
transmit clusters in the same network do not transmit any
data at the time appointed by the time stamp informa-
tion transmitted from the source cluster via control signal-
ing. In addition, the receive cluster broadcasts measured the
inter-network interference information to its transmit cluster.
To measure intra-network interference from the other trans-
mit cluster located in the same network, one transmit cluster
does not transmit anything during the transmission of the
other transmit cluster at the appointed time. During this time,
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the receive cluster measures intra-network interference and
broadcasts this information to its transmit cluster. In addi-
tion, it is assumed that the measurement of intra- and inter-
network interferences is alternatively repeated during data
transmission.

Through the above procedure, it is possible for the transmit
cluster to receive information about intra- and inter-network
interferences and determine which type of interference is
more dominant to link capacity. According to the domi-
nant interference, the procedure of constructing transmit and
receive weight vectors that eliminate dominant interference
and maximize link capacity is described in the next section.

IV. EFFECTIVE INTERFERENCE NULLING VMBT

A. EFFECTIVE INTRA-NETWORK INTERFERENCE

NULLING VMBT

For simplification, it is assumed that intra-network interfer-
ence is dominant to link capacity and that the influence of
inter-network interference is comparatively negligible. Then,
the receive signal in (1) can be written as follows.

Yok =Hyewi_ys + H] w15’ + i (3)

Since the capacity depends on the minimum capacity among
the links, the capacity of cluster / can be written as

ey Hy w1 |?
|1'l,kH{’le’—l >+ N

n}(in log, {1+ )

where r; ; is the 1 x M-dimensional receive weight vector
for node k in cluster [ and N = E[|r1,kn1,k|2] is the noise
variance.

To eliminate interference and improve the capacity in (4),
the receive nodes in receive cluster / construct the receive
weight vector. In addition, it is assumed that the transmit
cluster / — 1 in Fig. 2 has Hf « and wy_; through feedback
from the receive nodes and from another transmit cluster
I’—1, respectively. Therefore, the signaling overhead required
to acquire the knowledge of Hf . and wy_y occurs. The infor-
mation is transmitted only once to the transmit cluster / — 1
at the initial stage before performing EIN-VMBT. Through
H{  and wy_; fed back from each receive node, the transmit
cluster [ — 1 knows that each receive node will construct the
receive weight vector r;  to eliminate the interference H{ e
Therefore, the transmit cluster / — 1 constructs its weight
vector w;_1 based on interference nulling at the receive
cluster /.

Let by = H] wy_i/|H] wy_i|| and by, --- by be
orthonormal to each other (blej = 0,|bjll = 1,i #j
where the superscript H indicates conjugate transpose). The
vectors by, - -- , bys_1 are the basis of Null(b;,[), where the
superscript T indicates transpose. Using b;, H; xw;—1 can be
written as

M—1
H; w1 = Z a;b; + ayby (5)

i=1
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where a; is the complex value representing the magnitude
and phase of the b; component in H; ;w;_1. The receive
weight vector r; ; comprises b, ... ,bf/l_l to satisfy the
condition r;, kH{’ «Wr—1 = Ofor interference nulling. To max-
imize |r; ¢ H; rw;—1| with the condition rl,kH{le/—l =0,
the receive node k in cluster / constructs the receive weight
vector ry i as follows.

M—1 M—1
re=| > abf |/ abl (6)

i=1 i=1

Here, the superscript * indicates complex conjugate.

In addition, the transmit cluster / — 1 knows that each
receive node uses the receive weight vector to eliminate the
interference. Since |rl,kH{’kwl/_1| = 0 in (4), it can be
rewritten as

ey Hy w1 |?
—_— ). @)

min log, (1 + N
To find the w;_1, the transmit cluster [ — 1 constructs w;_
to maximize (7). However, if r; ; is changed, the w;_; should
be modified according to r; ;. Therefore, the transmit cluster
[ —1 must simultaneously consider r; ; and w;_ to maximize
the capacity in (7).

Toward this goal, we propose an iterative algorithm. In the
algorithm, there is no need for the receive node k located in
receive cluster / to feed back its receive weight vector 1y ; to
update the transmit weight vector w;_1. The transmit cluster
[ —1 knows that the receive nodes will construct theirs receive
weight vectors based on (6). In addition, since the transmit
cluster / —1 has the knowledge of H{  and wy_y,itis possible
for the transmit cluster / — 1 to know the receive weight vector
17 i through (5) and (6) according to w;_1, which is updated
in each iteration of the algorithm. In the proposed scheme,
the transmit cluster / — 1 constructs its transmit weight vector
w;_1 using the algorithm. The receive node constructs its
receive weight vector via (6) by itself.

Table 2 shows the detailed procedure for how the transmit
cluster [ — 1 obtains knowledge of the receive weight vector
17 ;. for all nodes in the receive cluster /, and how the transmit
cluster / — 1 constructs its transmit weight vector w;_j.
In Algorithm 1 in Table 2, the parameters utilized in the
algorithm are set where npax is the maximum number of
iterations and ¢ is the maximum error tolerance. In addition,
the iteration index r is initialized to 1. The initial starting
point of ri(n) is randomly constructed as follows.

M M
re(D) =Y g | /D geuf; ®)
i=1 i=1
Here, g ; is a zero-mean unit-variance complex Gaussian
random variable and “f, ; is the i column vector of the
unitary matrix Uy = [ukH,l, S ugM]. Here, Uy is found by
decomposing the channel H; y = Uy X kaH via SVD where
Y isaM x K;_1M-dimensional diagonal matrix of H; ; and

VkH is a Kj_1M x K;_1M-dimensional unitary matrix.
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TABLE 2. Pseudo code of the iterative algorithm for intra-network
interference nulling.

Algorithm 1: Effective Intra-network Interference Nulling

1: Input: H; , H , , Vk € {1,--- , K;} and w4

2: Output: w;_q '

3: Set the maximum number of iterations nmax, Convergence = false
and the maximum error tolerance .

4: Initialize the iteration index n = 1.

cfor k=1t K|

M
6: ri(n) = |:Z gk,iukH,i] /

: end for

: while Convergence = false and n < nmax do

Construct the transmit weight vector w(n) using GO M? BE.
for k=1t K;

M1
rp(n+1) = { > af(”)bfl} /

W

M -
2 Gkl ;
k2

S0 0=

> aj(n)bf!

1=

11:

—

i=

where H; yw(n) = > ai(n)b; +an(n)by.

=1

12: end for

13: if [|[rp(n+1) —rp(n)|| <e Vke{1,---,K;} then
14: Convergence = true

15: end if

16: n=n+1

17: end while

18: for k =1to K;

19: r e = rk(n)

20: end for

2l: w1 =w(n—1)
22: return w;_
23: Terminate.

Through this procedure, the transmit weight vector w(n)
is constructed using GO M 2 BF [22] based on r(mH; i,
which enables mkin |ri(n)H; w(n)| to be maximized. In addi-

tion, to satisfy the condition ry H{ «Wr—1 = 0, the receive
weight vector ry(n + 1) is updated using a}(n) and b{{ ,
i € {l,---,M—1} in (6). The update procedure for w(n)
and ri(n) is repeated until |rz(n + 1) — rr()|| < ¢
for all k € {1,---,K;} or the iteration index n becomes
greater than the maximum number of iterations npmax. If either
Irx(n+1)—rr(n)|| < eforallk € {1,---,K;}orn > npax is
satisfied, the algorithm determines r;  and w;_; using ry(n)
and w(n — 1), respectively.

Through Algorithm 1, the transmit cluster / — 1 has knowl-
edge of r;; for the receive nodes located in the receive
cluster / and obtains w;_; to maximize Ir}(in|rkH1,kw1_1|.

In addition, the receive nodes construct their receive weight
vectors via (6) to satisfy the condition rl,ka) «Wr—1 = 0 for
intra-network interference nulling. In addition, no additional
time redundancy exists when exchanging BF vectors because
the transmit cluster does not need to give the information of
r; . and w;_; to the receive nodes. This is also true for the
receive nodes. The stability of Algorithm 1 is demonstrated
by proving Lemma 1.

Lemma 1: min|ry(n—DH; ;w(n—1)| < min|ry (WH; ;w(n)|.

Proof 1: Referring to the numerical proof used in [23],
here, we prove Lemma 1. In Table 2, Algorithm 1 constructs
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the receive weight vector ry(n) = [Zfi Il a;k(n — l)bfq ] /
Hzf.‘ijla;k(n— Dbt ” to maximize [ri(mH; w(n — 1)
with the condition rk(n)Hf’ «Wr—1 = 0. Therefore, since
Itg(n — DHpw(n — D < |[oe(mHew(n — 1)), rr}(in
[ry(n — DH; pw(n — 1)] < rr}(in|rk(n)Hz,kw(n — 1)|. After
the iteration index n is updated as n + 1, the algorithm
constructs w(z) to maximize rr}{in [ri(n)H; xw(n)|. As aresult,
H}{inlrk(n — DHpw(n — 1) < H}jn|rk(n)Hl,kW(”l)| is
demonstrated.

From Lemma 1, the value of mkin [ri(m)H; g wi—1(n)| is

shown to monotonically increases with the iteration index n.
This means that the value of min |ry(n)H; xw;—1(n)| does

not fluctuate. Therefore, it can be stated that Algorithm 1
is sufficiently stable for converging the performance of the
algorithm owing to the monotonically increasing property of
the algorithm. In Section V, the convergence of the algorithm
is demonstrated using simulation results.

B. MULTI-HOP POWER CONTROL FOR MT

As shown in the time table in Fig. 1, to relay one symbol
from the source node to the destination node, L time slots
are required for the BVMS-ST when the number of clusters
passed by the symbol is L. In multi-hop relay networks,
the overall multi-hop capacity relies on the capacity of a link
whose capacity is minimum along the link path. In addition,
since only one cluster transmits the signal to the next cluster
while other clusters wait their turn, intra-network interference
does not occur. Therefore, the capacity of the BVMS-ST can
be expressed as

N

In the BVMS-MT, it is assumed that two clusters are con-
sidered for concurrently transmitting the signal. Therefore,
the capacity of the BVMS-MT can be written as

| ey Hy w1 |2
Cor = — 1 1+ ——). 9
sT = 7 minmin og2< + 9

Py lr Hyowi—1]?
Py lrl,ka,kwlul >+ N
Pi+Pr_y =P (10)

2
Cyr = — minminl 1
ur = 7 pigmn ng( +

where P;_1 and Py _ are the transmit powers of clusters / — 1
and [’ — 1, respectively. The sum of the transmit powers is
P = 1 at each time. Since the transmission of each clus-
ter becomes interference for the transmission of the other
clusters in the BVMS-MT, it is necessary for each cluster to
control its own transmit power to maximize the multi-hop link
capacity.

To satisfy the condition Cyr > Csr, both link capacities
at the two clusters become greater than C=(L /2)Csr as

Pyl Hyowy g

log, | 1+ = >C, (11
(P— szl)ll‘l,ka,szul >+ N
P — Py Hy owy_)? _
log, 1+( ll)|Il,k l,kzl 1l - ¢ (12)
Pr_yry  Hy w1 |2+ N
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Equations (11) and (12) can be rewritten in terms of P;_; as
@€ — V(P H]  wy_ 2+ N)

ey Hp w12 4 € — Dl HY owyr 2

Plry  Hy gwr 2 = 2€ = DN

Py < — it - ~. (14)
2% = Dy Hy w17 + [y Hy owp i

<Py, (13)

Therefore, to satisfy the condition Cy;r > Csr, the range of
P;_1 can be written from (13) and (14) as

o< P <B, (15)
@€ — D(PlrrH w12+ N) (6
o = N
ey Hyowi—1 |2 + (2€ — 1)|l‘1,ka,kW1’71 2

Plry Hy gwya | = 2€ = DN
(€ - 1)|1‘1/,1<Hf/,kW1—1|2 + |y 1 Hy powp |2

7)

It is possible to allocate the sub-optimal transmit power of
cluster [ — 1 as P;_1 = (a + B)/2 to satisfy the condition
Cyr > Csr. Inaddition, if each cluster employs Algorithm 1
(Table 2), 1 H ywy—1| = 0 and |ry (Hj, w1
Therefore, (15) can be rewritten as

Q¢ —1)N

Plry  Hy gwy— 1 [>—2€ =N
7 Hy owi—1 |2

<P <
Iy Hy w12

(13)

In this case, o and B can be redefined as o = (ZC -1
N /v Hy gwi—1|? and B = {Plry  Hy gowy 112 —(2€ = 1N}
/ |r1r,kH1r,kw1/_1|2, respectively. Therefore, in EIN-VMBT,
if ¢ < B, P;—1 for (18) is found and allocated to the cluster
I —1asP;_; = (a+ B)/2. In addition, Py_; = P — P;_ is
allocated to the other cluster I’ — 1. In contrast, if & > 8, P;_1
does not satisfy (15) and (18) for Cyyr > Cgsr. Therefore,
if the condition o < B is not satisfied by any of the clusters,
ST is performed rather than MT.

C. EFFECTIVE INTER-NETWORK INTERFERENCE

NULLING VMBT

Contrary to Sections IV-A and IV-B, here, it is assumed that
inter-network interference is dominant to link capacity and
that the influence of intra-network interference comparatively
negligible. In this paper, which interference is more dominant
to link capacity is determined by comparing the absolute
values of inter- and intra-network interferences. The measure-
ment process of these interferences is described in Section I11.
Then, the receive signal in (1) can be written as

-1 2
1
Yk = Higwi—1s + Z ZHl,k,,,CWz,cSz,c +n . (19)

t=1 c=1

Under the assumption that ST is applied in each network,
the receive signal in (19) can be rewritten as

T—1
ik =Hywi s+ HI L wisi + 1y (20)

t=1
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where H1 kot is the interference channel matrix between
node k in cluster / and the transmit cluster from network t,
w; and s; are the transmit weight vector and network symbol,
respectively. Then, the capacity of the BVMS-ST over SFN
can be written as

ey Hy gwi—1 2
T—1 ]
Z |rl,kH1,k,,Wt|2 +N

t=1

W
Csiy = — minminlog, | 1
SeN =y mniosr | 1

21

In MEFN, since there is no inter-network interference,
the capacity of the BVMS-ST can be written as

w1l . . ey Hy w2
C = — — minminlo 1+ ——). 22

MEN =77 53 g2<+ N @2)

Let by,---,by—_74+1 be the orthonormal basis of
Null([H{ykylwl ~~Hf’k’T_le,1]T) and let by 742, -+,
by be the orthonormal basis of span([Hf’ WL
H{k T_lwr_l]T). Here, it is assumed that the number of
antennas is greater than the number of networks (T < M).
If T > M, it is impossible to eliminate the inter-
network interference due to lack the orthonormal basis of
Null([H{’kylwl . ~Hf’k’T_le,1]T). Then, Hy yw;_; can be

written as
M—-T+1 M
Hywi 1= Y abi+ Y ab; (23)
i=1 Jj=M—T+2

For inter-network interference nulling, the receive weight
vector Iy must comprise b, ... ’b111{/1—T 4 o satisfy the
condition rl,kH{’k.tw, = 0. To maximize |r; H; xw;_1| with
the condition ry, ka‘ Wt = 0, the receive weight vector r;
is constructed as

M—-T+1 M-T+1
;= [ > af } /D ai. (24)
i=1 i=1
Since rlng{ kW= 0 viar; x, (21) can be written as
w ey Hyowi—1
— 1 1+ —). 25
L g max °g2< * N ()

In the case of w;_y, it is constructed using GO M 2 BF
to maximize (25). However, to obtain r; ; and w;_j, it is
necessary for the transmit cluster / — 1 to obtain knowl-
edge of H{ kot and w; via feedback of other networks, which
requires additional time complexity. In addition, the signal-
ing overhead for the transmission of the information to the
transmit cluster [ — 1 is proportional to the number of net-
works 7. Although the signaling overhead needed to obtain
H{ k. and w; additionally occurs, EIN-VMBT improves the
overall capacity in SFNs. In addition, the information is
transmitted only once to the transmit cluster / — 1 at the initial
stage before performing EIN-VMBT.

Table 3 shows the detailed procedure of the iterative
algorithm for inter-network interference nulling. In Table 3,
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TABLE 3. Pseudo code of the iterative algorithm for inter-network
interference nulling.

Algorithm 2: Effective Inter-network Interference Nulling

Ju—

: Input: H 4, H{M, vk e {l,---,K;} and wy, Vt € {1,---,T—1}

2: Output: w;_1

3: Set the maximum number of iterations nmax, Convergence = false

and the maximum error tolerance .

4: Initialize the iteration index n = 1.

S5:for k=1to K;
M

6:  ri(n)= [Z gk,iukH,i} /
7

M "
2o 9k,iy
7

7: end for

8: while Convergence = false and n < nmax do

9: Construct the transmit weight vector w(n) using GO M? BF.
0 for k =1to K;

M—T+1 M—T+1
11: rg(n+1) = [ > a;‘(n)blH:| / > al(n)bH
1= 1=
M—T+1 M
where H; pw(n) = > ai(n)b; + > aj(n)b;.
i=1 j=M—T+2
12: end for
13: if [rp(n+1) —rg(n)|| <e Vke{l,---,K;} then
14: Convergence = true
15: end if
16: n=n+1
17: end while
18: for k =1 to K
19: ry =ri(n)
20: end for

21: w1 =w(n—1)
22: return w;_1
23: Terminate.

r; r and w;_; can be obtained by modifying ry(n + 1) =
[Z?i Tl ar bt ] / H Y g (ybH ” in Table 2 to
e+ D= [ X aroobt ]/ | ST aoovy!
where H; yw(n) = Z?iIT'H ai(n)b; + ZﬁM—T—ﬂ aj(n)b;.
Since some of the detailed explanations of Algorithm 2
(Table 3) overlap those of Algorithm 1 (Table 2), they are
omitted for brevity.

Using Algorithm 2 (Table 3), it is possible for cluster
I — 1 to obtain r;; and w;_; to maximize (21). In this
manner, EIN-VMBT improves the network capacity by elimi-
nating the interference from other networks. The convergence
of Algorithm 2 is demonstrated via the simulation results
in Section V.

If intra- and inter-network interferences are similar in
magnitude, the performance gain achieved by eliminating
either type of interference is similar. Therefore, it is advanta-
geous for each cluster to eliminate intra-network interference
by utilizing Algorithm 1 rather than Algorithm 2 because
Algorithm 2 requires additional channel and transmit weight
vector information of other networks.

s

V. SIMULATION RESULTS

In this section, we evaluate the performance of the pro-
posed EIN-VMBT through simulation by using MATLAB.
As described in Section IV, since Algorithm 1 and
Algorithm 2 are proposed to eliminate the intra- and
inter-network interferences, respectively, two scenarios are
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considered in the experiments to show the effectiveness of
each algorithm.

e Scenario 1: each network is the MFN. In addition,
MT is performed at each network when the condition
Cur > Cgr is satisfied. Thus, the dominant interference
is only the intra-network interference in this scenario.

o Scenario 2: all networks use the overall frequency band-
width (SFN). In addition, MT is not applied in this
scenario. Thus, the dominant interference is only the
inter-network interference in this scenario.

In each scenario, it is assumed that the distance between the
two adjacent clusters is one, and that the radius of each cluster
is 0.1. In addition, it is assumed that K; nodes are distributed
uniformly in each cluster. The path loss exponent 7 is set to 3.
Under this assumption, for the verification of the proposed
EIN-VMBT, we perform the simulation for the following four
schemes.

o EIN-VMBT: the transmit weight vector is constructed
using GO M? BF and the receive weight vector is
constructed using Algorithm 1 (for Scenario 1) and
Algorithm 2 (for Scenario 2). The multi-hop power con-
trol described in Section IV-B is applied in Scenario 1.

o IA-VMBT: the transmit weight vector is constructed
using GO M? BF and the receive weight vector is con-
structed using IA.

« GO M? BF-Random Rx BF: the transmit weight vector
is constructed using GO M? BF and the receive weight
vector is randomly constructed.

« SVD BF: the transmit weight vector is constructed based
on the first right singular vector of the channel matrix
and the receive weight vector is constructed based on
the left singular vector of the channel matrix.

35

I T
—©— EIN-VMBT
—p— IA-VMBT
—<— GO M BF - Random Rx BF

3 | —e—svDBF

Average End-to-End Sum-rate

10
SNR (dB)

FIGURE 5. Average end-to-end sum rate for EIN-VMBT, IA-VMBT, GO M?2
BF-Random Rx BF, and SVD BF with L =4, K; =2, M =2, T =2, and
W = 2 in Scenario 1.

Fig. 5 shows the average end-to-end sum rate for
EIN-VMBT, IA-VMBT, GO M? BF-Random Rx BF, and
SVDBF with L = 4, K, = 2, M = 2, T = 2, and
W = 2 in Scenario 1. Overall, the sum rates of EIN-VMBT
and IA-VMBT are greater than those of GO M? BF-Random
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Rx BF, and SVD BF. SVD BF consumes 3(L — 1) times
to relay the signal to the destination node [22]. Therefore,
the sum rate of SVD BF is worse than the other schemes
due to the additional time redundancy required to relay the
signal to the destination node. Its performance is even lower
than that of GO M? BF-Random Rx BF when the SNR
is greater than 8dB because the end-to-end sum rate relies
heavily on the time latency of each protocol for multi-hop
relay networking. At low SNR, the link capacity between
the two clusters is important, such that the sum rate of SVD
BF is greater than that of GO M? BF-Random Rx BF. The
performance of EIN-VMBT is better than that of [A-VMBT
at high SNR. As described in Section IV-A, EIN-VMBT
can effectively eliminate the interference from other clusters.
Therefore, the performance gain of EIN-VMBT is better than
that of IA-VMBT.

Fig. 6 shows the average end-to-end sum rate for
EIN-VMBT, IA-VMBT, GO M? BF-Random Rx BF, and
SVDBF withL =4, K, =2, M =3, T =2,and W = 2
in Scenario 1. Overall, the performance gain of EIN-VMBT
is better than that of the other schemes. Compared with the
performance shown in Fig. 5, the performance gain though
the intra-network interference nulling is more evident when
M = 3. The performance gap between EIN-VMBT and
IA-VMBT increases with SNR. Thus, the interference nulling
is more important than the channel gain maximization in the
interference limited channel.

: T
—6— EIN-VMBT
—p— IA-VMBT

—€— Global M” BF - Random Rx BF il

35 1| —de—svD BF L

4
Ny n

[

Average End-to-End Sum-rate

o

o
vy
|

10 12 14 16 18 20
SNR (dB)

FIGURE 6. Average end-to-end sum rate for EIN-VMBT, IA-VMBT, GO M2
BF-Random Rx BF, and SVD BF with L =4, K; =2, M =3, T =2, and
W =2 in Scenario 1.

Fig. 7 shows how often ST and MT are selected in
EIN-VMBT with L = 4, K; = 2, T = 2,and W = 2
in Scenario 1. At low SNR, the number of cases in which
ST is selected is greater than that of cases in which MT is
selected. Contrary to low SNR, in high SNR, the number of
cases in which MT is selected is greater than that of cases
in which ST is selected. After all, according to definition of
a and B, « is in inverse proportion to SNR and S increases
with SNR. Therefore, since it is easy to satisfy the condition
a < B in high SNR, it is observed that MT is more often
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FIGURE 7. Percentage of cases in which ST and MT are selected in
EIN-VMBT with L = 4, K; =2, T =2, and W = 2 in Scenario 1.
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FIGURE 8. Convergence of average end-to-end sum rate according to the
number of iterations for Algorithm 1 with L = 4 and M = 2 in Scenario 1.

selected in high SNR. In addition, it is also observed that the
number of cases in which MT is selected with M = 3 is
greater than that of cases in which MT is selected with M = 2.
The diversity gain of communication channels is proportional
to M. Therefore, if M increases, the condition ¢ < S tends
to be easily satisfied in even a relatively low SNR.

Fig. 8 shows the convergence of the average end-to-end
sum rate according to the number of iterations for
Algorithm 1 (Table 2) with L = 4 and M =2.
In Section IV-A, it is demonstrated that the value of
Ir}(in Ir(¢)H; xw(t — 1)| monotonically increases during
the iteration process. The vertical axis is the average
end-to-end sum rate which is calculated through the value of
n}(in i (¢)H; xw(t — 1)|. To obtain the optimal performance
bound of each case, the optimal weight vectors for each case
are found by the brute-force search. When the number of
nodes in each cluster is two and three, the average end-to-end
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FIGURE 9. Average end-to-end sum rate for EIN-VMBT and 1A-VMBT with
L=4,K=2,M=2,T =2,and W = 2 in Scenario 2.

sum rate rapidly converges to a certain value a little way
off the optimal performance bound after four iterations.
Therefore, as shown in Fig. 8, Algorithm 1 (Table 2) has high
stability.

7.5

5, — — — Optimal performance bound IKI =3
—&— Algorithm 2 (K = 3)
— ¥ — Optimal performance bound IKI =2
—— Algorithm 2 (K = 2)

Average End-to-End Sum-rate

451

1 2 3 4 5 6 7 8 9 10
Number of Iterations (t)

FIGURE 10. Convergence of average end-to-end sum rate according to
the number of iterations for Algorithm 2 withL =4, M =2, T =2, and
W =2 in Scenario 2.

Fig. 9 shows the average end-to-end sum rate for
EIN-VMBT and IA-VMBT with L = 4, K; =2, M = 2,
T = 2,and W = 2 in Scenario 2. The performance of
IA-VMBT according to the power of interference from the
other networks (P;) is shown. As described in Section IV-C,
EIN-VMBT eliminates this inter-network interference such
that it demonstrates the same performance regardless of Pj.
The performance of IA-VMBT becomes worse than that of
EIN-VMBT when P; is relatively high. On the other hand,
when Py is lower than —20dB, the performance of [A-VMBT
is better than that of EIN-VMBT. Although IA-VMBT cannot
eliminate inter-network interference, IA-VMBT can obtain
higher performance if the interference is low enough to
be ignored. On the other hand, if the interference is high,
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EIN-VMBT is more effective to obtain a high end-to-end sum
rate.

Fig. 10 shows the convergence of Algorithm 2 (Table 3)
according to the number of iterations with L = 4, M =2,
T = 2,and W = 2 in Scenario 2. In order to find the
optimal performance bound of each case, the optimal weight
vectors for each case are obtained by using the brute-force
search. When the number of nodes in each cluster is two
and three, the algorithm achieves convergence within less
than five iterations. Even though the algorithm does not
convenge to the optimal performance bound, the convergence
points are only a little away from the optimal performance
bounds. In addition, considering the convergence speed of
Algorithms 1 and 2 shown in Figs. 8 and 10, EIN-VMBT is
very effective for implementing a real virtual MIMO system.

VI. CONCLUSION

In general, conventional BVMS- and VMBT-based schemes
have been developed in a limited environment under the
assumption that only one cluster transmits signals to the
next cluster to avoid intra-network interference. In addition,
to avoid inter-network interference, each network is assumed
to be an MFN. Therefore, it is difficult to apply these schemes
to a real system. In addition, in a practical environment, there
is a case wherein using MT or the same frequency band is
better for achieving improved performance. To alleviate this
limitation and achieve high end-to-end sum rate over intra-
and inter-network interferences’ environments, a new effec-
tive interference nulling technique called EIN is proposed to
VMBT for MT over SEN. In EIN-VMBT, the intra- and inter-
network interferences are effectively eliminated. In addition,
no additional time redundancy related to BF vector informa-
tion exchange among the transmit cluster and receive nodes
exist. Through simulation results, it is verified that a high
average end-to-end sum rate can be achieved when the pro-
posed EIN-VMBT is applied. In addition, the convergence
of the proposed scheme is achieved within less than five
iterations on average. Therefore, it may be applicable for real
virtual MIMO systems.
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