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ABSTRACT The widespread installation of distributed energy resources and demand side management
resources into the distribution system has the potential to lead its operational parameters outside of their
allowable limits. A standard strategy would be to increase the capacity of the network, however, this is
costly. A cost-effective strategy could be to improve the management of such a system by improving the
determination of its actual capacity. Recent advances in ICT equipment make it appear possible to manage
the critical loading conditions instead of increasing capacity of the network. Thus, an energy management
system is required to perform that function during the critical loading. In this paper, the authors present
an approach for controlling network-oriented energy management systems on a distribution network using
network capacity constraints. The proposed approach has been formulated in terms of linear inequality
constraints. These constraints are derived from the functional relationships between an arbitrary set of control
variables and an extensive variety of constrainable operational variables. The feasibility of the proposed
constrained generation is demonstrated using linear programming, which performs the state optimization that
already permits the usage of an extensive variety of cost functions. The significant feature of this approach
is that it is flexible in terms of both constraint parameters and control variables. The proposed approach is
demonstrated using an IEEE 13 bus distribution system.

INDEX TERMS Energy management, distribution systems, capacity constraints, linearization techniques,
optimization.

I. INTRODUCTION
Conventional distribution systems (DS) have been designed
to have a capacity adequate to meet the demand required
at any time, where power flows in one direction to
the consumer. Currently, the DS is being impacted by
an increasing installation of different types of distributed
energy resources (DER), such as photovoltaic and wind tur-
bines [1], [2], as well as a wider range of emerging demand-
side management (DSM) resources, e.g. battery storage and
electric vehicles (EVs) [3]–[5]. With the proliferation of
these systems, the DS are increasingly being put at risk
of operation outside their safe operational limits, such as
defined by the allowable range of voltage magnitudes and
rated currents. With DS usually being operated passively,
the usual approach for adapting to the new loading pattern

is by network augmentation. This is not necessarily the most
economical approach since the increased capacity incurs
substantial expenditure while typically having relatively low
utilization. Another possible approach is to manage the oper-
ation of DER and DSM, to ensure that voltages and line
flow do not breach network limits. If the DER and DSM
resources are properly managed, the operation of the net-
work can be retained within safe operational limits, even
with further loads, on the capacity of the existing network.
This may involve reactive power management, voluntary load
curtailment or deferral as well as temporary DER feed-in
curtailment. To do this, an energy management system for
DS is required. In part, these options are being considered
for a wide range roll-out in many DS in form of time-of-use
tariffs, non-unity power factor settings for DER, over-voltage
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feed-in curtailment of DER, under-voltage load shedding, etc.
Most of these options are perceived as interventions by the
users and operators of the affected assets and require either an
incentive or compensation to be paid, representing additional
costs for the distribution system operator (DSO). Generally,
each of these options represents different costs for the DSO
and they may involve different technical parameters such as
controlling active or reactive power. Finding the cost-optimal
dispatch is beneficial both as a planning and technology
selection tool, as well as, prospectively, an online manage-
ment system.

State Estimation (SE) is an important tool in power sys-
tem energy management [6], [7], allows the most proba-
ble internal state of the network to be determined. In this
paper, the adaptive SE technique published in [8] to be
used as this technique can work under-determined and over-
determined situations while other techniques can work for
over-determined situation only. One of the most challenging
tasks in formulating the optimization problem is the rep-
resentation of the capacity constraining operational limits
on the individual network elements in the control variable
domain. With the true shape of the capacity limits in the
relevant domain having a very complex shape [9], one of
the most promising options is to use linear approximates of
the location and orientation of these limits.

Different types of grid related optimization, summarized
under the term Optimal Power Flow (OPF), are documented
in the literature for the distribution system network. A cen-
tralized AC OPF can be used to manage the thermal and
voltage constraints [10], [11]. This management system can
be achieved based on DG reactive power dispatch, generation
curtailment and on-load tap changer coordinated control.
On top of this, the selection of optimization technique has
a strong impact on the ability to find the optimal dis-
patch solution. Numerous optimization techniques have been
used extensively to solve the non-linear problems in OPF.
Heuristics methods such as particle swarm optimization [12],
genetic algorithm [13], artificial neural network [14] can
be applied to solve OPF problems. Such techniques need
80-100 iterations to find a feasible solution, which can
take an unsatisfactory duration to resolve [15]. Classi-
cal optimization techniques (e.g. linear programming (LP),
quadratic, mixed integer linear programming) perform sig-
nificantly better in regard of iteration [16]–[18]. The LP
contains a linear cost function with continuous variables.
This method is simple, reliable, and efficiently handles
inequality constraints. Another key point, this method can
achieve the optimal solution within a fewer number of itera-
tions, whereas 80-100 iterations can take place with heuristic
methods [19]–[21].

The purpose of this research is to develop a flexible, com-
prehensive framework to define and solve state optimization
problems for as many scenarios as possible. In this frame-
work, the key focus is to formulate how capacity constrain-
ing limits on operational parameters of individual network
elements can be mapped onto an almost arbitrary set of

control variables using the demonstrated linearization
technique. In order to obtain this goal, the network should
maximize its own utilization using the constraint, where the
DG andDSM resources are treated as control parameters. The
maximum utilization is achievable by optimizing the DG and
DSM resources. For demonstrating of the validity purpose,
the proposed approach is applied to IEEE 13 bus distribution
network [22].

The main contribution of this paper is as follows:
1) To develop a comprehensive framework that allows to

formulate a wide range of arbitrary combinations of con-
trolled and constrained variables in Newton solvers, which
include not only the traditional Newton-Raphson technique,
but also the traditional WLMS state estimation. While OPF
has been performed for a long time, most of its formulation is
narrowly defined in the choice of constrainable operational
parameters. In the OPF, more often than not very relevant
operational parameters like branch currents cannot be con-
strained and so alternative, yet not equivalent, parameters like
active power flows are used as replacements.

2) Some of the implementations popular in the research
community use DC power flow formulations for the sensi-
tivity analysis that required to formulate the capacity-related
constraints on the nominated control variables. Our proposed
implementations usually already include the partial deriva-
tives that needed to formulate the constrained optimization
problem as described in this paper. This means that it is
also relatively easy to formulate a capacity constrained state
optimization, constructed on an SE system and allowing real-
time control.

3) In a real system, limits are needed on voltage, line
current, imbalances etc. The system becomes too slow down
due to the computational burden from incorporating every
constraint into the model [23]. Thus a relatively flexible
environment is required onto the systems where we can put
any kind of constraints with arbitrary parameters on the
constraints.

II. PROBLEM STATEMENT
The problem of OPF can be mathematically represented as
follows

min
u

f(u) (1)

subject to A · u ≤ b (2)

with

umin ≤ u ≤ umax (3)

where u,A and b represent, respectively, the control
variables, the coefficient matrix and the coefficient vector.
Capacity constraints can be represented by an inequality (2).
The constraints on control variable can be specified by
inequality (3). The next section will focus on how to formu-
late the capacity constraint from linear inequality constraint
and incorporate it with (1) to obtain the overall functionality
for the OPF.

21744 VOLUME 5, 2017



S. Uddin et al.: Energy Management for Distribution Networks Through Capacity Constrained State Optimization

A. OPERATIONAL PARAMETERS
It is possible to model an n-bus distribution system as being
under the influence of an input vector i including some con-
trol variable u. The operational state of the network can be
represented as the complex voltage vector x (i) from which
nominated operational parameters can be computed. These
nominated operational parameters, or in short outputs can
be represented by vector o(i), which cannot be measured
directly, but has to be determined from i by either power flow
analysis or state estimation, depending on the composition
of i. For example, the input vector i in a Newton-Raphson
power flow problem could be composed of magnitude of
nodal voltage (Vi) at node i, respective phase angle of volt-
age (δi), reactive power (Qi) and active power (Pi) as illus-
trated in (4). One example of a possible control vector could
be the combination of both active and reactive power at any
bus k as in (5). This could correspond to a four quadrant
inverter coupled storage system.

The reason to choose PQ node as a controllable param-
eter is that we can usually control P and Q in a realistic
DS scenario. It can be considered PV node as a controllable
parameter where we can control P obviously but also needs
to be adjusting the voltage set point of a system with an
automatic voltage regulator. However, controlling of voltage
set point is rarely performed in DS.

Basically, equations (4) and (5) can be written in one
equation, but those are split here to better visualize.

i =



|V1|

δ1
...

|Vi|

Pi
...

u
...

Pn
Qn



(4)

u =
[
Pk
Qk

]
(5)

The internal state of a modeled network is a function of the
given input i containing u. The internal state of the network is
extract from SE. In this state all parameters of input vectors
can be represented by the voltage magnitude and respective
phase angle only.

x (i) =


|V1| (i)
δ1 (i)
...

|Vn| (i)
δn (i)

 (6)

The SE will inform the simulation layer that is used by the
optimizer to evaluate the impact of its control variables on

the constrained output variables. From the simulation layer
the assigned output vectors o (i) being as a function of x (i).

o (i) =

 o1 (x (i))
...

om (x (i))

 (7)

The output vector o (i) is usually composed of non-linear,
non-analytic, non-injective functions. In order to transform
inequality constraints on o (i) into inequality constraints on u,
a linearisation technique has used which described in the
following section.

B. LINEARIZATION TECHNIQUE
The linearization system can be implemented mainly using
three techniques, such as sampled sensitivity, Zbus matrix
and analytically [24], [25]. The sampled based technique is
easier to implement but processing time is slow, while the
Zbus matrix method is the more precise linear model, but
it is unable to capture non-linear behavior. The analytical
method is challenging to implement but its processing time
is very quick ensuring the maximum possible precision of
linearization. In this paper, the analytical method will be
implemented which is based on a Jacobian matrix. With the
intention of generating linear inequality constraints on the
control vectors from limits defined on nominated operational
variables, a linearized model of the sensitivity of the bounded
operational variables to changes of the control vectors is
needed. To establish this linear map between control vectors
and constraint variables, a linearization of both the non-linear
functions are required involving input vectors with an inter-
nal state, and potentially non-linear functions involving con-
strained variables with state variables. Both linearizing can
be formulated as the Jacobian matrix of the vectors of func-
tions corresponding to provide input values and constraint
variables respectively. With the Nabla operator ∇v defined
as (8), the Jacobian of the constrained variables functions can
be calculated as in (9)

∇v =

[
∂

∂e1

∂

∂f1
· · ·

∂

∂en

∂

∂fn

]
with Vi = (ei + j · f i) (8)

Jo (x) = o (x) ·∇v (9)

where ei and fi represent the real and imaginary parts of
the complex nodal voltage (Vi) respectively, at any node i.
The index v in ∇v indicates which variables are used and
which need to be derived. The o (x) indicates the functional
relationship between the constraint and state vector.

Complementing the provided non-linear input vector i,
the functions involving the corresponding variables to the
internal state vector x (i) are needed to linearize the non-
linear relationship between the input and state vectors. So the
Jacobian of the input vector functions can be calculated
as in (10)

Ji (x) = i (x) ·∇v (10)

where i (x) represent the functional relationship between
the input vector and state vector. Two main conditions must
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be checked for the linearization process. Firstly, the overall
linearization of the input vectormay be either constant or con-
trollable and secondly, all input vectors towards the output
vector. As pointed out those two conditions, a linearization
map is established between equations (9) and (10), as stated
in (11).

1o(1i) = Jo (x) · J−1i (x) ·1i (11)

where J−1i (x) indicates the inverse matrix of Ji (x)
The inverse matrix is able to map only in a situation where

the exactly defined case can happen. The inverse matrix does
not exist if the system contains redundancy which would
turn the system into a singularity. In that case, the system is
not solvable. The adoption of a pseudo matrix instead of an
inverse matrix is a solution that will provide a probable out-
come, preventing this drawback. Therefore, the linearization
map in (11) can be restated as (12). The details about pseudo
matrix can be found in [9].

1o(1i) = Jo (x) · J
†
i (x) ·1i (12)

where J†i (x) is the pseudomatrix of Ji (x). It allows the use
of under-determined input vectors as shown in [8]. The linear
map can be simplified as follows

Jio (x) = Jo (x) · J
†
i (x) (13)

C. CAPACITY CONSTRAINTS GENERATION
For each optimization interval, the state of the physical net-
work is assumed to not change and that the nature of the func-
tions used in the input function vector adequately reflects the
connected equipment’s voltage-dependent behavior. There-
fore, the input vector during the optimization will always
contain zeros except for as indicated in (14)

1i = [0 · · · 0 · · · u1 · · · um · · · 0]T (14)

Therefore, Juo (x) can be defined as only the columns
of Jio (x) that correspond to control variables in u. For all
constrained variables o (i), there is an upper and lower limit as
shown in (15). Collating all constrained variables and limits
in vector form, this can be stated as in (15)

omin
≤ o(i) ≤ omax (15)

where o (i) is unable to stated analytically which represents
the whole estimation procedure. A first-order Taylor Series is
used to state the linear constraints of outputs as approximated
for a given expansion point x0. The expansion point can be
found using (16)

o (i) = o(i0 +1i) ≈ o (i0)+ Jio (x0) ·1i (16)

With the limitations of (14)

o (i) = o(i0 +1i) ≈ o (i0)+ Juo (x0) ·1u (17)

Substituting (17) into (15) results in a set of linear inequal-
ities leading to (18)

omin
≤ o (io)+ Juo (x0) ·1u ≤ omax (18)

Subtracting the expansion point of the operational values
in (18) leads to (19) to transform the set of linear inequalities
which is equivalent to (2),

omin
− o (io) ≤ Juo (x0) ·1u ≤ omax

− o (io) (19)

This expression can then be split up into lower and upper
limits resulting in the following inequality constraints[

Juo (x0)
−Juo (x0)

]
·1u ≤

[
omax
− o (io)

−omin
+ o (io)

]
(20)

For all technically sensible setups and for omax
u > omin

u ∀i ∈
{1,m}, the feasible region bounded by (20) is convex, but not
necessarily closed. To ensure a closed feasible region, as well
as to adequately reflect the operational limits of equipment
being modeled by the control variables, the control variables
themselves need to be constrained as well. Similar to (15)
this control variable constraint on 1u can be formulated
as in (21).

umin
≤ u0 +1u ≤ umax (21)

Similar to the constraints on operational variables o (i), this
can be restated as (22) to comply with (4)[

I
−I

]
·1u ≤

[
umax
− u0

−umin
+ u0

]
(22)

Combining (21) and (22) to (23) states linearly approx-
imating the close feasible region where the constraints are
closely convex [9].

Juo (x0)
−Juo (x0)

I
−I

 ·1u ≤


omax
− o (io)

−omin
+ o (io)

umax
− u0

−umin
+ u0

 (23)

The proposed approach can be implemented for a wide
range of capacity constraints such as voltage constraints, line
current, active and reactive power etc. Here, to demonstrate its
validity, the presented approach has been verified for voltage
constraints. Moving on now to consider voltage as capacity
constraint, the inequality (23) can be restated as follows

Juo (x0)
−Juo (x0)

I
−I

 ·1u ≤


Vmax

− V (io)
−Vmin

+ V (io)
umax
− u0

−umin
+ u0

 (24)

Following this, the control variables can be either an arbi-
trary set of active power/reactive power or a combination
of both. In the presence of both active and reactive power,
the inequality (24) can be expressed as


J(Po,Qo) (x0)
−J(Po,Qo) (x0)

I
−I

 · [1P
1Q

]
≤



Vmax
− V (io)

−Vmin
+ V (io)

Pmax
− P0

Qmax
−Q0

−Pmin
+ P0

−Qmin
+Q0

 (25)
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D. OPTIMIZATION TECHNIQUE
The inequality stated in (23) defines a constraint satisfaction
problem, which for realistic and solvable cases will usually
have an infinite number of probable solutions. An objec-
tive function is required to find the optimal solution which
represents the most efficient use of the network capacity.
A variety of cost functions is available in the literature which
can be used with the presented algorithm. For simplicity, the
LP based optimization is chosen here, as defined in (26). The
proposed generated constraints are linear, which is another
vital reason to choose LP because it is very efficient with
a linear constraint. The LP is specialized for accomplishing
economic dispatch in power network. This method is simple,
reliable, efficient handling of inequality constraints. In addi-
tion, it has excellent convergence features and requires less
computation time.

c (i) =

 c1
...

cn


T

· abs


1u1

...

1un



{
Subject to
inequality (23)

(26)

where c (i) is the cost function, c1− cn are the incremental
cost vector of the respective control variables u1−un respec-
tively.

The cost function as discussed above generally allows for
all control variables to be used. The controllable reactive
power can be formulated conservatively using (26). When
there is an excess of active power, the customers either pay
to receive this power or are rewarded if delivering power.
Thus, it must be split non-conservatively by allowing active
power flow in both directions. Therefore, this would allow
the degree of freedom in a situation whereas increasing
demand with decreasing generations, or decreasing demand
with increasing generations. So it is easily possible to reward
if there have an increased consumption. The equation (26)
can be rewritten in the presence of both active and reactive
power as in (27)

c (i) =

 c1
...

ct


T

·

1P1
...

1Pt

+
 c(n−t)

...

cn


T

· abs


1Q(n−t)

...

1Qn



{
Subject to
inequality (25)

(27)

An iterative method has been applied, as shown in the
flowchart in Fig. 1, to minimize any linearization error
from using (23) being subject to linearization error. The
presented approach converges to the optimal solution by
recalculating (23).

III. TEST NETWORK
The IEEE 13 bus distribution system [22] was used to demon-
strate the proposed algorithm as the reference test case, with
the network topology shown in Fig. 2. Node 650 is modeled

FIGURE 1. Framework of constraints with LP solution.

FIGURE 2. IEEE 13 bus distribution network [22].

as a reference node while all other nodes are constant power
type load nodes.

All calculations are performed using per unit (p.u.) val-
ues, and consequently, the results will also be presented in
p.u. In this test network, DSM resources and compensation
devices are assumed to be available at certain nodes. The
switch between nodes 671 and 692 is assumed as being
closed. Additionally, the following modifications have been
made compared to the original reference network as pub-
lished in [22].
1) All branches are based on the positive sequence param-

eters only, with no parameter asymmetry among differ-
ent phases and the neutral conductor.

2) All simulations are carried out on a single-phase equiv-
alent circuit model and all three phase active and reac-
tive power values are summed as a nodal total.

3) Mutual inductance has been neglected.
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The following three demonstration cases are studied using
this test network to demonstrate the validity of the proposed
approach:
1) A compensation device with controllable reactive

power installed at node 671
2) A compensation device at node 671 and two DSM

facilities (e.g. EVs) with controllable active power at
nodes 645 and 675

3) Price bidding scheme with two EVs at nodes
645 and 675, and compensation device at node 671

IV. CASE STUDY RESULT AND DISCUSSION
The proposed approach can be used with a wide range of
operational constraints e.g. nodal voltage, line current etc.
Here, for simplicity and to demonstrate the specific relevance
of the constraints, the presented approach has been verified
using only voltage constraints. For all buses, the limits of
the system’s lower and upper voltages were set to 0.95 p.u.
and 1.05 p.u. The active and reactive power at the specified
nodes is considered as the controllable parameter. Based on
these constraints, the three cases mentioned in section III
were investigated in the following sections.

A. CASE 1
A compensation device is installed at node 671, which is
capable of sinking and sourcing reactive power at this node.
The location of the compensation device was selected as it
appears to be a likely choice in a real network management
scenario. This is assumed to be the case for its location
towards the end of the feeder and it is likely relatively bal-
anced impact on the voltage in both branch-off, leading to
node 611 and 675, respectively. The compensation device
does not only influence the voltage at the bus it has been
connected to, but also significantly affects voltages at other
nodes of the network. With respect to voltage, three different
main general conditions can arise within this network. These
are voltage band violations due to under voltage (>0.95),
voltage band violations due to over voltage (<1.05), and no
voltage band violations (0.95-1.05). In theory, there can also
be conditions when under and over voltage related violations
occur at the same time. But since these are expected to be very
rare, the proposed algorithm is demonstrated for the above
mentioned three scenarios only.

1) UNDER VOLTAGE VIOLATION
At first, a scenario was considered where under voltage viola-
tion occurs. The base case for this scenario has been designed
to produce a severe under voltage, with the voltage at all buses
as shown in Fig. 3. The base case represents the operational
conditions within the network without any control. In this
figure, the base case voltage is indicated using blue, while
red is used to show the proposed technique, and the con-
straint activation using green. Fig. 3 reveals that the lower
voltage constraint (0.95) is activated at node 652 using the
proposed technique, while all other nodes remain within the
allowable limit. This indicates that the proposed approach

FIGURE 3. Bus voltage profile for under voltage violation.

FIGURE 4. Optimized reactive power at node 671.

is able to mitigate the under voltage problem throughout
the network, and is able to determine the minimal interven-
tion required to return all nodal voltages to within statutory
limits. The controllable reactive power compensation device
installed at node 671 plays a vital role to eliminate the
under voltage problem. The compensation device not only
is improving the voltage profile at that particular node, but
has also raised the voltage at the other nodes by optimizing
their reactive power contribution. A particular node may need
to either source or sink reactive power during optimization.
Fig. 4 illustrates the converging set-point of the controllable
reactive power at node 671 in the different iteration steps of
the optimization. The horizontal axis in Fig. 4 represents the
number of iteration (iteration no 0 refers to the base case)
required to converge to the optimal solution, while the vertical
axis displays the per unit controllable reactive power sourc-
ing/sinking of the compensation device at the particular node.
From Fig. 4, the optimized reactive power is negative (load
indexed positively); the reason is that the proposed approach
calculates that this node needs to source more reactive power
to maintain entire network’s voltage within the allowable
limits. Initially, the particular node is sinking (represented by
positive) 0.132 p.u. reactive power. At that time, according to
this technique, reactive power must be sourced, rather than
sunk, to return the voltage level to between 0.95 and 1.05 p.u.
After this adjustment, a simulation is run to evaluate the
likely impact of the updated reactive power set-point on the
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network’s operational state. Furthermore, the solution to this
simulation, which is assumed to lie closer to the optimum
solution, is then used to generate an updated linearization
and to re-state the capacity constraining equality constraints.
Repeating this process, allows the optimization to converge
into its final solution quickly, which in this case 0.198 p.u.
reactive power to manage the voltage limits of the whole
network.

Another key point is the low number of iterations needed
for this technique to converge to the optimum state which
returns all nodal voltages to within the required voltage band.
To illustrate this, not only with the allocated reactive power
at node 671, but also with the voltage values at nodes within
the network, Fig. 5 shows the convergence of the voltage at
node 652. It is observed from Fig. 5 that the approach pre-
sented in this paper reached the tolerable voltage magnitude
in the third iteration. This demonstrates an advantage of using
the proposed technique of classical constrained optimiza-
tion using linear inequality constraints, representing capacity
constraints and generated using a linearized network model,
over heuristic methods that may need 80-100 iterations to
arrive at the solution [19]–[21]. Furthermore, the aim of
the objective function is to minimize the cost of the system
with all constraints observed to get the optimal solution. The
cost function value for each iteration during optimization is
listed in Table 1. The cost of reactive power compensation at
node 671 has been set to $0.2/p.u. From the table, the final
cost function is 0.1188, which is achieved on the third
iteration.

FIGURE 5. Voltage convergence property with iteration at node 652.

TABLE 1. Cost function value of control variable for under voltage
violation.

2) OVER VOLTAGE VIOLATION
This section demonstrates the proposed technique in a sce-
nario with an over-voltage violation. The bus voltage profile

FIGURE 6. Bus voltage profile for over voltage violation.

of the network is shown in Fig. 6. Similarly to the previous
scenario, the compensation device is installed at node 671.
As indicated in green in Fig. 6, the upper voltage con-
straint (1.05) is activated at node 652, and that the voltage
of all the other nodes remains within the permissible range.
It takes four iterations to converge to the optimal solution.
Unlike the previous scenario, the available compensation
device at node 671 sinks some reactive power to bring back
voltage of all buses within the permissible limit. The cost
function value is 0.1145 when the price of reactive power at
node 671 is kept same as the previous scenario.

FIGURE 7. Bus voltage profile for no violation.

3) NO VIOLATION
As avoiding unnecessary activation is a key feature of a
deployable network management system, the third scenario
demonstrates this unnecessary behavior using the proposed
technique when there is no voltage band violation throughout
the network. No voltage constraint is reached at any node
of the network, and hence all the voltages remain within the
permissible limits as in Fig 7. The voltage at all buses is the
same in both the base case and when the proposed technique
is applied to under and over voltage scenarios. The compen-
sation device continues to idle because no change is needed to
correct the network state. As a result, there is no cost function
associated with this scenario. The controllable compensation
device would start source/sink reactive power when this is
necessary. The main achievement of this approach is that
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the reactive power starts working only when necessary. It is
clearly seen that the presented approach prevents the network
from over and under voltage conditions.

B. CASE 2
The proposed approach successfully manages the voltage
constraints throughout the entire network using reactive
power control, as described in the previous case. It is also
possible to manage the voltage constraints in the presence of
DSM resources, i.e. with the control of EVs or storage. The
active power needs to be included as a control parameter in
the system for DSM resources.

FIGURE 8. Bus voltage profile for case 2.

TABLE 2. Active and reactive power sharing at controllable nodes for
case 2.

A case was considered where the EVs are available to
the network, in addition to the compensation device already
discussed in the previous case. The compensation device
remains installed at node 671 along with the available two
EVs at nodes 645 and 675. The EVs are capable of sinking
active power in an interval from zero to the maximum power.
The EVs are treated as a consumer at this particular node.
It is worth mentioning that the cost function in the pre-
sented approach generally rewards if the active power is being
sourced to the network and penalized when sinking the active
power from the network. The reward of the cost function
refers to negative cost as explained in (27). The voltage profile
of the network is shown in Fig. 8. The lower voltage band
constraint is activated at node 646 while the voltage of other
nodes satisfies the constraint. The compensation device at
node 671 sources reactive power to bring back the network
voltage within the allowable limit as recorded in Table 2. The
EVs sink active power once the compensation device reaches
its maximum value. Or stated differently, the presented tech-
nique determinates that no charging can be allowed unless

voltage values are returned to within required limits. Using
the available reactive power sources is an economical way
to support charging by the EVs balancing available reactive
power with the allowable charging active power to allow for
the maximum charging power possible under the given con-
straints. This is an essential capability of a network manage-
ment system and demonstrates the cross-domain applicability
of the presented technique. The amount of active power sunk
by both EVs is given in Table 2.

FIGURE 9. Active and reactive power allocation at controllable nodes for
different scenario.

TABLE 3. Bidding price of consumers.

C. CASE 3
The last case presented is the demonstration of the applica-
bility of the presented technique to a more complex price
bidding scheme. Similar to the previous case, two consumers
have controllable active power at nodes 645 and 675, and
a compensation device is placed at node 671. The control-
lable active power for both consumers has been set with an
interval between zero and 0.45 p.u to represent the EVs. The
controllable reactive power for the compensation device at
node 671 is set to 0.4 p.u. Three examples have been con-
sidered to demonstrate the price bidding scheme, as shown
in Table 3. From this table it is assumed that both consumers
are willing to pay one dollar p.u. in example A. The price
of reactive power has been set to be lower than the active
power because the reactive power compensation device is
cheaper than supplying active power. Thus, the approach will
prioritize the transfer of reactive power. This leads to the
behavior as shown by example A in Fig. 9. The consumer
at node 645 is receiving 0.39 p.u. of active power, which
is almost 86.7% of its maximum capacity. The consumer at
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node 675 is receiving only 0.148 p.u. of active power, which
is 32.9% of that required. From Fig. 2, node 675 is located
at the far end of the network. Thus, the consumer at this
point will not receive the desired power. This behavior is a
consequence of the linear cost function where power delivery
to all consumers is evaluated equally, thus the optimizer
trying to maximize overall power delivery.

A different scenario is illustrated by example B in the same
figure. This is the active power allocation considering the
network operator is allowing consumers to compete for the
available transfer capacity by bidding at different prices for
their power delivery. In this particular example, we assume
that the consumer at node 645 is willing to pay a signif-
icantly higher price for the delivery of active power than
the consumer at node 675 (see Table 3). It is clear from
the figure that the node 645 is taking its maximum power
while the node 675 is getting only 18.8% (0.085p.u) of its
required. The example C in the figure is also showing the
same phenomenon where the consumer at node 675 is getting
the maximum power as it offers more money than other. The
cost function value for all three examples is listed in Table 4.
From the table, the overall cost function value is higher when
both consumers are bidding the same price.

TABLE 4. Cost function value of control variables for case 3.

Several scenarios have investigated by putting EVs and
multiple compensation devices at a different location in the
network. All scenarios have shown the same behavior as
in Fig. 9, which will be presented in a follow-up paper. These
extreme scenarios pose a question for which there is no purely
technical answer. In both extreme cases either everybody is
forced to bid at the same price or has the ability to outbid
others, likely leading to concerns about the fairness of the
allocation. Everybody is forced to bid at the same price will
lead to a technically optimal allocation, but not necessarily
to the economically optimal allocation. The other extreme
will arguably lead to the economically optimal allocation,
which can clearly be seen not to be the technically optimal
one in most cases. A discussion is therefore required on how
society and consumers want the network to behave, what an
acceptable concept of fairness in the presence of network
capacity constraints will look like, and how to codify this
in mathematical terms. This is beyond this paper, which is
on presenting a technique that allows such systems to be
implemented and operated at computational costs superior to
often used heuristic approaches.

V. CONCLUSION
In this article, a general technique for the realization of capac-
ity constrained network state optimization, intended for use in
real-time network-oriented energy management systems, has
been described and demonstrated in a number of different,
plausible, scenarios. Despite having been presented using
linear cost functions only, the general approach is applica-
ble to a much wider range of objective functions and other
optimality defining models (such as markets). It is demon-
strated and explained how the linear inequality constraints
can be mapped from a variety of operational parameters that
are related to the arbitrary set of control variables. It was
found that this approach is able to manage the distribution
systems operational parameters (e.g. voltage problem) in the
presence of DER and DSM resources by utilizing network’s
own capacity. Furthermore, it was found that this approach
has supreme convergence behavior; by far out-performing
frequently used heuristic techniques. Moreover, it is applica-
ble in complex scenarios including multi-domain scenarios
and price bidding environments. From the market structure
(e.g. price bidding) perspective, it was shown that the arrival
of autonomous network management systems raises ques-
tions beyond mere practicality and viability of solutions, but
there is a need for the discussion and mathematical codifica-
tion of social concepts such as fairness.
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