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ABSTRACT Pose (position and attitude) measurement of a space non-cooperative target is very important
for on-orbital servicing tasks, including malfunctioning target repairing, space debris removal, and so on.
However, such targets are generally non-cooperative, i.e., no markers are mounted on it and there is no prior
knowledge. Therefore, the identification and measurement of a non-cooperative target is very challenging.
In this paper, we propose an efficient method to recognize the natural objects with circular or near-circular
shapes on the target, reducing the computation load and improving accuracy. First, the geometry properties
of a practical non-cooperative target are analyzed. A stereo vision system is correspondingly designed to
measure the relative pose of the target. Second, the error sources and time-consuming factors of the traditional
method are analyzed. Then, a solution concept is proposed. Third, the efficient method is detailed to solve the
geometry equation and determine the pose information, reducing the calculation complexity and increasing
the accuracy. The image pre-processing and target detecting algorithms are realized on FPGAs, further
accelerating the calculation speed. Finally, we develop an experiment system and verify the proposedmethod
through practical experiments. The experiment system is composed of satellite mockup, binocular camera,
and high precision laser tracker. The experiment results show that the proposed method has high accuracy
and efficiency.

INDEX TERMS Non-cooperative targets, pose measurement, stereo vision system, on-orbital
servicing, FPGAs.

I. INTRODUCTION
With the continuous exploration of space technology, a large
number of man-made objects are constantly being launched
into space, resulting in an increase of space debris, including
abandoned satellites, rocket bodies, and other un-controlled
objects. The space debris not only occupies the valuable orbit
resources, but also seriously affects operational satellites.
According to the ESA forecast, if there are no effective
measures to remove space debris, by 2030 or so, there will
be a 3.7% probability of collision. That is to say, every
25 normal satellites will have one potential collision with
the uncontrolled object. Therefore, protecting valuable and
limited orbit resources becomes broad consensus in the inter-
national community [1], [2].

Recently, the on-orbital servicing technology based on
space robots is proposed to capture and remove the space
debris [3], [4]. The target recognition and pose measurement
are the keys to space debris disposal [5]. According to the
orbital dynamics, a space un-controlled object is generally
in a tumbling state. Moreover, there is not any measurement
marker or handle mounted on the target. That is to say, such
targets are non-cooperative and tumbling. Therefore, it is very
challenging to recognize and measure them.

Identification and measurement of non-cooperation target
is a worldwide problem, which has attracted lots of attentions
from engineers and scholars. ESA(European Space Agency)
designed a geostationary orbit restorer to capture abandoned
satellites in orbit [6]. The laser ranging and active vision
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measures were used. Thienel et al. [7] proposed a nonlin-
ear approach to estimate the spacecraft attitude for the ser-
vice of the Hubble Space Telescope and conducted tracking
control under the auspices of NASA. But it needed more
priori knowledge. Du et al. [8] proposed a pose measure-
ment method for large un-controlled satellites in orbit using
collaborative cameras. But the geometry was assumed to be
known. Zhang et al. [9] proposed a posemeasurementmethod
without the use of cooperative cursors, but assuming that
the shape and geometry of the identified target were known.
Inaba et al. [10] proposed a method for on-orbit identifica-
tion and capture of non-cooperative targets, but assuming
that the shape, size and quality of the target were known.
Lichter and Dubowsky [11] proposed a method of estimat-
ing the target state, geometry, and model parameters, but
this method required a number of three-dimensional visual
sensors in different directions for the target shooting, caus-
ing high cost and operational burden to the space task.
Jasiobedski et al. [12] proposed a stereo–vision-camera-
based vision system that allows pose measurement and track-
ing in the proximity of satellites. Terui et al. [13] also studied
the use of stereo vision to estimate the motion of the failed
satellite. Gao et al. [14] proposed an algorithm for measuring
the unknown position and attitude of unknown dimensions
using a monocular camera and a laser range finder, but there
was also a problem that the monocular camera cannot obtain
a large-sized target image at close range. NASA designed a
capture mechanism for non-cooperative target orbit engines,
and presented a complex non-cooperative target recognition
algorithm based on multi-sensor data fusion [15], [16]. This
method could be affected by transmission delay and transmis-
sion reliability, when the delay was large, the entire system
would be unstable. The United States carried out the FREND
project mainly for non-cooperative spacecraft to perform cap-
ture, derailment and other operations [17], [18]. It used three
hand-eye cameras as the pose measurement system [19].

There also have been some achievements in the measure-
ment of non-cooperative tumbling targets. Li et al. [20]
proposed a relative attitude estimation method based on par-
allel binocular non-cooperative spacecraft, which achieved
the attitude measurement of satellite triangular support.
Zhang et al. [21] proposed a new method for relative attitude
and position estimation of tumbling spacecraft. This method
could release the assumption that the main frame of the
traditional algorithm coincides with its LVLH frame. The
equation of the eccentric orbital motion was used to describe
the position dynamics. The relative quaternion, the relative
position and velocity, the subrographic deviation, and the
principal angular velocity and inertia ratio could be estimated
by the extended kalman filter. Sun et al. [22] studied the
relative position and attitude tracking method in the case
of model uncertainties and external disturbances when non-
cooperative spacecraft were returned. Considering the diffi-
culty of aligning the propeller in the process of tracking the
spacecraft, a comprehensive robust adaptive controller with
6DOF relativemotionwas designed. The gradient uncertainty

of the tracker was estimated by the gradient adaptive method.
Lyapunov theory was used to prove that the error of the
closed loop system was asymptotically converted to zero.
Tweddle [23] proposed a new method to solve simultaneous
localization andmapping problems by estimating the position
of the target, the method used an incremental smoothing and
mapping system to examining unknown non-cooperative tar-
gets that revolve around any axis in the space, direction, line
speed, angular velocity, centroid, spindle and inertia ratio.
However, this method was too computationally intensive and
was not suitable for the study of real-time capture system
for space robots. Dong et al. [24] used the extended kalman
filter to develop a real-time attitude and motion estimation
method for non-cooperative targets. The optical flow algo-
rithm tracked the feature points of the target and improved
the image processing speed. The scheme was implemented
the attitude and motion estimation of dynamic target by a
single camera. Kaiser et al. [25] proposed an optimization
algorithm for the integration of inertial sensors and vision
sensors for pose measurement, and successfully realized the
pose measurement and motion prediction for four quadro-
tor MAV. Dong et al. [26] also developed a motion-based
controller that performs automatic capture of non-cooperative
targets. In order to accurately estimate the movement of
the target, the camera vision measurement and the kalman
filter combination method ensure the accuracy of target state
prediction.

In this paper, we focus on measuring the geometrical
shape and pose of the non-cooperative target to determine
the appropriate capture position for the space robot. In order
to solve the problem of large computational complexity and
low accuracy, an efficient solution for solving the pose of
natural objects with circular or near-circular shape is deduced
in detail. The eigenvalues and eigenvectors of the oblique
cone are analyzed from the essence of space circle imaging.
Aiming at the space non-cooperative target, the accurate pose
information is obtained by binocular collaborative measure-
ment. The validity of the algorithm is verified by experiments.

The remainder of this paper is organized as follows.
A stereo-vision-based pose measurement system is designed
in Section II. The traditional pose calculation method is intro-
duced in Section III and then an efficient solving concept
with high accuracy is proposed. In Section IV, the detailed
solution method based on stereo-vision collaborative mea-
surement is proposed. The parallel computing idea for image
pre-processing of pose measurement is realized on FPGAs.
In Section V, an experimental system of binocular stereo-
scopic vision is established and the validity of the method
is verified through experiments. The last section presents the
summary and conclusions.

II. DESIGN OF A NON-COOPERATIVE MEASUREMENT
SYSTEM BASED ON STEREO VISION
A. NON-COOPERATIVE SATELLITE MODEL
The non-cooperative target that we want to be serviced is
assumed to be a malfunctioned satellite, named Xinnuo-2.
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The satellite has two solar wings, which are mounted on
the +Y and −Y panels respectively, and two large antennas
on the +X and −X panels. When the Xinnuo-2 satellite
reaches the GEO orbit successfully, some accidents hap-
pened, as shown in Fig. 1, and some mechanical parts have
not been unfolded, such as:

FIGURE 1. The malfunctioned Xinnuo-2 satellite to be repaired.

(i) The +Y solar wing fails to be unfolded;
(ii) The +X communication antenna fails to be unfolded;
(iii) The −X communication antenna fails to be unfolded.
To ensure the normal operation of the communication

satellite, theses unfold mechanical parts must be repaired.
The following sections will provide a solution for on-orbit
services.

B. DESIGN OF THE STEREO VISION SYSTEM
In order to carry out pose measurement for non-cooperative
target, a binocular stereo vision system is designed. As shown
in Fig. 2, since the launch vehicle interface ring and apogee
engine nozzle are mounted on nearly all the GEO satellites,
so it is a good choice to take them as the recognition objects.

FIGURE 2. The feature recognition based on stereo vision system.

As we can see, the apogee engine nozzle has circular or
near-circular shapes. A circular shape is an ideal choice due
to the following properties:
(i) A circle can be defined with only three parameters

(i.e. x0, y0, r), and its perspective projection in any
arbitrary orientation is a standard ellipse;

(ii) A circle has a better visual positioning accuracy;
(iii) The complete boundary or an arc of a projected circular

feature can be used for pose estimation without know-
ing the exact point correspondence.

Here, by taking the natural circular features on the target as
the recognized objects, we propose a binocular stereo-vision-
based method to estimate the surface normal of the capturing
plane and the center position of the circle. The definition of
each coordinate system is shown in Fig. 3, where:

FIGURE 3. The schematic diagram of stereo vision measurement system.

Oot − XotYotZot is the orbital coordinate system of the
space target; it is used as the global reference frame for the
dynamic modeling; its origin is the centroid of the target,
x-axis is the flying direction and z-axis points to the center
of the earth;
Obc − XbcYbcZbc, Obt − XbcYbtZbt are the geometry refer-

ence frames of space robot base and non-cooperative target,
respectively;
OL − XLYLZL , OR − XRYRZR are the left and right cam-

era coordinate system, whose origin is the optical center of
corresponding camera;
OW − XWYWZW is the world frame, it is used as the

capturing reference frame.

FIGURE 4. Observation range of binocular stereo vision system.

As shown in Fig. 4, area 1 is the three-dimensional imaging
region and the two cameras can observe the target; area 2 is
the camera half dead zone, only one camera can be observed;
area 3 is the camera dead zone, the two cameras cannot
observe the target.
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According to stereoscopic knowledge, we can get the coor-
dinate of the critical point op:

xop = Xc1 −
bl cosα2 sinα1
sin (α1 + α2)

yop = Yc1

zop = Zc1 +
bl cos2 α1

sin (α1 + α2)

(1)

It means that the effective measurement area is a pyramidal
frustum, among them, the vertex point is op, and the two
generatrice are l1 and l2, respectively.
In the effective area, the two cameras simultaneously

observe the target and extract the same feature point P.
Assuming that the three-dimensional coordinates of the
point P is (X , Y , Z ), the image coordinates of the left and
right cameras imaging plane are pl (ul, vl) and pr (ur , vr ),
respectively. pl and pr are the image in the world space,
as shown in Fig. 5.

FIGURE 5. The schematic diagram of binocular 3-D reconstruction.

Assuming that the homogeneous transformation matrix
of the left camera coordinate system relative to the world
coordinate system Ow − XwYwZw is lTw, the left and right
camera’s image coordinate system are set to Ol − XlYlZl
and Or − XrYrZr , respectively; the corresponding effective
focal length are fl and fr , respectively; the coordinates of the
target point P in the left and right camera coordinate systems
are (xl, yl, zl) and (xr , yr , zr ), respectively. According to the
perspective projection transformation model, we can obtain:

sl

XlYl
1

 =
 fl 0 0
0 fl 0
0 0 1

 xlyl
zl

 (2)

sr

XrYr
1

 =
 fr 0 0
0 fr 0
0 0 1

 xryr
zr

 (3)

The homogeneous transformation matrix rT l between the
left camera coordinate system Ol − XlYlZl and the right

camera coordinate system Or − XrYrZr can be expressed as:
xr
yr
zr
1

 = rT l


xl
yl
zl
1

 = [ rRl r t l
OT 1

]
xl
yl
zl
1



=


r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1



xl
yl
zl
1

 (4)

Among them, rRl , r t l are the left and right camera attitude
transformation matrix and translation vector, respectively.

Simultaneous (2), (3) and (4), the coordinates of the target
point P can be introduced by

X = Z
Xl
fl

Y = Z
Yl
fl

Z =
fl (fr tx − Xr tz)

Xr (r31Xl+r32Yl+flr33)−fr (r11Xl+r12Yl+flr13)
(5)

Equation (5) is the expression of the three-dimensional
reconstruction of the non-cooperative target.

C. A SYSTEM CONCEPT OF NON-COOPERATIVE TARGET
CAPTURING BY USING DUAL-ARM SPACE ROBOT
As shown in Fig. 6, the process of on-orbit service to the
non-cooperative target includes: launch phase, orbital tran-
sition phase, tracking and approaching, the contact colli-
sion, and the stable control of the compounded system after
capturing, etc.

In view of the characteristics of the non-cooperative target,
the dual-arm coordination method is used to capture the
target, among them, a challenge work we need to solve is how
to calculate the pose of the non-cooperative target, only in this
way, and the arms can catch the target in the ‘‘coordinated’’
way. The main work in this article is that we proposed a new
accuracy and efficiency pose measurement method for the
non-cooperative target.

III. RELATIVE POSE MEASUREMENT FRAME
AND ERROR ANALYSIS
A. ALGORITHM FLOWCHART
It’s well known to all that stereo vision camera has sub-
pixel accuracy limitation. The camera’s unavoidable hard-
ware error comes from the camera’s mechanical structure and
optical devices. To mitigate this limitation, we can improve
the resolution and anti-interference ability of the camera. As a
result, the manufacturing cost of the camera will become very
high. In fact, the hardware error of an industrial camera is usu-
ally a pixel, which has little impact on our research. In order
to reduce the overall error, we can use the effective calibration
algorithm and visual measurement method to make up.

The algorithm flowchart of stereo vision-based pose
measurement method is shown in Fig. 7. The whole pose
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FIGURE 6. The flow chart of dual-arm space robot in orbit service.

FIGURE 7. The algorithm flowchart of pose measurement based on stereo
vision.

measurement process is mainly consisting of two parts: image
recognition (i.e. image filtering, edge detection and ellipse
recognition in 2D image plane) and pose calculation (normal
vector and center position of the circular feature).

Because the key of this study is the final approaching
and docking, the influence of the sun, earth and orbits
on the visual measurement of the non-cooperative target
is very small. In view of the complexity of the space
environment, in the process of extracting ellipse, to elim-
inate some of the scattered noise caused by the peak of
the spikes, the original image should be preprocessed by
median filtering. Then the sobel operator is used to detect
the elliptical contours of the space circle imaging. After that,
we obtain the sub-pixel coordinates of the contour points
by using the polynomial fitting method. Finally, the least
square elliptic fitting method is used to fit these points into
ellipses.

B. TRADITIONAL SOLVING METHOD AND
ITS DISADVANTAGES
As shown in Fig. 8,E ′ is the imaging ellipse plane of the target
circle plane E , the four endpoints of an ellipse on the imaging
plane are b′, c′, p′ and q′, the corresponding four endpoints on
the target plane are B, C , P andQ. The surface surrounded by
red lines is called the largest viewing surface LAA(Largest
Apex Angle).

FIGURE 8. The schematic diagram of traditional monocular imaging.

According to Chen’s [34] and Xu’s [35] method of binoc-
ular measurement the pose of natural objects with circu-
lar or near-circular shape, when the optical axis of the camera
coincides with the z′-axis, a new camera coordinate sys-
tem is formed. Since the circle and the camera center are
unchanged, then the largest observation surface of LAA is
also unchanged.

Assuming that the radius of the circle is Ro, it is easy to
get the position vector of the circular center according to the
spatial geometry:

O1 =
(
ox , oy, oz

)T
=

0, Rovb′
up′

√√√√u2p′ − v
2
b′

v2b′ + f
2
,
Rof
up′

√√√√u2p′ + f
2

v2b′ + f
2

T

O2 =
(
ox ,−oy, oz

)T
(6)

The normal vector of the circle is:

n1 =
(
nx , ny, nz

)T
=

PQ× BC
|PQ× BC|

=

[
0,−f

√
u2p′ − v

2
b′ , vb′

√
u2p′ + f

2
]T

√
(u2p′ − v

2
b′ )f

2 + (u2p′ + f
2)v2b′

n2 =
(
nx ,−ny, nz

)T
(7)

From the expression of En, we can see that the traditional
analytic method in solving the attitude of the circular surface
has nothing to do with radius, which can be directly obtained
by the matching of normal vector.

From (6) and (7), let k = l, r , the position vector of the
circle can be expressed as:

okpck = [0,±AkRo,BkRo]T (8)
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where

Ak =
vb′

up′

√√√√u2p′ − v
2
b′

v2b′ + f
2
, Bk =

f
up′

√√√√u2p′ + f
2

v2b′ + f
2
.

According to binocular calibration results, the position
vector of the circular surface unified into the left camera
coordinate system can be expressed as:{

or pcl =
cr tcl +

crRclDrR
r
o

olpcl = DlRlo
(9)

where Dk = [0,±Ak ,Bk ]T, Rlo and R
r
o are the measurement

radius of the left and right cameras, respectively.
Since or pcl =

olpcl , (9) can be simplified as:[
Dl − crRclDr

] [Rlo
Rro

]
=

cr tcl (10)

For the solution of (10), the least squares method can be
used, thus: [

Rlo
Rro

]
=

(
CTC

)−1
CT
·
cr tcl (11)

where C =
[
Dl − crRclDr

]
.

Substituting (11) into (6) and (7), the radius and position
vectors of the circular surface can be obtained by:

Ro =
Rlo + R

r
o

2
(12)

Oo =
Olo + O

r
o

2
(13)

For traditional analytical method, substituting (11) into (6),
we can get the pose of natural objects with circular shape.
Xu [35] proposed a closed-form analytical method to estimate
the pose of the circle’s center, shown as Fig. 9. The method
decomposed the pose measurement problem into two parts:
the surface normal of the circular shape; based on the esti-
mated normal vector, the center position vector of the circle
is then calculated.

FIGURE 9. The detailed process of traditional solving method.

From the above derivation, it can be seen that the traditional
method is complex in the conversion process of the new and

old coordinate system, and it is also the most time-consuming
part of the whole algorithm. The ellipse is obtained by fitting
the ellipse with the least squares method. These parameters
themselves have some errors. The four vertices of the ellipse
are further found from the five parameters, which can com-
plete description of the ellipse. Then the pose solution is
obtained according to the four vertices. In the calculation
process, the error will be further amplified. In order to do
quantitative analyses of the calculation time, here, we take
100 sets of elliptical parameters to do pose calculation exper-
iment. The average computation time is 0.042s. According
to the statistics, the new and old coordinate transformation
process costs 43.98% of the total time. There is a big room
for improvement.

C. SOLVING CONCEPT WITH HIGH ACCURACY
The traditional method is not efficient: 1) the coordinate
system conversion process takes too long; 2) and the five
parameters describing the ellipse are described as four ver-
tex coordinates; 3) the process error occurres. To improve
the accuracy and speed up the pose calculation process,
a new efficient solving concept is presented. As shown
in Fig. 10, it can be simplified as four steps: firstly, con-
vert the ellipse pixel plane to the camera coordinate system
through A matrix; secondly, convert the abovementioned
system to the standard cut plane through P matrix; thirdly,
convert the above cut plane to the standard circular
cross-sections through Q matrix; finally, we can get the
pose of the circular shape through the norm vector and
eigenvalue.

FIGURE 10. The detailed process of the new solving method.

The advantage of the new efficient method is that it directly
uses the five independent parameters of the ellipse to do
a complete spatial conic coordinate transformation, which
reduces the process error. Moreover, the number of matrix
conversions is reduced. The main conversion is solving
A matrix, and the eigenvalues and eigenvectors of A matrix
are mainly used in Q matrix and P Matrix, respectively.
In addition, since the most time-consuming process of the
whole pose measurement is actually an elliptical feature
extraction, to speed up the image pre-processing and image
recognition process, an FPGA-based parallel processing
algorithm is proposed. The detail calculation process will
describe in the next chapter.
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IV. EFFICIENT SOLVING METHOD
A. IDEA OF STEREO VISION COLLABORATIVE
MEASUREMENT
In terms of the pose measurement for space on-cooperative
target mainly includes binocular vision, multi-vision and
structural-light combination form. In view of the complexity
of the space environment and the movement characteristics
of the measurement target, binocular stereo vision is simple
and reliable, low cost as well as flexible applications, etc.
It is widely used in space measurement, industrial production
and other fields. Conventional visual measurement needs to
calculate the depth information by matching the adjacent
frames. As long as the analytical operation of the space
target can be obtained, the pose information can be then
solved, which overcomes the shortcomings of the traditional
method. Fig. 11 shows the three-dimensional visual measure-
ment method for the space non-cooperative target. The rela-
tive relationship between the reference frame to left-camera
coordinate system isocl T ref ; the relative relationship between
the two camera frame is crT cl ; and the relative relationship
between the reference frame to right-camera coordinate sys-
tem ocr T ref . Therefore, the pose measurement problem can
be equivalent to find the coupling relationship between the
target ellipse in the left and right camera coordinate system.

FIGURE 11. The diagrammatic sketch of stereo vision measurement.

Due to a lack of cooperative information on the space non-
cooperative satellite, the identification of non-cooperative
targets needs to be identified by their own inherent character-
istics. According to the statistics of the launched spacecraft,
it is clear that most of the emitters are rounded and the outer
contours are almost quadrilateral. At the same time, because
the circular cross section is easy to identify, the features that
are not easily recognizable are prone to distortion and loss of
information. Therefore, this paper uses the spacecraft body
shape and the satellite surface cylinder as the recognition
feature, and multi-feature recognition method is carried out
by image processing. Thus, we can obtain the relative pose
information of the non-cooperation target. Traditional iden-
tification methods are based on a single feature such as a
rectangle or an ellipse as an identification target. Considering
the influence of light and background noise, the linear feature

recognition algorithm has higher accuracy and robustness
than the contour recognition algorithm, as shown in Fig. 12.
In order to improve the robustness of the algorithm, this paper
combines the ontology shape and circular features of the tar-
get in view of the complex motion characteristics of the space
non-cooperative target. Even if part of the satellite is clipping,
the system still able to get a stable pose measurement result,
which improves the robustness of the algorithm.

FIGURE 12. The schematic diagram of multi - feature identification.

B. PARALLEL COMPUTING FOR IMAGE PRE-PROCESSING
OF POSE MEASUREMENT
As shown in Fig. 13, the idea of parallel computing for
median filter is through a 3× 3 sliding window to obtain the
neighborhood of 9 pixel values. The window of each pixel
is in descending order, and then the minimum, the middle
and the maximum value of each column are used. Finally,
we take {Min,Med,Max} to do a sort, and take their median
as the median of the window. The results of median filtering
are shown in Fig. 14.

FIGURE 13. The parallel computing flow chart of Median filter.

The parallel computing idea of the sobel edge detection
is to calculate the sum of each pixel convolution, and obtain
the gradient value {GX ,GY }, and then obtain its square root
through the Cordic IP core. According to the external input
threshold δ, it is possible to determine whether the pixel (x, y)
is the edge of the pixel or not. The entire parallel design flow
is shown in Fig. 15, and the results of edge detection are
shown in Fig. 16.

According to the edge detection results, we can get the
pixel coordinates of the feature point (u, v). Assuming that the
coefficient matrix of the elliptic equation isN = [a b c d e f ],
and notingX = [u2, uv, v2, u, v, 1]T , the elliptic equation can
be rewritten as

f (u, v) = N · X (14)
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FIGURE 14. The results of median filter base on FPGA. (a) The median
filter of left camera. (b) The median filter of right camera.

FIGURE 15. The parallel computation flowchart of sobel edge detection
algorithm.

The problem of ellipse fitting is actually the minimum
distance from all points to elliptic equations, so the problem
of ellipse extraction can be degenerated to solve the optimal
value of the objective function:

F (a, b, c, d, e, f )

= min

(
n∑
i=1

f 2 (ui, vi)

)
= min

(
n∑
i=1

(N iX i)
2

)

= min

(
n∑
i=1

N iX iXT
i N

T
i

)
(15)

The measurement area extracted by satellite ontology and
ellipse feature is shown in Fig. 17.

FIGURE 16. The results of sobel edge detection based on FPGA. (a) The
edge detection of left camera. (b) The edge detection of right camera.

TABLE 1. FPGA and PC comparisons.

The MT series CMOS used in this paper has a frame
rate of 60 fps at VGA resolution. FPGA’s chip model is
Cyclone III. The frequency of the chip clock is 20 MHz,
and the frame rate of the image pre-processing is 45 fps.
Compared to VC Studio 2010 software, the computer CPU
is i3-4170, and the clock frequency is 3.7GHz, and the single
frame average costs 0.739733s with the same image pre-
processing. As shown in the TABLE 1, in case that the
clock frequency is much slower than the PC host, the parallel
processing speed of FPGA-based is 33 times faster than the
host computer.

C. THE POSE SOLUTION FOR SPACE CIRCULAR FEATURE
The projection of the spatial circle is shown in Fig. 18,
among them, Ow − XwYwZw is the world coordinate sys-
tem; Oc − XcYcZc is the optical center of camera coordinate
system; and OI − XIYI is the image coordinate system.
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FIGURE 17. Ellipse feature extraction results of target surface. (a) The
sketch map of extracting ellipse feature from left camera. (b) The
sketch map of extracting ellipse feature from right camera.

FIGURE 18. The projection schematic diagram of space circular feature.

The transformation matrix from the camera coordinate sys-
tem to the world coordinate system is wT c; the measured
space circle is on the plane 5; the center of the circle is Oo
and the normal vector is En.

The projection of the space circular shape on the image
plane is an ellipse, and the optical center of the camera O,
the ellipse image I and the spatial plane5 constitute the ellip-
tical cone. The five parameters of the ellipse can be obtained
by the feature extraction of the ellipse, that is, the center point
(xc, yc), long and short axis (ac, bc) and rotation angle θ of

the ac-axis relative to the+x-axis, thus the elliptical quadratic
form can be further expressed as:(
(u− xc) cos θ + (v− yc) sin θ

ac

)2

+

(
−(u− xc) sin θ + (v− yc) cos θ

bc

)2

= 1 (16)

For the convenience of calculation, the elliptical plane is
normalized, i.e. uv

1

 =
 fu u0 0

0 fv v0
0 0 1

 xIyI
1


=

1
zc

 fu u0 0
0 fv v0
0 0 1

 xcyc
zc

 (17)

Substituting (17) into (16), the equation of the ellipse
normalized focal plane can be rewritten as:

f (xc, yc, zc) = ax2c + by
2
c + cxcyc + dxczc + eyczc + fz

2
c = 0

(18)

Among them, the coefficients of the elliptical quadratic
form are as follow:

a = b2c f
2
u cos2 θ + a2c f

2
u sin2 θ (19)

b = 2
(
b2c − a

2
c

)
fufv · sin θ cos θ (20)

c = a2c f
2
v cos2 θ + b2c f

2
v sin2 θ (21)

d = −2
(
b2c cos

2 θ + a2 sin2 θ
)
fu · xc

− 2
(
b2c − a

2
c

)
sin θ cos θ · yc

+ 2b2c (u0 cos θ + v0 sin θ) fu cos θ

− 2a2c (−u0 sin θ + v0 cos θ) fu sin θ (22)

e = −2
(
b2c − a

2
c

)
fv sin θ cos θ · xc

− 2
(
a2c cos

2 θ + b2c sin
2 θ
)
fv · yc

+ 2b2c (u0 cos θ + v0 sin θ) fv sin θ

− 2a2c (−u0 sin θ + v0 cos θ) fv cos θ (23)

f = −
(
b2c cos

2 θ + a2c sin
2 θ
)
x2c

+

(
a2c cos

2 θ − b2c sin
2 θ
)
y2c

− 2
(
b2c + a

2
c

)
sin θ cos θ · xcyc

+

[
−2b2c (u0 cos θ + v0 sin θ) cos θ

+2a2c (−u0 sin θ + v0 cos θ) sin θ
]
xc

+

[
−2b2c (u0 cos θ + v0 sin θ) sin θ

−2a2c (−u0 sin θ + v0 cos θ) cos θ
]
yc

+

[
b2c (u0 cos θ + v0 sin θ)

2

+a2c (−u0 sin θ + v0 cos θ)
2
− a2cb

2
c

]
(24)
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The oblique conic equation (18) can be rewritten as:

f (xc, yc, zc) = XT
c · A · Xc = 0 (25)

where

A =

[
a c/2 d/2
c/2 b e/2
d/2 e/2 f

]
, Xc = [xc, yc, zc]T .

According to the matrix theory, the real symmetric
matrix A can be transformed into a standard form diag (A)
by line transformation and column transformation, that is,
the oblique cone can be converted into a standard cone
through coordinate transformation.

For the 3th real symmetric matrix A, there is an orthogonal
matrix P makes P−1AP to a diagonal matrix, that is,

P−1AP = PTAP =

 λ1 λ2
λ3

 (26)

Assuming that Xc = P ·
[
x ′c, y

′
c, z
′
c
]T, let x ′c, y′c, z′c be the

standard spatial coordinate system, then the quadratic type of
space oblique cone can be rewritten as a standard formula:

λ1x
′2
c + λ2y

′2
c + λ3z

′2
c = 0 (27)

According to the definition of the standard cone, in (27)
there must be two symbols identical and opposite to the third,
there is a special case here, when the projection of the space
circle on the image plane is a circle, the oblique cone can
be degenerated into a positive cone, in this case, the two
eigenvalues of the same sign are equal.

From the matrix theory, assuming that the eigenvalues
of matrix A are λ1 (A) , λ2 (A) , λ3 (A), the corresponding
normalized eigenvectors are En1 (A) , En2 (A) , En3 (A), then we
get

(λI − A) x = 0 (28)

Where, I ∈ R3×3 is a unit matrix, λ is the eigenvalues of A
and x is the eigenvector of A.

Write P as a column vector form
[
Er1 Er2 Er3

]
, without loss of

generality, let λ1 (A) ≥ λ2 (A) > 0, there is{
λ1 = λ1 (A)
λ2 = λ2 (A)
λ3 = λ3 (A)

(29)Er3 = (−1)
1+sgn(En3(A)z) En3 (A)

Er2 = En2 (A)
Er1 = Er2 × Er3

(30)

where sgn(x) =
{
1, x > 0
0, x < 0.

As shown in Fig. 18, the elliptical cone intersects the circle
to form a truncated surface, and its normal vector is expressed
as
(
n′x , n

′
y, n
′
z

)
, the expression of the circle in the standard

space coordinate system is

n′xx
′
c + n

′
yy
′
c + n

′
zz
′
c = h0 (31)

where n
′2
x + n

′2
y + n

′2
z = 1.

(a)When n
′2
x +n

′2
y 6= 0, in order to facilitate the subsequent

calculation [27], the z′c -axis coincides with the normal vector(
n′x , n

′
y, n
′
z

)
of the cut-off surface by attitude transformation,

the transformation relationship is:

X ′c = QX ′′c =
[
Er′1, Er

′

2, Er
′

3
]
X ′′c (32)

where

Er′3 =
[
n′x , n

′
y, n
′
z

]T
,

Er′2 =

 −n′xn
′
z√

n′2x + n
′2
y

,
−n′yn

′
z√

n′2x + n
′2
y

, 0

T

Er′1 =

 −n′y√
n′2x + n

′2
y

,
n′x√

n′2x + n
′2
y

, 0

T

.

Substituting (32) into (31) yields the circle plane equation:

z′′c = h0 (33)

Simultaneous equations (33) and (32), we can obtain the
line of intersection equation of the circle:

f
(
x ′′c , y

′′
c , z
′′
c
)
= X ′′Tc · Â · X

′′
c = 0 (34)

where

Â =

 â ĉ/2 d̂/2
ĉ/2 b̂ ê/2
d̂/2 ê/2 f̂

 , X ′′c =
[
x ′′c , y

′′
c , z
′′
c
]T
.

For the quadratic equation (34), in order to make it a circle,
the following conditions need to be satisfied:

b̂ =
2n′xn

′
yn
′
z (λ1 − λ2)

n′2x + n
′2
y

= 0

â =
λ1n

′2
y + λ2n

′2
x

n′2x + n
′2
y
= ĉ

=
λ1n

′2
x n
′2
z + λ2n

′2
y n
′2
z

n′2x + n
′2
y

+ λ3

(
n
′2
x + n

′2
y

) (35)

For the solution of the equation(35), the analysis is as
follows:

a) If n′x = 0 ∩ n′z = 0, then, there is no solution;
b) If n′y = 0, we can get:

c
En′o =

 n′xn′y
n′z

 =

±

√
λ1 − λ2

λ1 − λ3
0

−

√
λ2 − λ3

λ1 − λ3

 (36)

Assuming that the radius of the circle is Ro, substitut-
ing (36) into (34) yields

x"2c +
[
y′′c −

h0n′xn
′
z

λ2
(λ1 − λ3)

]2
= R2o (37)
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where

Ro =

√(
λ1 − λ3

λ2
h0n′xn′z

)2

−
h20
λ2

(
λ1n

′2
x + λ3n

′2
z
)
.

Simultaneous (34), (33) and (30), the center of the circle
expressed in the coordinate system o′′c − x

′′
c y
′′
c z
′′
c is

cp′′o =

 x ′′0y′′0
z′′0

 =


0

±

√
−
(λ1 − λ2) (λ2 − λ3)

λ1λ3
Ro

λ2
√
−λ1λ3

Ro

 (38)

Substituting (38) into (32) gives the representation of the
center coordinates in the standard space o′c − x

′
cy
′
cz
′
c is:

cp′o =

 x ′0y′0
z′0

 =

±

√
−
λ3 (λ1 − λ2)

λ1 (λ1 − λ3)
Ro

0√
−
λ1 (λ2 − λ3)

λ3 (λ1 − λ3)
Ro

 (39)

Equation (39) and (36) are multiplied by the orthogonal
transformation matrix P, respectively. The pose of the circle
in the camera coordinate system can be expressed as:

cpo =

 cxo
cyo
czo

 = P

 x ′0y′0
z′0

 = [Er1 Er2 Er3]
 x ′0y′0
z′0

 (40)

c
Eno =

 cnx
cny
cnz

 = P

 n′xn′y
n′z

 = [Er1 Er2 Er3]
 n′xn′y
n′z

 (41)

(b) When n
′2
x + n

′2
y = 0, then

c
En′o =

 n′xn′y
n′z

 =
 0
0
1

 (42)

Substituting (42) into (31) yields:

z′c = h0 (43)

Simultaneous (43) and (27), the center position of the circle
in the standard space o′c − x

′
cy
′
cz
′
c are expressed as:

cp′o =

 x ′0y′0
z′0

 =


0
0

±

√
−
λ1

λ3
Ro

 (44)

Similarly, (44) and (42) are multiplied by the orthogonal
transformation matrix P, respectively. We can obtain the pose
of the circle in the camera coordinate system:

cpo =

 cxo
cyo
czo

 = P

 x ′0y′0
z′0

 = z′0r3 (45)

c
Eno =

 cnx
cny
cnz

 = P

 n′xn′y
n′z

 = r3 (46)

From the calculation process of the pose of the circle, it can
be seen that if we know the radius of the circle, we can obtain
its pose by the new efficient method mentioned in the text.
But for the space non-cooperative target, the geometry of the
grasp handle is unknown; the number of equations is less
than the number of unknowns, therefore, based on the above
analysis method cannot directly find the pose information of
the capture surface, which requires binocular collaborative
measurement to obtain the pose information.

D. STEREO-VISION COLLABORATIVE MEASUREMENT
As shown in Fig. 19, among them,Ow−XwYwZw is the world
coordinate system, Ocl − XclYclZcl is the left-arm hand-eye
camera optical coordinate system, the left camera coordinate
system relative to the world coordinate system transformation
matrix is clTw,Ocr−XcrYcrZcr is the right-arm hand-eye cam-
era optical coordinate system, the right camera coordinate
system relative to the right camera coordinate system trans-
formation matrix is crT cl , OIl − XIlYIl , OIr − XIrYIr are the
left and right camera image coordinate system, respectively.
The measured circle plane is <, the corresponding position
vector of the center circle is Olo and O

r
o, respectively, and the

normal vector is Enlcircle and En
r
circle, respectively.

FIGURE 19. The schematic diagram of stereo vision measurement.

Similarly, seen from the expression of cEno, we know that
the attitude calculation of the circular shape with the new
efficient method has nothing to do with the radius, thus, we
can use the similar method to solve it.

According to binocular calibration results, the pose of
circular measured by the right camera can be expressed in
the left camera coordinate system:

or pcl =
cr tcl +

crRcl
or pcr (47)

orRcl =
crRcl

orRcr (48)

Since or pci = PAi(i = l, r), (47) can be further simpli-
fied as: [

PAl − crRclPAr
] [Rlo

Rro

]
=

cr tcl (49)
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FIGURE 20. Computational flowchart of collaborative measurement the
pose of the capture-point based on stereo vision.

where

Ai =



[
±

√
−
λ3 (λ1 − λ2)

λ1 (λ1 − λ3)
0

√
−
λ1 (λ2 − λ3)

λ3 (λ1 − λ3)

]T
,(

n′y = 0
)

[
0 0 ±

√
−
λ1

λ3

]T
,

(
n
′2
x + n

′2
y = 0

)
.

The least squares method can be used to solve (49), thus:[
Rlo
Rro

]
=

(
BTB

)−1
BT

(cr tcl ) (50)

where B =
[
PAl − crRclPAr

]
, Rlo and Rro are the radius

measured by the left and right cameras, respectively.
(a) If n

′2
x +n

′2
y 6= 0, substituting (50) into (40) and (41) ,we

can get the pose of the target with circular shape;
(b) If n

′2
x + n

′2
y = 0, similarly, substituting (50) into (45)

and (46) , we can also obtain the pose of the target with
circular shape.

According to the derivation of section IV-C, each mea-
surement can get two sets of solutions, in order to obtain
the normal vector of target surface, we can compare with
the angle between the two normal vectors of the left camera
and the right camera in the left camera coordinate system,
the detailed process is shown in Fig. 20.

Compared the traditional method with the new efficient
method, we can see that the expression form of the circular
radius is very similar; the only difference is that the new

efficient method introduces the coefficient matrix A of the
elliptic equation, which reduce the computational complexity
and improve the accuracy, the experiment will be mentioned
later.

V. EXPERIMENTS
A. EXPERIMENTAL PLATFORM
Aiming at the stereo-vision measurement method mentioned
in this paper, the validity of the wholemeasurement algorithm
is verified by experiments, which can provide reliable pose
information for the space robots coordinated capture the non-
cooperative target. The whole experimental system mainly
consists of three parts: FPGA-based binocular camera sys-
tem, laser tracker and visual measurement software system.
The composition diagram of the entire experimental system is
shown in Fig. 21, which has three computing units: one is the
FPGA-based acceleration processing unit, the main tasks of
it is image pre-processing and image recognition; the second
is the pose calculation unit, mainly responsible for attitude
calculation; the last is the auxiliary measurement of the laser
tracker, mainly calculate the three-dimensional coordinates of
the target point as the reference value of the visual measure-
ment by the built-in optical measurement software.

FIGURE 21. The schematic diagram of stereo-vision measurement system.

The binocular vision system chosen in this paper is
a low cost Altera FPGA development board with two
MT9T001 series CMOS cameras, the composition of the
image acquisition system is shown in Fig. 22. The but-
ton can be used to switch the single/double output mode;
taking into account the image pre-processing (median fil-
tering, edge detection and ellipse detection) of the visual
algorithm is time-consuming and resource consuming, and
it is also very suitable for parallel computing, in this paper,
the pre-processing algorithm of stereo vision measurement
is written into the FPGA chip with Verilog language, the
result(TABLE 1) shows that it can improve the calculation
speed of the stereo vision system significantly.

Fig. 23 shows the three-dimensional structure of the mea-
surement target by 3-D printing. The diameter of the capture
cylinder is 80mm.
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FIGURE 22. The composition of the binocular vision acquisition system.

FIGURE 23. Three-dimensional structure of 3D printing target satellite.

FIGURE 24. The block diagram of visual measurement software.

B. EXPERIMENTAL RESULTS AND ANALYSIS
In order to facilitate the visual operation, here, we set upMFC
visual software based on FPGA + CPU architecture. The
extraction of circular shape on the non-cooperative satellite
is realized by FPGA, then, the extracted ellipse features are
transmitted from FPGA to the CPU host computer through
USB interface, and the subsequent pose calculation work
is completed, among them, USB transmission mode is the
Slave FIFOs’ Role in the EZ-USB System. The whole block
diagram of visual measurement software is shown in Fig. 24.

The visual measurement of the target in this paper mainly
includes four aspects: image acquisition, target recognition,
calibration (binocular calibration and external parameters cal-
ibration) and pose calculation:

(a) The main process of image acquisition is the initializa-
tion of CMOS register by FPGA;

(b) Visual recognition as a part of pre-processing for the
visual measurement, mainly used to identify the cap-
ture surface by using the combination of quadrilateral
and circular features of satellite surface, the sobel oper-
ator and the elliptic fitting method based on the least
squares method are used to improve the robustness the
process of target recognition;

(c) The binocular calibration and external parameter cali-
bration is mainly used to determine the homogeneous
transformation matrix between the camera frame and
the reference coordinate system, its accuracy directly
affects the accuracy of the pose measurement;

(d) The pose of natural objects with circular or
near-circular shape is solved by new efficient method,
compared with the traditional analytic method,
the computational complexity is obviously reduced,
and the measurement accuracy is obviously improved,
which is beneficial for the real-time performance of the
pose calculation system.

The overall pose measurement process is shown in Fig. 25.
The FPGA processing part and the PC processing part are
highlighted in detail.

1) EXTERNAL PARAMETERS CALIBRATION EXPERIMENTAL
The schematic diagram of external parameter calibration sys-
tem is shown in Fig. 26, among them, refjT refi is the homo-
geneous transformation matrix of the reference coordinate
system from i state to j state; cjT ci is the homogeneous
transformation matrix of the camera coordinate system from i
state to j state; refiT ci is the relative position and attitude trans-
formation matrix between the camera coordinate system and
the reference coordinate system; ref Tw is the homogeneous
transformation matrix of the world coordinate system to the
reference coordinate system and cTb is the homogeneous
transformation matrix of the base coordinate system to the
camera coordinate system.

After coordinate transformation, refjT refi ,
cjT ci and

refiT ci
meets the following relationship:

refjT reffi
refiT ci =

refjT cj
cjT ci =

refiT ci
cjT ci

⇓ Format : AX = XB[
refjRrefi

refj treffi
O3×1 1

] [
refiRci

refi tci
O3×1 1

]
=

[
refiRci

refi tci
O3×1 1

] [ cjRci
cj tci

O3×1 1

]
(51)

By expanding (51), the basic equation for external param-
eter calibration can be expressed as:{

refjRrefi
refiRci =

refiRci
cjRci(

refjRrefi − I3×3
)
refi tci =

refiRci
cj tci −

refj trefi
(52)

It can be seen from (52) that the problem of external
parameter calibration is actually the process of solving refiRci
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FIGURE 25. The flow chart of pose measurement based on stereo vision.

FIGURE 26. The sketch map of external parameters calibration.

and refi tci . The basic idea is to optimize the solution of
AX = XB, many scholars have studied the methods of exter-
nal parameter calibration (refer to [28]–[32]).

FIGURE 27. External parameters calibration for laser tracker and camera
coordinate system.

In order to verify the effectiveness of the measurement
method, the relationship between the camera coordinate sys-
tem and the reference coordinate system at the end of the
equivalent manipulator is calibrated with a high-precision
PARO laser tracker.

The collaborative calibration diagram of the FARO
laser tracker and the camera coordinate system is shown
in Fig. 27.
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TABLE 2. The pose error analysis table of the capture point 1.

According to above derivation, it is assumed that the
checkerboard is not moved, and moves the binocular cam-
era for multiple times(n = 20), we can calculate the
external calibration matrix of the reference coordinate sys-
tem relative to the left-camera coordinate system, noted
as ref T cl .

The homogeneous transformation matrix of the reference
point relative to the laser tracker coordinate system is

ref Tw =


0.4249 −0.6758 0.6023 46.1251
0.5722 −0.3151 −0.7572 1828.6190
0.7015 0.6663 0.2528 −345.1660

0 0 0 1


(53)

Therefore, the homogeneous transformation matrix of the
left-camera coordinates system relative to the laser tracker
coordinate system:

clTw =
(
ref T cl

)−1
·
ref Tw

=


0.2892 0.9630 0.4681 1157.1

0.6216 0.3732 −0.7131 1882.1

−0.6613 0.8325 −0.2556 1513.9

0 0 0 1

 (54)

2) STEREO-VISION COLLABORATIVE MEASUREMENT
EXPERIMENTAL
It should be noted that the later forms and pictures men-
tioned in the ‘‘the traditional methods’’ on behalf of the
text mentioned in the third section of the traditional method.
The theoretical analysis of the high precision and high effi-
ciency measurement method proposed in this paper is shown
in Section III-C.

Taking the first set of experiments as an example,
according to the recognition result of the ellipse, we can
get the ellipse parameters of the non-cooperative target

corresponding to the left and right cameras:(
u0 v0 a b θ

)
=

{
EL : (329 251 16 16 -179.4555)
ER : (424 229 15 17 -13.3488)

(55)

The pose of natural objects with circular or near-circular
shape obtained by the traditional method is:{

(ñcir )old = [0.8205,−0.4995, 0.2779]T(
Õo
)
old
= [1008.1, 425.3,−221.3] (mm)

(56)

Similarly, we can obtain the pose of natural objects with
circular or near-circular shape through the new efficient
method:{

(ñcir )new = [0.8412,−0.4886, 0.2317]T(
Õo
)
new
= [1002.1, 431.5,−224.4]T (mm)

(57)

Define the error of the normal vector is δθ =

6 (Enreal, Enactual), compared with the conversion results of
laser tracker, the traditional measurement error can be
expressed as:

δθold = 6 (ncir , (ñcir )old ) = 2.1910◦

δpold = Oo −
(
Õo
)
old

=

[
4.0172 −4.8638 1.2784

]T
(mm)

(58)

Meanwhile, the new efficient measurement error can be
obtained as:
δθnew = 6 (ncir , (ñcir )new) = 1.8073◦

δpnew = Oo −
(
Õo
)
new

=

[
−1.9122 1.3653 −1.8193

]T
(mm)

(59)

In order to better illustrate the effectiveness of the mea-
surement method, in this paper, we selected twomeasurement
targets on the satellite. As Fig. 23 shows, the two measured
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FIGURE 28. The statistics error along with the xyz-axis.

FIGURE 29. The angle between the actual normal vector and the measured vector.

positions are symmetrically to the solar panel plane. Each
group of experiments are collected a total of 12 sets of exper-
imental data, in the first group of experiments, the statistical
results of the actual value measured by the mentioned mea-
surement method and FARO Laser Tracker measured results
are shown in TABLE 2.

The position error of the traditional analytic method and
the new efficient method on the xyz-axis are shown in Fig. 28,
correspondingly, the angle between the actual normal vector
and the real value is shown Fig. 29.

The statistical results show that the mean value of the posi-
tion error of the traditional analytic method and new efficient
method on the xyz-axis are p̄1old = [4.9526, 4.8040, 4.8726]T

and p̄1new = [2.1601, 2.0120, 1.8492]T (mm), respectively;
meanwhile, the average angle between the actual normal vec-
tor and the true value are θ̄1old = 1.4624◦ and θ̄1new = 0.9641◦,
respectively.

We can see that the average angle of the position measure-
ment accuracy is 58.76% higher than that of the traditional
analytic method, and the accuracy of the normal vector is
improved by 34.08%.

Another group of experiments also collected 12 sets of
experimental data, the statistical results of the actual value
measured by the mentioned visual measurement method
and FARO Laser Tracker measured results are shown
in TABLE 3.

Similarly, the position error of the traditional analytic
method on the xyz-axis is shown in Fig. 30, the angle between
the normal vector and the real value is shown Fig. 31.

The mean value of the position error of the tradi-
tional analytic method and new efficient method on the
xyz-axis are p̄2old = [4.6315, 4.1350, 3.8530]T and p̄2new =
[3.7422, 2.7990, 3.0074]T (mm), respectively; the average
angle between the normal vector and the true value are θ̄2old =
1.3828◦ and θ̄2new = 0.8429◦, respectively. The average angle
of position measurement accuracy is 23.95% higher than that
of the traditional analytic method, and the accuracy of the
normal vector is improved by 39.04%.

Given the extracted ellipse parameters {EL ,ER}, the pose
calculation platform is Windows7, and the processor
is I3-4170. Calculate 12 groups of experimental data it takes
an average of 0.0432s by the traditional analytical method,
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TABLE 3. The pose error analysis table of the capture point 2.

FIGURE 30. The statistics error along with the xyz axis.

FIGURE 31. The angle between the actual normal vector and the measured vector.

however, when using the new efficient method to calculate
the similar data, it only costs 0.0019s, which greatly reducing
the time spent by pose calculation, therefore, it will contribute

to the real-time performance of subsequent capturing the
non-cooperative target. In view of the acceleration of image
preprocessing, the efficiency of the new pose calculation
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method is nearly 96% higher than that of the traditional
method in the whole pose measurement process.

VI. CONCLUSIONS AND FUTURE WORK
Recognition and pose measurement of non-cooperative tar-
gets are very important for on-orbital servicing. Since non-
cooperation target has not any cooperation logo or any
prior knowledge, it is very difficult to measure the infor-
mation of the target points based on vision. By analyzing
the characteristics of the non-cooperative target, an efficient
method to determine the pose of natural objects with circu-
lar or near-circular shape is proposed. In the process of static
distance measurement, we can use the hand-eye camera
co-measurement method to ensure the operation of visual
measurement. Comparedwith the traditional method, the pro-
posed method has higher accuracy and efficiency. More-
over, considering the pre-processing of visual measurement is
very time-consuming, we realized the image pre-processing
algorithms (including median filter, edge detection and the
ellipse recognition) on the FPGAs, which has a strong parallel
processing power. The proposed results are then transferred
through USB interface to the MFC visual software to do
post-processing. Hence, the image processing speed is further
improved. The validity of the proposed method is verified by
experiments.

An interesting work to be accomplished in the future is to
make an exhaustive study of the optimal strategy for captur-
ing the non-cooperative target. In addition, experiments with
motion estimation could be useful to predict the movement of
the non-cooperative target. Furthermore, how to optimize the
visual measurement algorithm, further adoption of parallel
computing to speed up the image algorithm is an important
aspect of the future research.
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