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ABSTRACT In this paper, resource allocation and interference mitigation are investigated for heterogeneous
networks where the lowest tier consists of device-to-device (D2D) cells. In order to alleviate dead-zone
problem, we first consider downlink/uplink (DL/UL) decoupling user association and quantify its capability
on interference management and network-wide D2D performance enhancement. Second, we propose an UL
fractional frequency reuse scheme where subband (SB) bandwidths are adaptively determined based on:
1) user equipment (UE) density; 2) e-node-B (eNB) density; and 3) on/off switching frequency of small
cells. Obtained results show that the adaptive method significantly reduces the number of outage users.
Thereafter, a novel concatenated bi-partite matching (CBM) method is proposed for joint SB assignment
(SA) and resource block allocation (RA) of cellular UEs. Numerical results show that the CBM provides a
close performance to exhaustive solution with greatly reduced running time. The CBM is then extended to
a centralized mode selection, SA, and RA for D2D cells. Alternatively, we develop offline and online semi-
distributed approaches where a D2D-cell can reuse white-list RBs (WRBs), which are not occupied by the
adjacent small cells. In the former, D2D-cell members are not aware of intra-cell and inter-cell interference
and uniformly distribute their maximum permissible power to WRBs. In the latter, we put D2D sum rate
maximization into a convex form by exploiting the proximity gain of D2D UEs. Online distributed solution
is then developed bymessage passing of dual variables and consistency prices. Finally, virtues and drawbacks
of the developed approaches are compared and explained.

INDEX TERMS Downlink/uplink decoupling, dead-zone mitigation, inter-tier interference management,
truncated channel inversion, concatenated bi-partite graphs, fractional frequency reuse, geometric program-
ming, subband assignment.

I. INTRODUCTION
To fulfill the future demands of the fifth generation (5G)wire-
less networks, wireless researchers have paid much attention
on spectrum efficient solutions. Such data deluge is a natural
outcome of the increasing number of mobile devices, Internet
of Things, and smart city infrastructures, which inherently
introducemachine type communications to cellular networks.
To meet these ambitious demands, ultra-dense HetNets have
already been considered as a promising solution since den-
sification of the network have the ability to boost network
coverage and capacity, while reducing operational and capital
expenditures. Therefore, small eNBs (SeNBs) are likely to be
standard in 5G networks due to their advantages such as high

speed connectivity, enhanced coverage, and improved battery
life [1].

Considering the increasing number of machine-type com-
munications and context aware services/applications, another
potential spectral efficient approach is D2D communica-
tion which provisions three main advantages over con-
ventional HetNets: 1) Proximity gain provides high bit
rates, low delay, and high energy efficiency as a result
of short range between D2D-UEs (DUEs), 2) Reuse gain
is obtained by sharing the radio resources exploited by
higher level tiers, and 3) Hop gain is achieved by eliminat-
ing the role of eNB by establishing a direct link between
DUEs [2].
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In the context of hierarchical tiers of HetNets, where
tiers 1 and 2 are formed by macro eNBs (MeNBs) and
SeNBs, respectively, DUEs can be treated as the lowest tier
which utilizes the radio resources in an opportunistic and
non-intrusive manner. In orthogonal frequency-division mul-
tiple access (OFDMA)-based HetNets, co-tier (tier-i↔ tier-i)
and cross-tier (tier-i↔ tier-j, i 6= j) interference take place
when multiple UEs operate on the same resource block (RB).
Hence, themulti-tiered structure of Het-Nets induces interfer-
ence management and resource allocation challenges, which
are mainly addressed with new solutions in this paper.

A. RELATED WORKS
Some of the recent research efforts on FFR can be exem-
plified as follows: Xu et al. [3] derived the optimal radius
to identify inner and outer cell UEs and quantified the
achievable throughput of FFR. Relying on realistic irreg-
ularly shaped cells, Gonzalez et al. [4] developed a soft
fractional frequency reuse (SFR) scheme to improve perfor-
mance. In order tomaximize cell throughput and the coverage
quality, Zhang et al. [5] considered a distributed antenna
aided FFR. When MeNBs employed FFR and SFR, authors
of [6] studied the coverage probability for picocell users.
Albeit the significant contributions in [3]–[6], authors only
considered CUEs without addressing D2D communications.

In FFR-aided OFDMA cellular systems, achievable
spectral efficiency of D2D communication was analytically
investigated in [7]. MeNB performance of FFR and SFR
is quantified by characterizing the coverage probability and
capacity of D2D links [8]. Vlachos et al. [9] exploited FFR
as the interference-limiting method and developed a multi-
objective cell association scheme to orchestrate DUEs. In par-
ticular, a D2D-aware sectorized-FFR algorithm is proposed
for MeNBs [10]. In return for a reduced spectral efficiency,
authors of [11] dedicated a certain subband for the D2D users.
Our work in this paper differs from [3]–[11] in the follow-

ing regards: While sectorization of the cell area provides a
higher frequency reuse factor (FRF), works in [3]–[9] simply
divided the cell coverage into inner and outer regions. Fur-
thermore, proposed FFR frameworks in [3]–[5] and [7]–[11]
merely consideredmacrocells and are not suitable for a multi-
tiered networks. Moreover, proposed schemes in [3]–[11]
considered FFR merely for DL transmission with equiparti-
tioned subband bandwidths. However, UEs are power limited
in UL transmission and diverse in required QoS, thus, amount
of available bandwidth for cell edge UEs determine the out-
age performance. Therefore, a dynamic subband bandwith
allocation strategy is necessary to use FFR for UL transmis-
sion. Finally, single-tier based FFR schemes are not suitable
to be used in HetNets as they do not address joint SA and RA
for lower tiers.

On the other hand, recent research efforts on interference
management and resource allocation problem can be exem-
plified as follows: In [12], authors constructed an interfer-
ence based graph to solve an orthogonal resource allocation
for DUEs. Reference [13] proposed a pricing-based joint

spectrum and power allocation for decentralized interfer-
ence coordination among DUEs and CUEs. In [14], authors
investigated the problem of optimal matching of D2D links
and CUEs to form spectrum-sharing partners by construct-
ing a bi-partite graph weighted by outage probabilities.
Wu et al. [15] targeted energy-efficiency by casting
D2D relay selection problem as a minimum weighted
bi-partite matching problem. Jiang et al. [16] considered
an interference-aware communication model and formulated
selective caching, and sender-receiver matching as a max-
imum weighted matching problem. In [17], resource and
power allocation is performed via admission control and
power allocation for each DUE pair and its CUE partners.
Next, a maximum weight bi-partite matching is developed to
select a suitable CUE partner tomaximize the overall network
throughput.
Proposed joint SA and RA method in this paper differs

from above works in the following manners: [12]–[17] did not
consider a multi-tiered network where co-tier and cross-tier
interference management issue is the most challenging sce-
nario. Noting that [12]–[17] also did not address SB assign-
ment problem, the bi-partite matching approach in [14]–[17]
are used just for RA, which has the following shortcomings:
First, it executes a single matching between RBs and UEs
and is not suitable to assign multiple RBs to UEs with high
QoS demands. Second, it is not applicable for joint SB and
RB allocation, which is one of the most challenging task for
sectorized FFR in HetNets.

Existing work on DUDe can be given as follows:
Muhammad et al. [18] employed a reverse frequency alloca-
tion to mitigate interference between macro and small cells.
Considering decoupling, authors of [19] developed a model
to characterize the UL rate distribution in a HetNet as a
function of the association rules. The work in [20] studied
a two-tier Het-Net and presented an analytical framework
where the MeNBs and SeNBs operate according to a time
division duplexing scheme. In [21], an integer problem is
discussed to achieve efficient DUE↔cell association in order
to minimize the interference caused by DUEs on CUEs. For
LTE-Unlicensed infrastructure, [22] introduced a machine
learning-based algorithm to jointly optimize user association,
spectrum allocation, and load balancing for DUDe Het-Nets.
To the best of authors’ knowledge, DUDe’s dead-zone mit-
igation ability and its effect on D2D performance are still
not investigated and quantified from a large scale network
perspective.

B. MAIN CONTRIBUTIONS
Main contributions of this paper can be summarized as
follows:

1) We show that advantages of DUDe for D2D-enabled
Het-Nets are twofold: First, CUEs have more tolerance
to D2D interference such that more DUEs can utilize
the reuse gain on RBs occupied by CUEs. Second,
DUEs achieve a significant performance increase as the
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interference from cell-edge macrocell UEs (MUEs) are
greatly reduced by DUDe. To the best of our knowl-
edge, this is the first study quantifying the benefits
of DUDe for D2D communications in multi-tiered
Het-Nets.

2) We develop an uplink sectorized-FFR framework with
the consideration of full and truncated channel inver-
sion power control. Unlike conventional equiparti-
tioned SB bandwidth approach, we propose an adaptive
technique to determine SB bandwidths based on: i) UE
density, ii) eNB density, and iii) ON/OFF switching
frequency of smallcells. Since transmission power of
UEs and available bandwidth are limiting factors to
sustain UL QoS requests, obtained results show that
proposed method significantly reduces the number of
outage users.

3) On the contrary of single-tier oriented schemes, a novel
concatenated bi-partite matching (CBM) method is
developed for joint SA and RA such that the edge
weights between SBs and cells are obtained by the
optimal solution of the RBs and UEs bi-partite graph.
Even though proposed concatenated bi-partite graphs
are limited to single matching, it is then generalized to
multiple SBs↔eNBs and RBs↔UEs matches. There-
after, we develop a fast yet high performance algorithm
which is shown to have a very close performance to the
optimal exhaustive solution.

4) Finally, the CBM is also applied for a centralized mode
selection, SA, and RA for DUEs. Alternatively, offline
and online semi-distributed frameworks are developed,
where DUEs within a D2D-cell can reuse the set of
RBs which are not occupied by the adjacent smallcells,
i.e., white-list RBs (WRBs). In the former, D2D-cell
members neglect the intra and inter D2D-cell inter-
ference and uniformly distribute their maximum per-
missible power to WRBs. In the latter, D2D sumrate
maximization problem is transformed into a convex
form and an online distributed solution is developed
by message passing of dual variables and consistency
prices.

C. NOTATIONS AND PAPER ORGANIZATION
Throughout the paper, sets and their cardinality are
denoted with calligraphic and regular uppercase letters
(e.g., |A| = A), respectively. Vectors and matrices
are represented in lowercase and uppercase boldface
(e.g., a and A), respectively. The remainder of the paper is
organized as follows: Section II introduces the system model
and user association schemes. Section III presents dynamic
FFR scheme. Section IV formulates the optimal problem,
develop the CBM, and then introduce the proposed SA and
RA method. Section V addresses the mode selection, SA and
RA assignment of DUEs for the centralized and distributed
approaches. Numerical results are presented in Section VI,
and Section VII concludes the paper.

TABLE 1. Table of notations.

II. SYSTEM MODEL
We consider UL transmission of a 3-tiered HetNet where
each tier represents a particular cell class, i.e., tier-1 consists
macrocells, tier-2 comprises of open-access smallcells, and
tier-3 is constituted by D2D-cells which are formed by set
of DUEs within a smallcell area.1 Across tiers, eNBs may
differ in terms of DL transmit power, Pk , (k = 1, 2) and
in their spatial density. We assume that the spatial distribu-
tion of eNBs in the tier-k follows a homogeneous Poisson
point process (PPP) 8k of density λk . Likewise, CUEs and
DUEs are spatially distributed as PPPs8u and8d of density
λu and λd , respectively. We note that CUE is a generic term
used for MUEs, smallcell UEs (SUEs), and DUEs operating
in the cellular mode. The number of CUEs and DUEs within
8u and 8d are denoted as NU and ND, respectively.2 We
denote the index set of all cells by C =

⋃
k Ck = {c|c ∈

[1,C]} where Ck represents the index set of Ck tier-k cells.
Similarly, index set of U UEs is given as U =

⋃
c Uc where

Uc denotes the index set of Uc UEs associated with cell
c. P̄u and P̄d symbolize the maximum transmission power

1Herein, we conjecture that closed-access smallcells have intensive to
grant access to cell-edge MUEs in return for compensations given by the
operator.

2Number of UEs/eNBs is assumed to be finite as we consider a finite
region where number of points of a PPP realization is finite almost
surely [23].
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of CUEs and DUEs, respectively. The set of SBs denoted
by S and the index set of the total R UL-RBs denoted by
R =

⋃
sRs where Rs represents the index set of Rs RBs

within SBs. Each CUEu ∈ Uc can be assigned at most Mc
RBs, which is a design parameter. Set ofMu

c ≤ Mc RBs allo-
cated to CUEu ∈ Uc is denoted asMu

c . We note that the terms
eNB, cell, and their indices will be used interchangeably
throughout the paper. Unless it is stated explicitly otherwise,
intracell interference is neglected in centralized approaches
since eNBs are assumed to allocate RBs of an assigned SB in
an orthogonal fashion.

FIGURE 1. Illustration of DUCo/DUDe user association and dead-zone
mitigation for [ = 0.7.

In conventional DL/UL coupled (DUCo) scheme, both UL
and DL traffic offloading are done by introducing a bias
factor, 0 ≤ [ ≤ 1, into the DL received signal strength (RSS)
information. Unlike the DUCo, DUDe determines the UL
association based on channel gain such that a CUE can be
associated with the highest channel gain SeNB in the UL
even if it is associated with the MeNB in the DL. For a
bias factor of [ = 0.7, a simple DUDe scenario is depicted
in Fig. 1, where decoupled CUEs, shown as circled hexstars,
are associated with the MeNB and a nearby SeNB for DL and
UL, respectively. In DUCo scheme, on the other hand, they
are associated with MeNB for both DL and UL. This causes
severe interference to nearby SUEs and DUEs, which is a.k.a.
dead-zone problem.
The composite channel gain between generic nodes i and j

is given by

Gji = K j
iX

j
iY

j
iE{|H

j
i |
2
} (1)

where K j
i is an antenna parameter constant, X ji = δ

−η
j
i

i,j is the
path loss as a function of distance, δi,j, between the nodes,

η
j
i is the path loss exponent, Y ji = 10

ξ
j
i
10 represents the

log-normally distributed shadowing, ξ ji is a normal random
variable representing the variation in received power with
a standard deviation of σ ji , i.e., ξ

j
i ∼ N (0, σ ji ), and |H

j
i |
2

is the exponentially distributed small-scale fading gain from
UEu to eNBc. In order to avoid ping-pong effects in han-
dover, we especially consider the expected value of |H j

i |
2,

E{|H j
i |
2
}, throughout the paper. For given user associations,

therefore, the signal-to-interference-plus-noise-ratio (SINR)
of CUEu ∈ Uc on RBr ∈ Rs is given by

γ s,rc,u =
xs,rc,uy

s
cP

u
cG

u
c

Is,rc,u + σ 2
n
, ∀c ∈ C1,2, ∀u ∈ Uc, ∀s, ∀r (2)

where xs,rc,u ∈ {0, 1} is a binary variable to indicate the
allocation of RBr ∈ Rs for CUEu, ysc ∈ {0, 1} is also a binary
variable to indicate the assignment of SBs to cell c, Prc,u is the
transmission power of CUEu ∈ Uc, σ 2

n = N0B is the noise
variance, B is the bandwidth of a single RB, N0 is the thermal
noise power spectral density [W/Hz] which is assumed to be
identical for all nodes, and the aggregated UL interference
Is,rc,u is given as

Is,rc,u =
∑

i∈C1,2\c
ν∈Ui

xs,ri,ν y
s
iP

r
i,νG

ν
c

︸ ︷︷ ︸
tier−1/tier−2 interference

+

∑
j∈C3
d∈Uj

xs,rj,d y
s
jP

r
dG

d
c

︸ ︷︷ ︸
tier−3 interference

, (3)

where C1,2 = C1 ∪ C2, the first term is the received total
interference on eNBc from CUEs operating on RBr ∈ Rs,
and the second term is the total interference from DUEs
operating on RBr ∈ Rs. The SINR of DUEd within
D2D-cell c on RB r ∈ Rs is given by

γ
s,r
c,d =

xs,rc,dy
s
cP

r
dG

d ′
d

Is,rc,d + σ 2
n
, ∀c ∈ C3, ∀d ∈ Uc, ∀s, ∀r, (4)

where Gd
′

d is the composite channel gain between D2D trans-
mitter d and its receiver d ′, and the aggregated interference
is given as

Is,rc,d =
∑
i∈C1,2
u∈Ui

xs,ri,u y
s
iP

r
i,uG

d ′
u

︸ ︷︷ ︸
tier−1/tier−2 interference

+

∑
j∈C3
ν∈Uj

xs,rj,ν y
s
jP

j′

j G
d ′
j

︸ ︷︷ ︸
tier−3 interference

, (5)

Therefore, aggregated channel capacity for a generic UEi can
be given as

Ci =
∑
c∈C

∑
s∈S

∑
r∈Rs

B log2
(
1+ γ s,rc,i

)
[bps], i ∈ {u, d}

(6)

For the power control, we previously considered the full
channel inversion power controlwhere CUEs are enforced to
transmit at maximum power even if they are not able to satisfy
QoS requirements [24]. As a result, cell-edge CUEs deplete
their battery, generate severe interference to other UEs shar-
ing the same RB, and even cause network infeasibility. On the
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other hand, truncated channel inversion power control [25]
eliminates these issues by blocking the unfeasible CUEs as
follows

Puc(Mu
c,G

u
c) =

{
P̄u/Mu

c
, if Cu ≥ Cu,Mu

c = Mc

0, otherwise (truncation outage) ,

(7)

where the truncation outage event occurs when channel gain
of UE cannot satisfy QoS demand even if it is associated with
the maximum permissible number of RBs. To avoid outage,
CUEu must guarantee the following condition

Guc ≥ Mc

(
2
Cu/McB − 1

)
σ 2
n (8)

which is derived from the QoS requirement within an interfer-
ence free environment. Likewise, required minimum number
of RBs can also be obtained as

Mmin
c,u = dmin(z)

z∈R+
s.t. zB log2

(
1+

P̄uGuc
zσ 2
n

)
≥ Cu, z ≥ 1e

(9)

which has not a closed form solution, however, it can numer-
ically be evaluated by increasing z from 1 to Mc. That is, if a
CUE does not have adequate channel quality to satisfy (8) or
Mmin
c,u > Mc, it is in outage and cannot be served.

FIGURE 2. Illustration of sectorized-FFR scheme.

III. UL-FFR WITH ADAPTIVE SB BANDWIDTHS
As already advocated by the smallcell forum [26], FFR is a
favorable and appropriate method especialy for UL-HetNets
as it has low complexity and does not require coordination
amongMeNBs. For a higher FRF, we prefer a sectorized-FFR
scheme to mitigate tier-1↔tier-1 interference by dividing the
macrocell area into inner and outer zones, which are further
split into N sub-regions as shown in Fig. 2 for N = 6, where
each color represents a different SB [1]. Even though FFR is
generally used as an DL frequency allocation method, it can

still provide an extra tier-1 interference mitigation in addition
to interference aware power control methods.

Nonetheless, existing works on sectorized-FFR schemes
are merely designed for DL transmission and assumes
equipartitioned SB bandwidths. When limited transmission
power of CUEs considered, however, bandwidth availability,
channel conditions, and QoS requirements have an impact
on number of users in outage. Therefore, UL-SB bandwidths
are required to be determined in an adaptive manner based
on UE and eNB densities. In practice, SeNBs operate in
an ON/OFF manner where a light loaded SeNB switches
off to save energy when traffic load can be transferred to
other eNBs. On the other hand, MeNBs operate constantly
to provide uninterrupted cellular coverage and connectivity.
Defining the inner-zone as the Voronoi tessellation where
UEs observe the MeNB as eNB with the highest channel
gain, the average number of UEs within the inner-zone can
be given as

U in =
λu

λ1 + αλ2
(10)

where α is probability of being active for smallcells. Let us
consider three non-overlapping user association classes as
follows

CUEu ∈


Um, if P2G̃u2 ≤ [P1G̃

u
1

Us, if P1G̃u1 < P2G̃u2
Ub, if [P1G̃u1 < P2G̃u2 ≤ P1G̃

u
1

(11)

where Um and Us are the set of UEs associated with MeNBs
and SeNBs, respectively,Ub is the set of UEs offloaded/biased
to SeNBs, and G̃uk is the highest composite channel gain
between CUEu and the tier-k eNBs, i.e., G̃uk = max

∀c∈Ck

{
Guc
}
.

Following from [27], the probabilities of being in these
classes can be derived for ON/OFF switching case as

Pr{u ∈ Um} =
λ1

λ1 + αλ2
√
P2/[P1

(12)

Pr{u ∈ Us} =
αλ2

λ1
√
P1/P2 + αλ2

(13)

Pr{u ∈ Ub} =
(

αλ2

λ1
√
[P1/P2 + αλ2

−
αλ2

λ1
√
P1/P2 + αλ2

)
(14)

Due to the uniformity of users’ distribution and non-
overlapping class sets, the average number of users in each
class is formulated as

Um =
λu

λ1
Pr{u ∈ Um}, U j =

λu

λ2
Pr{u ∈ Uj}, j ∈ {s, b},

(15)

Thus, the average class populations are obtained by substitut-
ing (14) into (15) as

Um =
λu

λ1 + λ2
√
P2/[P1

, U s =
λu

λ1
√
P1/P2 + λ2

(16)
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Ub =

(
λu

λ1
√
[P1/P2 + αλ2

−
λu

λ1
√
P1/P2 + αλ2

)
(17)

Accordingly, the average number of CUEs within outer sub-
regions are derived as

Uout = Um +
αλ2

λ1

(
U s + Ub

)
− U in (18)

For a bandwidth scale factor, 0 ≤ β ≤ 1, average bandwidths
per UE within inner-zone and outer-zones are given as

W in =
βWR

U in
, W out =

(1− β)WR

Uout
(19)

Due to the homogeneous spatial distribution assumption, we
require W in = W out and obtain

β =
U in

Um +
αλ2
λ1

(
U s + Ub

) = λ1

λ1 + αλ2
, (20)

which implies that SB bandwidths can be dynamically
adapted for different MeNB and SeNB density scenar-
ios. In order to determine SB bandwidths of DUDe, steps
in (10)-(20) can be repeated by setting [ = P2/P1. So far,
we considered tier-1↔tier-1 interference alleviation by adap-
tively determining the SB bandwidths of sectorized-FFR. SA
and RA of SeNBs (SeNBs and MeNBs) in DUCo (DUDe)
scheme are addressed in the next section.

IV. INTERFERENCE AND QoS AWARE RB ALLOCATION
Existing FFR schemes mostly deal with single-tier networks
and disregard joint SA and RA from a D2D enabling per-
spective. Assuming that cellular traffic load is satisfied by
ensuring certain UL-QoS requirements of CUEs, our goal
is to find optimal SA and RA to maximize the D2D sum-
rate subject to power constraints and guaranteed QoS levels
of CUEs.

A. OPTIMAL RESOURCE ALLOCATION PROBLEM
Considering all possible SB and RA scenarios, Po formulates
the D2D network capacity maximization problem, where
x = {xs,rc,i |∀c, i ∈ {u, d}, s, r} and y = {ysc|∀c, s} are the
vectorized form of RA and SA binary variables, respectively.
Constraints C1 and C2 introduce the maximum transmission
power constraints for CUEs and DUEs, respectively.C3 guar-
antees the necessary QoS requirement for CUEs. C4 simply
states that RBr ∈ Rs cannot be assigned to CUEu ∈ Uc unless
SBs is assigned to eNBc. C5 ensures that each smallcell is
assigned to at least one SBwhereasC6 andC7 allocate at most
Mc RBs for each scheduled CUE in an orthogonal manner.
C8 allocates at least one RB per DUE. In other words,
a D2D-cell can be assigned to all S SBs, so that, its members
can be allocated up to S RBs each from one of the assigned
SBs. C9 specifies the variable domains.
Due to the integer variables, Po is an mixed-integer

non-linear programming (MINLP)3 problem which requires

3Non-linearity of the problem is caused from multiplication and division
of binary variables in SINR expressions.

infeasible computational complexity even for moderate sizes
of HetNets. Exploiting the nested bi-partite graphs, we solve
this MINLP problem in two steps: First, we develop a QoS
and interference aware SA and RB assignment for CUEs in
the next section. Second, a centralized SA and RB assign-
ment for DUEs are considered in Section V-A, which is
followed by semi-distributed offline and online solutions
in Section V-B and Section V-C, respectively.

Po : maximize
x,y

C =
∑
d

Cd

C1: s.t.
∑
r,s

Pucx
s,r
c,u ≤ P̄u, ∀c ∈ C1,2, u, s, r

C2:
∑
r,s

Prdx
s,r
c,d ≤ P̄d , ∀c ∈ C3, d, s, r

C3: C̄u ≤ Cu, ∀u

C4: xs,rc,u ≤ y
s
c, ∀c ∈ C1,2, u, r, s

C5: 1 ≤
∑
s

ysc, ∀c ∈ C

C6:
∑
c,s,r

yscx
s,r
c,u ≤ Mc, ∀u, c ∈ C1,2, s

C7:
∑
u

yscx
s,r
c,u = 1, ∀c ∈ C1,2, s, r

C8: 1 ≤
∑
s,r

xr,sc,d , ∀c ∈ C3, d

C9: xs,rc,u, x
s,r
c,d , y

s
c ∈ {0, 1}, Prc,u,P

r
d ∈ (0 ∪ R+)

B. CONCATENATED BI-PARTITE MATCHING (CBM)
Even in an optimal SB assignment, interference link and
QoS violation among UEs who share the same RB are
need to be taken into account. Therefore, considering SA
and RA in joint manner is of utmost importance for
an improved interference management. Accordingly, we
develop a CBM approach to assign SBs and RBs in a joint
manner.
Let us first consider a master bi-partite graph G(C,S,E)

with vertice set of cells, C, vertice set of SBs, S, and SA
cost matrix E ∈ RC×S with entries E sc . For each edge pair
between eNBc and SBs, also consider a sub-bi-partite graph
Gsc(Uc,Rs,�

s
c) with set of users, Uc, set of RBsRs, and cost

matrix �s
c ∈ RUc×Rs with entries ωs,rc,u, u ∈ Uc, r ∈ Rs. Sub-

partite graphs are nested into G(C,S,E) such that entry E sc is
obtained from matching solution of Gsc(Uc,Rs,�

s
c). This is

demonstrated for Mc = 1 and
∑

s y
s
c = 1 in Fig. 3 where the

above bi-partite graph represents the SA and its edge weights
are obtained from total edge weights of corresponding sub-bi-
partite graph which represents the RA. That is, cost of assign-
ing SBs for eNBc, E sc , is determined by minimum cost of the
optimal bi-partite matching between users of eNBc and RBs
of SBs. However, the CBM cannot be applied forMc > 1 and∑

s y
s
c ≥ 1 since a vertice is not allowed to be matched with

multiple vertices. Fortunately, this problem can be handled
with insertion of S − 1 replica eNBc nodes to G(C,S,E) and
Mu
c − 1 replica UEu nodes to the Gsc(Uc,Rs,�

s
c).
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FIGURE 3. Demonstration of a basic concatenated bi-partite graph for
Mc = 1 and

∑
s ys

c = 1.

For a certain Mu
c , CUEu can tolerate a certain amount of

interference without degrading QoS requirement. Accord-
ingly, tolerable interference limit (TIL) of RBr ∈ Mu

c is
given in (21), as shown at the bottom of this page, which is
derived from aggregated channel capacity expression in (23)
where we assume that interference is only tolerated in the RB
with the lowest interference.

B
∑
i∈Mu

c

Is,ic,u>Is,rc,u

log2
(
1+ γ s,ic,u

)

+B log2

(
1+

PucG
u
c

0
s,r
c,u + Is,rc,u + σ 2

n

)
≥ Cu (23)

If QoS is not satisfied for a certainMu
c , the inside expression

of [·]+ will be negative and no interference will be tolerated.
Since an additional user assignment on RBr ∈ Rs reduces
the TIL of CUEs who are already assigned to RBr ∈ Rs, we
need to jointly consider the TILs and optimal orthogonal RA
in order to evaluate the cost of assigning eNBc to SBs, E sc .

Therefore, the cost of allocating RBr ∈ Rs to CUEu ∈ Uc
is formulated as in (22), as shown at the bottom of this page,
where the cost is set to total interference of CUEu on all other
CUEs who are allocated to RBr ∈ Rs if interference from
CUEu does not violate TILs of any of these CUEs. Otherwise,

it is set to infinity due to TIL (i.e., QoS) violation. Based
on (22), cost of assigning cell c to SBs can be defined as

E sc(xsc) =
∑
u∈Uc

∑
r∈Rs

xs,rc,uω
s,r
c,u (24)

where xsc is a solution of sub-bi-partite graph matching and
it is subject to intracell orthogonal resource allocation con-
straints, i.e,

∑
r∈Rc

xs,rc,u = 1,∀u ∈ Uc,
∑

u∈Uc x
s,r
c,u ≤ 1,

∀r ∈ Rs. Accordingly, we propose a joint SB and RA
method in Algorithm 1 which minimizes the total network
interference subject to the QoS and maximum transmission
power constraints which are already satisfied in (21). It is
worth noting that minimizing the total network interference
is equivalent to maximizing the available TIL after eNB↔SA
so that RBs with higher TIL can host more DUE reuse gain
for a given transmission power or higher achievable channel
capacity for a given number of DUEs.

In Algorithm 1, Line 1 determines the SB bandwidths
using (10)-(20) as explained in Section III. Based on an inter-
ference free environment, minimum number of required RBs
is evaluated as per (9). In Line 3, CUEs in outage are removed
from graphs. Thereafter, RA of MUEs are first performed
for DUCo scheme as explained in previous section, and
TIL/Cost values initialized. The while loop in Lines 10-22
executes SA and RA for SeNBs (MeNBs and SeNBs) in
DUCo (DUDe) as long as there exists some CUEs whose
QoS is not guaranteed. At each iteration, Lines 10-22 perform
SA and RA and update assignment vectors. Then, edges of
decided matchings are eliminated. Lines 16-18 remove the
user nodes either if their QoS is guaranteed or not guar-
anteed even for a maximum number of permissible RBs.
In the remaining, Mu

c is increased, subgraphs and TIL/Cost
values updated for the next iteration. Note that SA and RA
subroutines are in the form of rectangular assignment prob-
lem (RAP) which is a generalization of linear assignment
problem (LAP). As LAP is generally solved by Munkres
Algorithm in the cubic order [28], the main complexity of
the Algorithm 1 occurs in line 11 which is in the order of
O
(∑

s,c∈C1,2 (max (McUc,Rs))3
)
. This time complexity can

significantly be reduced by smart initialization routines and
shortest augmenting path algorithms. Therefore, we employ
Jonker-Volgenant due to its high performance to handle for-
bidden (infinite valued) edges even for large rectangular cost
matrices [28].

0s,rc,u =


 PucG

u
c

2

(
Cu/B−

∑
i6=r log2(1+γ

s,i
c,u)

)
− 1
− Is,rc,u − σ 2

n

+, if Is,rc,u < Is,ic,u, ∀i ∈Mu
c

0, otherwise

(21)

ωs,rc,u =


∑
c′∈C\c

ysc′
∑
ν∈Uc′

xs,rc′,νP
u
cG

u
c′ , PucG

u
c′ ≤ min

ν∈Uc′
(0s,rc′,ν), ∀c

′

∞, otherwise (TIL Violation)
(22)
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Algorithm 1 SB Assignment and Intracell RB Allocation
Input: C,S,Rs,Uc
Output: QoS Guaranteed SA and RA with Minimum Inter-

ference.
1: Determine SB bandwidths as per (10)-(20).
2: Mmin

c,u ← Initialize the minimum number of RBs as in (9).

3: if {Mmin
c,u > Mc || Guc < Mc(2

Cu/McB − 1)σ 2
n } then

4: Uc← Uc \ UEu Remove CUEu from vertice set.
5: end if
6: Perform RA for MUEs as in Section III if DUCo is

employed.
7: x?1← Update RA vector for CUEs.
8: 0s,rc,u/Esc← Initialize TIL / Costs
9: Mu

c ← 1
10: while Mu

c < Mc & Cu < Cu, ∃c, ∃u do
11:

(
E sc, x̄sc

)
← Form E sc by substituting RA

(
�s
c
)

into (24), ∀c, s.
12: y?1← SA(E) Update y?1 using SA subroutine
13: x?1← Update x? based on x̄sc corresponding to y?1
14: E sc ← ∞,∀c, ysc = 1 Eliminate already matched

edges
15: ωs,rc,u ← ∞, ∀c,∀u, xs,rc,u = 1 Eliminate already

matched edges
16: if Cu ≥ Cu || {Mu

c = Mc & Cu < Cu} then
17: Uc ← Uc \ UEu Remove CUEu and its replicas,
∀c,∀u

18: end if
19: Mu

c ← Mu
c + 1

20: Gsc(Rs,Uc,�s
c) ← Update subgraphs with virtual

nodes
21: 0s,rc,u/E ← Update TIL / Costs
22: end while

return x?, y?1, 0
s,r
c,u, Esc

Subband Assignmet (SA) Subroutine

23: Input: E

ȳ← min
y

∑
c,s

yscE sc(x̄sc) (s.t.)
∑
s∈S

ysc ≤ 1,
∑
c∈C1,2

ysc = 1

24: Return: ȳ

Intracell RB Allocation (RA) Subroutine

25: Input: �s
c

x̄sc← min
xsc

∑
u∈Uc
r∈Rs

xs,rc,uω
s,r
c,u (s.t.)

∑
u∈Uc

xs,rc,u ≤ 1,
∑
r∈Rs

xs,rc,u = 1

26: Return: x̄sc

V. D2D MODE SELECTION AND RESOURCE ALLOCATION
A. CENTRALIZED APPROACH
Contingent upon tier densities and RB availability, the oper-
ational mode of DUEs are first selected among cellular
mode (CM), dedicated mode (DM), and shared mode (SM).

We regard a DUE as CM-capable only if there exists an eNB?c
such that Gc

?

d > Gdd where c? = argmaxc∈C1,2(G
c
d ) and a

cellular mode CM capable DUE operating on CM associates
itself with the eNB?c.

4 Denoting the residual number of unal-
located UL-RBs by R̄U = R −

∑
c,u,s,r x

s,r
c,u and available

DL-RBs as R̄D, network density levels can be classified as
follows: 1) Low Density: R̄U ≥ ND, 2) Medium Density:
ND > R̄U > 0, and 3) High Density: R̄U = 0.
In low and medium density networks, at most R̄ =

min(R̄U , R̄D) can operate on CM. In low and medium density
networks, the first R̄ CM-capable DUEs with the highest Gc

?

d
are set to operate on CM. For the remaining UL-RBs, the first[
R̄U − R̄

]+ DUEs with the highest Gdd are set to operate on
DM. Both CMandDMDUEs transmit at maximum transmis-
sion power since they have dedicated RBs and our objective
is to maximize D2D network capacity. For the remaining
unallocated ND− R̄U DUEs in the medium density networks
and all DUEs in the high density networks, only available
option is SM and power allocation must be determined for
them. Although CM andDMDUEs enjoys the QoS guarantee
by being treated as CUEs, their available RBs can still be
reused by other DUEs subject to TIL violation constraints.

The centralized approach is formulated in Algorithm 2 and
managed by MeNBs which have the full CSI availability.
Algorithm 2 first sorts DUEs with respect to their channel
gains. After that, mode selection is performed in lines 3-9
as explained above. After the initialization of cost matrix,
while loop between lines 11-18 iteratively performs the SA
and RA in order to determine the minimum cost matching
as long as there exists feasible cost entries within E . Since
RA subroutine operates in RB level granularity, distant DUEs
on different cells can be allocated to the same RB which
may still provide desirable performance due to the low trans-
mission power and long distance among themselves. The
complexity of mode selection session between lines 1-9 is
mainly determined by the sorting operation in lines 1-2 with
complexity of O (ND logND). Since the remaining part is
similar to Algorithm 1, the major complexity of Algorithm 2
can be given by O

(
ND logND +

∑
s,c∈C3 (max (Uc,Rs))3

)
.

B. SEMI-DISTRIBUTED OFFLINE SOLUTION
In the centralized approach, assumption of full CSI avail-
ability induces high level of communication overhead espe-
cially for expected massive amount of D2D users. Another
shortcoming of the centralized approach is the orthogonal RA
which does not fully exploit the reuse gain of the D2D com-
munications. Therefore, we develop alternative offline and
online semi-distributed solutions orchestrated by MeNBs.
An expeditious solution to the signaling deluge of

the centralized approach is sending acknowledgments to
D2D-cells to inform the set of black-list RBs (BRBs) which
are occupied by CUEs within the neighboring smallcells,

4Since we focus on UL-HetNets, we assume that the eNBs can assure that
the DL capacity is no less than the UL capacity by DL transmission power
coordination [29] or admission control strategy [17].
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Algorithm 2 Centralized Approach
Input: x?1, y

?
1, 0

s,r
c,u

UCM ← sort
(
Gc

?

d |d ∈
⋃

c∈C3 Uc
)

Sort DUEs with

respect to Gc
?

d

UDM ← sort
(
Gdd |d ∈

⋃
c∈C3 Uc

)
Sort DUEs with

respect to Gdd
if R̄U > 0 then

CM ← UCM
(
1 : min(R̄U , R̄D)

)
Determine CM

DUE set
DM ← UDM

(
1 : R̄U −min(R̄U , R̄D)

)
Determine

DM DUE set
SM ←

⋃
c∈C3 Uc \ (CM ∪ DM) Determine SM

DUE set
else

SM←
⋃

c∈C3 Uc All DUEs operate on SM
end if
Esc← Initialize costs for D2D cell
while {E sc |E sc <∞} 6= ∅ do(

E sc, x̄sc
)
← Form E sc by substituting RA

(
�s
c
)

into (24), ∀c, s.
y?2← SA(E) Update y?2 using SA subroutine
x?2← Update x? based on x̄sc corresponding to y?2
Esc ← ∞,∀c, ysc = 1 Eliminate assigned cells for

next iteration
0s,rc,u/E ← Update TIL / Costs

end while
return x?2, y

?
2

i.e., smallcells who share a common vertex with the D2D
cells. These neighboring cells will be referred to as the first
smallcell ring which is illustrated in Fig. 2.c. By doing so,
D2D-cell members can occupy white-list RBs (WRBs) occu-
pied by the second and higher order of rings. DUEs uniformly
allocate their maximum permissible power across the WRBs,
which yields low transmission powers on each WRB and
thus reduced interference thanks to the distance between the
D2D-cell and those in the higher order of rings. Since QoS
demands of CUEs are not guaranteed in this offline method,
MeNBs are required to update BRBs for D2D-cells. Noting
that Algorithm 1 already satisfied the QoS requirements of
CUEs, if CUEs within a smallcell area experience unex-
pected service degradation, MeNB release BRB updates for
D2D-cells within the first ring of this smallcell. This BRB
updates can be extended for the higher of the rings until the
DUE interference settles in desired levels. The complexity of
the offline approach is dominantly determined by the mode
selection complexity, O (ND logND).

C. SEMI-DISTRIBUTED ONLINE SOLUTION
Albeit its simplicity, the offline solution does not tackle
the intra-D2D-cell and inter-D2D-cell interference of DUEs,
which may result in a significant performance degrada-
tion. Denoting the set of WRBs for DUEd as Wd and

Dr = {DUEd |r ∈ Wd }, we formulate the D2D utility
maximization problem subject to TIL and power constraints
as follows

Pon : max
p

B
∑

r,d∈Dr

log2
(
1+ γ rd

)
C1: s.t.

1

min
u∈Uj

(
0
s,r
c,u
) ∑
d∈Dr

PrdG
d
c ≤ 1, ∀c ∈ C1,2, ∀r

C2:
1

P̄d

∑
r∈Wd

Prd ≤ 1, ∀d

where p is the vector of DUE powers and

γ rd =
PrdG

d ′
d∑

c∈C1,2
∀u∈Uc

PucGd
′

u +
∑

i6=d
i∈Dr

PriG
d ′
i + σ

2
n

.

Employing geometric programming (GP), we put Pon into
a convex form by exploiting useful computational and the-
oretical properties of posynomials and monomials which are
defined as follows [30]
Definition 1: A function f (z|κ, e) : Rn

++ → R is defined
as a monomial such that

f (z|κ, a) = κ
n∏
j=1

z
aj
j = exp{aT z̃+ κ̃} (25)

where κ ≥ 0 is the scalar multiplicative constant, a ∈ Rn

is the exponential constant vector, and z̃ is a vector of
z̃j = log(zj), and κ̃ = log(κ). On the other hand, positive
sum of monomials is defined as a posynomial

g(f ) =
m∑
i=1

fi(zi|κi, ai) =
m∑
i=1

exp{aiT z̃+ κ̃i} (26)

Noting that the constraints of Pon are already in a posynomial
form (also linear), the objective can be put into a posynomial
form as follows

max
p

B ∑
r,d∈Dr

log2
(
1+ γ rd

) ' max
p

 ∑
r,d∈Dr

log2
(
γ rd
)

= max
p

log2
 ∏
r,d∈Dr

γ rd

 = min
p

 ∏
r,d∈Dr

1
γ rd

 (27)

where we assumed high SINR regime thanks to proximity
gain of DUEs.
Pon can further be put into a distributed form using dual

decomposition methods to separate main dual problem into
subproblems for each DUE, which are solved jointly and
iteratively using dual variables and consistency prices via
message passing. Therefore, DUEs need to know two impor-
tant metrics: 1) Total interference of DUEs received from all
tiers, and 2) Total interference received by eNBs from DUEs
along with its TIL amount, which imposes extensive commu-
nication overhead. Thus, we mitigate the former problem by
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introducing following auxiliary variable

φrd =
∑
c∈C1,2
∀u∈Uc

PucG
d ′
u +

∑
i6=d
i∈Dr

PriG
d ′
i (28)

which is assumed to be perfectly estimated and broadcasted
by DUEd as a consistency price of the received interference.
On the other hand, the latter is resolved by another auxiliary
variable

ψc
d,r =

∑
i∈Dr
i6=d

PriG
i
j − min

u∈Uj

(
0s,rc,u

)
(29)

which is updated and shared by eNBs as a consistency price
of TIL violation. Accordingly, Pon can be put into a GP form
by change of variables as follows

Pgp
on : min

p̃

∑
r,d∈Dr

log
(
ρrd
)

C1:
1

ψ̃c
d,r

exp{P̃rd }G
d
c ≤1, ∀r, ∀d ∈ Dr , ∀c ∈ C1,2

C2:
1

P̄d

∑
r∈Wd

exp{P̃rd } ≤ 1, ∀d

C3:
∑
c∈C1,2

PucG
d ′
u +

∑
i6=d
i∈Dr

exp{P̃ri }G
d ′
i

− exp{φ̃rd } = 0, ∀d

where z̃ , log(z) and ρrd =
exp{−P̃rd }

(
exp{φ̃rd }+σ

2
n

)
Gd
′

d
. Thanks

to convexity, Pgp
on has zero duality gap under mild con-

ditions [31], thus, the following Lagrange dual problem
solves Pgp

on.

Pon
dual : max χ (π ,$ ,ϑ)

s.t. π � 0, $ � 0

where π and $ are Lagrange multipliers, ϑ is consistency
price, χ (π ,$ ,ϑ) = min (L (p,φ,π ,$ ,ϑ)), and

L (p,φ,π ,$ ,ϑ) =
∑

r,d∈Dr

log
(
ρrd
)

+

∑
r,c∈C1,2
d∈Dr

πcd,r

(
exp{P̃rd }G

d
j − ψ̃

c
d,r

)

+

∑
d

$d

 ∑
r∈Wd

exp{P̃rd } − P̄d



+

∑
r,d∈Dr

ϑ rd

 ∑
c∈C1,2
∀u∈Uc

PucG
d ′
u

+

∑
i6=d
i∈Dr

exp{P̃ri }G
d ′
i − exp{φ̃rd }



Using the decomposability property of Lagrangian func-
tion [30], Pon

dual can be separated into sub-problems as follows

Lrd = log
(
ρrd
)
+

∑
c∈C1,2

πcd,r

(
exp{P̃rd }G

d
j − ψ̃

c
d,r

)
+$d

(
exp{P̃rd } − P̄d

)

+ϑ rd

 ∑
c∈C1,2
∀u∈Uc

PucG
d ′
u +

∑
i6=d
i∈Dr

exp{P̃ri }G
d ′
i − exp{φ̃rd }


(30)

Based on partial Lagrangian in (30), partial dual prob-
lem can be solved in a distributed manner using subgradi-
ent method [32] which updates the consistency prices and
Lagrange multipliers as per

πcd,r (t) =
[
πcd,r (t − 1)+ a(t)

(
exp{P̃rd }G

d
j − ψ̃

c
d,r

)]+
(31)

$d (t) =

$d (t − 1)+ b(t)

 ∑
r∈Wd

Prd − P̄d

+ (32)

ϑ rd (t) = ϑ
r
d (t − 1)+ c(t)

×

 ∑
c∈C1,2
∀u∈Uc

PucG
d ′
u +

∑
i6=d
i∈Dr

exp{P̃ri }G
d ′
i − exp{φ̃rd }


(33)

where a(t), b(t), and c(t) are step sizes and [·]+ ensures
dual feasibility of Karush-Kuhn-Tucker (KKT) conditions.
Finally, optimal power levels can be obtained from station-
arity condition of KKT as

∂L (p(t),φ(t),π (t),$ (t),ϑ(t))

∂P̃rd (t)
= 0, ∀d, ∀r (34)

which yields the optimal power allocation at time instant t as

Pr
?

d (t) = min
(
P̄d , exp

{
P̃r

?

d (t)
})

(35)

where P̃r
?

d (t) = 1∑
c∈C1,2 π

c
d,r (t)G

d
j +$d (t)+

∑
i6=d
i∈Dr

ϑri (t)G
d
i′
.

Online solution is summarized in Algorithm 3 where
first three lines are initialization steps. Thereafter, DUEs
and eNBs update their Lagrange multipliers until the max-
imum change between iterations of optimal power levels is
less than ε or number of iterations exceed a predetermined
threshold, T .

VI. NUMERICAL RESULTS AND ANALYSIS
For the simulations, network area is set to 2.5 km × 2.5 km
and proximity between DUE pairs are uniformly distributed
between 5m and 50m. Unless it is stated explicitly otherwise,
we use the default simulation parameters given in Table 2.
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Algorithm 3 Semi-Distributed Online Approach
1: t ← 0
2: 0 < Prd (t) < P̄d , 0 < πcd,r (t), 0 < $d (t), 0 < ϑ rd (t),
∀j, d, r

3: 1(t)← 0
4: while {1(t) > ε || t < T } do
5: DUEd receives πcd,r (t) from eNBc, ∀c, ∀d, ∀r ∈Wd
6: DUEd receives ϑ ri (t) from DUEi, ∀d, ∀i ∈ Dr ,

i 6= d
7: DUEd evaluates Pr

?

d (t) as per (35) and updates$d (t)
and ϑ rd (t) as per (32) and (33), respectively, ∀d, ∀r ∈Wd

8: DUEd shares Pr
?

d (t) and ϑ rd (t), ∀d, ∀r ∈Wd
9: t ← t + 1

10: 1(t)← max
∀d,∀r∈Wd

(
Pr

?

d (t + 1)− Pr
?

d (t)
)

11: eNBc updates and shares πcd,r (t) as per (31)
12: end while
13: return p?

TABLE 2. Table of parameters.

A. IMPACT OF USER ASSOCIATION AND POWER
CONTROL SCHEMES ON INTERFERENCE SCENARIOS
We start with an investigation into the impacts of user associ-
ation and power allocation schemes on different interference
scenarios. Fig. 4 illuminates the variation in normalized and
aggregated average interference levels with respect to traffic
offloading bias factor and different CUE/DUE density levels.
The first and second row of Fig. 4 depicts the induced inter-
ference under full and truncated channel inversion schemes,
respectively. While the left column shows the tier-1↔tier-1
interference, the right column depicts the tier-1↔tier-3 inter-
ference cases. It is obvious that the truncation reduces the
interference levels by half for both tier-1↔tier-1 and tier-
1↔tier-3 interference cases under the DUCo association.
This is intuitive as truncated inversion forbids the transmis-
sion of the users who cannot satisfy a certain signal reception
quality, however, the full inversion allows them to transmit at
maximum permissible power, which naturally induces high
interference on both MUEs and DUEs. As can be seen from
Fig. 4a-4d, interference in DUCo scheme increases with CUE
density λu and bias factor [. Higher [ values associates more
cell-edge MUEs to the MeNBs, that is, [ = 0 corresponds
to the case that all cellular traffic is offloaded to SeNBs.
On the other hand, Fig. 4e-4f clearly shows the performance
enhancement comes with the DUDe which provides a sta-
bilized interference level by handling cell-edge MUEs with
SeNBs even for high λu values.

FIGURE 4. Normalized and averaged aggregate interference scenarios
under full and truncated channel inversion power control schemes.
(a) DUCo: Tier-1↔Tier-1 interference, with full channel inversion.
(b) DUCo: Tier-1↔Tier-3 interference, with full channel inversion.
(c) DUCo: Tier-1↔Tier-1 interference, truncated channel inversion.
(d) DUCo: Tier-1↔Tier-3 interference, truncated channel inversion.
(e) DUDe: Tier-1↔Tier-1 interference, truncated channel inversion.
(f) DUDe: Tier-1↔Tier-3 interference, truncated channel inversion.

FIGURE 5. Average number of CUEs in outage with respect to bias factor [
and bandwidth scale factor β.

B. ADAPTIVE FFR AND BANDWIDTH SCALE FACTOR
Fig. 5 demonstrates the effect of bias factor [ and bandwidth
scale factor β for a DUCo scheme with α = 1. The increase
in outage events is a result of that more and more cell edge
users with poor channel conditions are associated with the
MeNB for as [ increases. On the other hand, β = 0 and
β = 1 are two marginal cases where entire UL bandwidth is
merely allocated for inner and outer zone users, respectively.
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FIGURE 6. (a) Illustration of SA obtained from Algorithm 1. (b) Illustration of RA obtained by Algorithm 2. (c) Comparison of Alg. 1 and exhaustive solution.

Since inner zone users are set to λu/λ1+λ2 , the majority of
the users fall in outer zone and reduction in their average
bandwidth yields high number of outage users. This is mainly
connected to the relation between average bandwidth and
ρu for a certain QoS requirement. That is, a decrease in
bandwidth must be compensated by an increase in power to
sustain QoS demand. However, this is not possible when the
maximum transmission power is reached. Please note that
above discussion is an explanation of why truncation and
capacity outage is the same in this paper. As pointed out in
Section III, the DUDe scheme is a special case of DUCo
with [ = P1/P2 which is drawn with red colored lower
triangle markers. On the other hand, the bandwidth scale
factor obtained in (20), β = λ1/λ1+λ2 , is drawn with green
colored upper triangle markers. From Fig. 5, it is obvious that
[ = P1/P2 and β = λ1/λ1+λ2 exhibits desirable values. That
is, combination of proposed dynamic FFR scheme and DUDe
association provides high performance in terms of truncation
and capacity outage events.

C. CBM FOR JOINT SA AND RA
In order to provide insights into Algorithm 1, we consider
a single macrocell scenario which lies into 500m × 500m
area with 28 SeNBs, 130 CUEs, and 100 DUEs as depicted
in Fig. 6a where subregions are drawn in light blue colors and
SeNB index number appears with assigned SBs in related col-
ors. First of all, the benefit of RB level fine-granularity used
both in Algorithm 1 and 2 reveals itself in being able to assign
two close proximity SeNBs to the same bandwidth. SeNB
pairs, such as (C1-C21, D4-D15, and F6-F14), are assigned to
the same band since Algorithm 1 allocates non-overlapping
RBs to their members. For example, while SeNB-15 use 5
out of 10 RB within SB D, SeNB 4 exploits 4 RBs from RBs
which are not used by SeNB-15. From the SB level coarse-
granularity perspective, one can see that Algorithm 1 assign
SeNBs (or group of SeNBs) which are far away to the same
SB, for example, (C1-C21, C19, C24), (D4-D15, D8, D18),
(F3, F6-F14, F23), etc.

D. D2D MODE SELECTION AND RESOURCE ALLOCATION
Contingent upon the SA of SeNBs obtained from
Algorithm 1, RA for DUEs is illustrated in Fig. 6b cor-
responding to Fig. 6a. In Fig. 6b, colored lines between
DUEs represents the links on RBs of different SBs. Since
Algorithm 2 has a fine-granularity, DUEs are not allocated
to RBs which are used nearby CUEs with tight TIL. For
example, DUEs within the smallcell areas of SeNBs D4 and
D15 are not allocated to SB D RBs since 9 out of 10 RBs are
used by CUEs, which can be observed in Fig. 6b where there
is no orange color links between DUEs. Similar behaviors
can be observed within areas of C1-C21 and F6-F14 for RBs
of SBs C and F, respectively. It is also worth mentioning that
while most of the cell-edge DUEs are allocated to reuse SB
A RBs because they are far away from the inner region and
cause low interference due to low transmission power.

E. COMPARISON OF NESTED BI-PARTITE CONVERSION
METHOD WITH EXHAUSTIVE SOLUTION
The comparison between exhaustive solution and proposed
nested bi-partite conversion approach is shown in Fig. 6c
for Algorithm 1. Sizes of sector, SBs, and RBs are halved
(i.e., N = 3, S = 4, R = 50) because considering
large number of SBs and RBs requires very large size of
combinations. Taking the average of 100 different network
realizations, the y-axis shows the extra interference caused
from sub-optimality of the proposed approach. For λu = R,
the exhaustive solution was able to find SAs with
non-overlapping RA, i.e., optimal solution has only thermal
noise in the SINR denominator. Thus, the extra interference
power percentage of proposed solution is with respect to
the thermal noise power, i.e., −121.45 dBm. The numbers
at the top of each bar shows the time consumption of the
exhaustive solution in units of hours, which are obtained by
parallel processing toolbox on a Intel(R) Xeon(R) X5550
processor with 20 cores. Unlike the exhaustive solution,
proposed method with the exploitation of Jonker-Volgenant
method provides desirable results in at most 10 seconds. As
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can be seen from Table 3, exhaustive solution of Algorithm 2
takes extremely long time. Noting that both of the algorithms
employs nested bi-partite approach in a very similar fashion,
we limit ourselves with Fig. 6c.

TABLE 3. Number of combinations for exhaustive solutions.

FIGURE 7. Performance evaluation of proposed approaches.
(a) Centralized Approach. (b) Offline Approach v.s. Centralized Approach.
(c) Online Approach v.s. Centralized Approach.

F. PERFORMANCE COMPARISON OF CENTRALIZED
AND SEMI-DISTRIBUTED APPROACHES
The D2D aggregate rate performance evaluation is demon-
strated for truncated and full channel inversion power con-

trol schemes under DUCo and DUDe associations in Fig. 7
where solid, dashed, and dotted lines are used for centralized,
offline, and online approaches, respectively. On the other
hand, ’F’, ’�’, ’•’, and ’�’ markers represent ‘DUDe associ-
ation with truncated inversion’, ‘DUDe association with full
inversion’, ‘DUCo association with truncated inversion’, and
‘DUCo association with full inversion’, respectively.

The common trend of the aggregate rate curves in Fig. 7
increases with DUE density up to a certain level after which
there is no performance increase since the QoS requirement
of CUEs behaves as a barrier for reuse gain of D2D commu-
nications. Another key observation that is the D2D sumrate is
low for under loaded DUE density even if the RB availability
is high. The reason is twofold: Firstly, DUEs does not fully
exploit the spatial reuse gain, and secondly the transmission
power of DUEs are limited despite of relatively high RB
availability. For all approaches, aggregate rates of DUDe
association outperforms the those of DUCo association. Fur-
thermore, the performance of the truncated inversion is signif-
icantly higher than that of full inversion. Indeed, all of these
observations are an outcome of the interference comparison
made in Section VI-A. Please note that [ is set to maximum
forDUCo scheme and other bias factor values ranges between
DUDe and [ = 1 curves.

Fig. 7b (Fig. 7c) evaluates the performance comparison
between offline (online) and centralized approaches. It is
obvious that both of the distributed methods outperform the
centralized approach since the orthogonal allocation does
not exploit the reuse gain of D2D communications. That is,
centralized approach allocates at most S RBs (each from
one of the SBs) while the distributed approaches allocate
entireWRBs and distribute the available transmission powers
acrossWRBs. This naturally decrease the transmission power
of DUEs in a great amount, cause less interference, and
still provide reasonable rates due to close proximity gain of
D2D communications. On the other hand, online approach
exhibits a much better performance than the offline approach
because it takes the intra and inter D2D-cell interference
into account. However, it is clear that offline solution still
provides desirable performance in between centralized and
online approaches for greatly reduced implementation com-
plexity. For the online approach, we initialized the power
levels of DUEs by uniformly distributing the available powers
to WRBs. Message passing of online method is realized
over a hypothetically dedicated control channel in a time
scale of long term evolution-Advanced (LTE-A) transmission
subframe. During the extensive simulations, we observed
that online method converge in 300 iteration on average for
ε = 10−4 and T = 1000.

VII. CONCLUSION
In this study, we investigated the interference management
and resource allocation issues of D2D cimmunications under-
lying HetNets. The interference is mainly mitigated using a
D2D-enabled and eNB density adaptive FFR scheme along
with DUDe user association. The effect of UL power control
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scheme is also considered using full and truncated channel
inversionmethods. Proposed adaptive SB bandwidth determi-
nation method has shown to be reducing the average number
of CUEs in outage. For the SB andRB assignment, anMINLP
problem is formulated and solved in two steps by developing
a nested bi-partite graph conversion. Firstly, SB and RB
are assigned for CUEs by ensuring the QoS requirements.
Secondly, a similar approach is executed for DUEs by not
violating the TIL, i.e., QoS, of CUEs. As an alternative to
this orthogonal-centralized method used for DUEs, a semi-
distributed approach with offline and online solutions is
developed. Extensive simulations are conducted to compare
considered schemes and developed approaches, which is also
supported by explanation of virtues and drawbacks of each
case.
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