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ABSTRACT The dynamic model of a doubly fed induction generator (DFIG)-based wind energy system is
subjected to nonlinear dynamics, uncertainties, and external disturbances. In the presence of such nonlinear
effects, a high-performance control system is required to guarantee the smooth and maximum power transfer
from the wind energy system to the ac grids. This paper proposes a novel fractional order adaptive terminal
sliding mode control system for both the rotor and grid side converters of the DFIG system. The stability of
the closed loop is ensured using the fractional order Lyapunov theorem. Numerical results are presented to
show the superiority of the proposed control method over the classical sliding mode control system and the
proportional integral controllers.

INDEX TERMS Wind turbine doubly fed induction generator, active and reactive power control, fractional
calculus, terminal sliding mode control.

I. INTRODUCTION
The availability of energy resources play vital role in the
economic growth of a region. During the last few decades’,
annual power demands around the globe have been increased
considerably due to the industrial revolution and improved
standard of livings. However due to this rapid development,
modern world is facing the problems of greenhouse gases and
toxic wastes. Clean and pollution free renewable form of the
energy production has now become the key objective for all
the power producing industries. Wind is a reliable, cheap and
clean energy source.Wind energy systems are consistent, cost
effective and pollution free. Doubly Fed Induction Genera-
tor (DFIG) plays a vital role in the modern variable speed
wind energy conversion systems and it is a widely utilized
power generating component in the modern wind farms. Use
of the DFIG offers many advantages, such as variable speed
operation, torque control, low inverter cost and the flexibility
of four quadrant active and reactive power control capabil-
ities [1]. Adding to this fact, the total installed capacity of
the wind power around the world has reached to 318 GW

in 2013 [2], [3]. Wind turbine manufacturers are striving to
develop larger wind turbines in the range of 3–6 MW. These
large wind turbines are all based on the variable speed oper-
ation. Variable speed operation in comparison with constant
speed offer less stresses over the mechanical structures, offers
direct control over active and reactive powers and reduction
in acoustic noise [4].

Development of the control system for DFIG based vari-
able speed wind turbines is an important task and a lot of
research work has been carried out regarding the improve-
ments of the control loop performance. The system’s per-
formance under the proportional integral (PI) control mostly
depends on the system’s parameters as well as accurate tun-
ing of the control gains. Vector control using Proportional
Integral (PI) controller is mostly used for the control of
the DFIG based wind energy systems [5]–[7]. However the
systems with linear control methods show poor performance
due to the presence of inherent nonlinearities and un-modeled
dynamics. Apart from the linear controllers there are many
other methods that have been suggested in the literature.
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Predictive power control of DFIG is proposed in [8]. In [9]
a robust state feedback control method is proposed to effec-
tively compensate the disturbances in the input dynamics.
In [9] the simulation results with the state feedback control
clearly demonstrated the effective cancellation of the distur-
bances in the system input matrices. Comparative study of the
classical PID and the robust H∞ control is presented in [10].
As compared to the classical PI control, the trajectories of
the state feedback control system converge much faster. Sev-
eral researchers proposed artificial intelligence (AI) methods
such as fuzzy system and neural networks for the rotor and
grid side converters of the DFIG system. Fuzzy systems and
artificial neural networks have the ability to approximate the
nonlinearities of a system with model free approach. As a
result, it can be a good choice for the control of nonlinear
systems such as DFIG based wind energy systems. In [11]
an artificial neural network based robust tracking control
is derived and the results are compared with classical PI
controller. From the presented results, it is concluded that
the neural network based control system is more robust
against the parametric uncertainty. In [12] for DFIG based
wind power system, the authors have proposed two variants
of the controllers based on the fuzzy logic system. It was
concluded from the simulation results that the fuzzy logic
controllers ensure superior performance as compared to the
PID in the presence of the system’s uncertainties. There are
several challenges in the implementation of the intelligent
control systems. The challenges include the appropriate rules
selection, choosing number of neurons and the selection of
hidden layers. In [13] an adaptive robust control approach is
investigated for the rotor and grid side converters of the DFIG
based wind energy system. The proposed control scheme
guarantees generator velocity tracking error to remain in the
bounds even in the presence of uncertainties. In the DFIG
systems, uncertainties and external disturbances may cause
variations in the closed loop response. In this regard, the vari-
able structure control such as classical sliding mode con-
trol (SMC) has been identified as the most suitable alternative
approach [14].

In [15] and [16], classical first order sliding mode con-
trollers has been proposed for the active and reactive power
loops of the DFIG based wind turbine systems. In [17] the
recursive back stepping terminal sliding mode controller is
proposed for a DFIG based system with maximum wind
energy capture. For the classical first order SMC, it is very
vital to choose an accurate hyper plane that will ensure con-
vergence and asymptotic stability for the nonlinear system
like DFIG. The inherent chattering phenomenon associated
with classical sliding mode controller is highly undesirable.
There are several techniques to suppress the chattering prob-
lem in the classical SMC. In [18] a nonlinear sliding sur-
face based fast and adaptive terminal sliding mode control
strategy is proposed for the active power control of a DFIG
based system. Moreover, to minimize the chattering effect
several hybrid control techniques have been proposed such as
fuzzy SMC, adaptive SMC and higher order SMC [19]–[23].

In [19] and [19] fuzzy SMC based controllers are used for
the rotor side converter of the DFIG based system. The
output response of the system accurately tracks the refer-
ence signal and is sensitive to the undesired perturbations.
In [20] and [21] a robust higher order sliding mode control
is proposed. The discontinuous term in the higher order slid-
ing mode control approach is integrated, thus the chattering
effect is minimized in the process without altering the system
robustness. In [22] a maximum power point tracking based
higher order sliding mode control is proposed for the DFIG
based wind energy system. In [23] and [37]–[39] novel adap-
tive higher order sliding mode control system is proposed for
the DFIG based wind energy conversion system. Chattering
is efficiently minimized by utilizing the higher order SMC
control techniques, however tuning the parameters of the
higher order sliding mode controllers is a challenging task,
as the parameter values depend primarily on the known initial
conditions.

The control methods discussed so far are integer order.
Recently fractional order control has emerged as a promising
research area and is being widely applied to both linear and
nonlinear systems [2], [24]. In [2] and [24]–[29], the non
integer controllers are proposed for the nonlinear systems.
The basic theory of fractional order differentiation and frac-
tional order integration is well explained in [25] and [26].
In comparison to the integer order SMC, the fractional order
sliding mode controller offers more degree of freedom due
to its additional design parameters [27]. Hence, the fractional
orders can be tuned for the optimum dynamic response, while
the robustness remains unchanged. The stability of the frac-
tional order systems is derived and discussed in [28]. More-
over, in [29] fractional order Lyapunov theorem is proposed
for deriving the fractional order controllers and ensuring the
stability. Apart from the normal operation, several researchers
have focused their work on the fault tolerance aspect of the
controller and system loops. This topic needs further explo-
ration as all grid connected wind farms have to fulfill the grid
code strictly [40]. Hence the proposed controllers should be
robust as well as capable of ensuring the normal performance
of the system under faults [41], [42].

Based on the above discussed literature, this article for-
mulates a novel fractional order terminal sliding mode con-
troller for the active and reactive power loops of the wind
turbine based doubly fed induction generator system. The
Mathematical model is subjected to nonlinearities, external
disturbances and parameter variations. A nonlinear fractional
order terminal sliding mode control is derived for the system
mentioned above. Stability proof is derived using Fractional
Lyapunov theorem. Finally, the performance of the proposed
controller is compared with SMC and PI methods. The rest
of the article is arranged as following. Section 2 is used
to define the basic mathematical foundation; section 3 dis-
cusses the mathematical models of the wind energy system,
section 4 models the DFIG generator, section 5 shows all the
derivations related to the control schemes and the results are
discussed in the section 6.

VOLUME 5, 2017 21369



N. Ullah et al.: Adaptive Fractional Order Terminal SMC of DFIG-Based Wind Energy System

II. BASIC DEFINITIONS FOR FRACTIONAL CALCULUS
Fundamental fractional operator is defined as aDαt [29].

aDαt ∼= Dα =



dα

dtα
, R(α) > 0

1, R(α) = 0
t∫

a

(dτ )−α, R(α) < 0

(1)

Here α represents the order of the fractional operator and
R(α) represents the set of real numbers. There are three
definitions used for the general fractional operator [29].
Definition 1: The αth order Riemann–Liouville fractional

derivative and integration of a function f (t) with respect to t
is given by

aDαt f (t) =
dα

dtα
f (t) =

1dm

0(m− α)dtm

t∫
α

f (τ )
(t − τ )α−m+1

dτ

(2)

aD−αt f (t) = Iαf (t) =
1

0(α)

t∫
α

f (τ )
(t − τ )1−α

dτ (3)

Here m is the first integer larger than ‘‘a’’, such as m –
1<α<m, t – α is the interval of integration and G is Euler’s
Gamma function.
Definition 2: The αth order Caputo fractional derivative

expression of a continuous function is expressed as [29].

aDαt ∼= Dα =



1
0(n− α)

t∫
α

f n(τ )
(t − τ )α−n+1

dτ

(n− 1 ≤ α < n)
dm

dtn
f (t) (α = n)

(4)

Definition 3: The GL definition of order α is expressed
as [29].

aGLDαt f (t) = lim
h→0

1
hα

[(t−α)/h]∑
j=0

(−1)j(αj )f (t − jh) (5)

(
α
j

)
=

0(α + 1)
0(j+ 1)0(α − j+ 1)

(6)

Here h represents the time step and 0 (.) represents gamma
function. The stability of the non-integer systems has been
discussed in the literature with details [28], [31]. Oustaloup
recursive approximation algorithm is used to approximate the
fractional orders by classical integer order transfer function.
The details of the Oustaloup recursive approximation algo-
rithm [32].

III. WIND ENERGY CONVERSION SYSTEM MODEL
In this section the detailed nonlinear models for wind turbine,
rotor and grid side converters are discussed. The detailed
block diagram of the DFIG based wind turbine system is
shown in Fig.1a [3].

FIGURE 1. (a) Schematic of DFIG based wind turbine system (b) Wind
turbine Ideal power curve.

MODELING OF WIND TURBINE
Wind turbine extracts kinetic energy from the wind and con-
verts it to the mechanical energy for the DFIG. The power
input from wind is [33],

P =
1
2
(air per unit time)(wind velocity)

The output mechanical power from the wind turbine to the
DFIG system is given as P = 1

2CpAv
3. Total aerodynamic

power extracted from the wind can be expressed as Pt =
1
2ρACpv

3. Where ρ is the air density in kg/m3, A is the area
of the turbine blades in m2, Cp is the power coefficient that
depends on shape and geometry of the turbine blades. Cp is a
nonlinear function of the pitch angle β and tip speed ratio λ
Where λ = �tR

v , �t is the wind turbine mechanical angular
shaft speed in rad/ sec and R is the radius of the wind turbine
rotor in meters. A typical relationship between Cp, power
and wind speed is shown in Figure 1b [33]. The expression
between Cp and λ is expressed in Eq. (7).

Cp = c1
(c2
λ
− 1

)
e
−c3
λ (7)

In Equation (7), c1, c2 and c3 are the constants. The power
coefficient Cp converts only 59% of wind kinetic energy to
the mechanical energy [34]. For a particular speed, when the
output power of the wind turbine is maximum, then at this
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speed the tip speed ratio corresponds to λopt . When λ = λopt
the power coefficient is maximum i.e. (Cp = Cp−max), thus
maximum power can be extracted from the wind turbine [44].
Fig. 1b depicts the ideal power curve of a typical wind
turbine [9]. From the power curve it can be noticed that in
the range of the cut in wind speed up to 15m/s, the power
coefficient remains constant. The torque of thewind turbine is
given by Tr =

Tt
G�t =

�r
G . Here Tr and Tt are the generator’s

torque and aerodynamic torque respectively, G is the gear
ratio and �r is generator speed. The reference rotor speed
and the grid power are expressed as

�r−ref =
λoptG
R

v (8)

The speed reference defined in Eq. 8 is only applicable when
the turbine is working on the maximum power point. In other
cases the speed reference is calculated from the look up table
and the power curve data [1]. More explanations on the wind
turbine control strategies based on different speed regions are
given by the authors of [1].

Pgrid−ref =
1
2
ηρπ2Cp−maxv3 (9)

Here η is wind turbine efficiency.

IV. MODELING OF GENERATOR
In three phase plan, the representation of the asynchronous
machine is difficult because it is strongly coupled. Equa-
tions describing DFIG model in synchronous (d-q) frame are
given below: [35]

Vds = RsIds +
d
dt
ϕds − ωsϕqs

Vqs = RsIqs +
d
dt
ϕqs + ωsϕds

Vdr = Rr Ids +
d
dt
ϕdr − (ωs − ωr )ϕqr

Vqr = Rr Iqs +
d
dt
ϕqr + (ωs − ωr )ϕdr

(10)

Here ϕds = LsIds + MIdr ; ϕqs = LsIqs + MIqr ; ϕdr =
Lr Idr+MIds; ϕqr = Lr Iqr+MIqs,ωr = P�r , Vds, represents
the d-axis and q-axis stator voltage components Vqs, Vdr ,
Vqr are the rotor voltage components, Ids, Iqs are the stator
current components, P is the number of pole pairs, Idr , Iqr
are the rotor current components, Rs, Rr are the stator and
rotor resistances, ϕds, ϕqs are the stator flux components, ϕdr ,
ϕqr are the rotor flux components Ls, Lr are the stator and
rotor inductances, M is the magnetizing inductance and ωs,
ωr are the stator and rotor angular velocities. The mechanical
dynamics of the rotating parts are modeled as

J
d
dt
�r = Tem − Tr − fr�r (11)

Here J denotes the moment of inertia of the rotating parts
fr is the co-efficient of friction and Tem is electromagnetic
torque of the DFIG. Eq. 11 represents the dynamics of the
DFIG machine only. A more realistic approach is to use the

two mass mechanical models for the DFIG and the turbine.
The two mass models is expressed as [1]

Jt
d
dt
�t = Tt − Tem − ft�t

Jm
d
dt
�m = Tem − fm�m + Tem

d
dt
Tem = ktm(�t −�m)+ ftm(�̇t − �̇m) (12)

In Eq. 12, Jm Jt denote the moment of inertia of the DFIG
and the turbine respectively, fm ft represent the co-efficient of
the friction in the DFIG and turbine side,�m �t represent the
DFIG and turbine angles and Tem is electromagnetic torque
of DFIG.

The Electromagnetic torque is expressed as Tem =

PMLs
(
ϕqsIdr − ϕdsIqr

)
. To simplify the task, the nonlinear

model expressed above is approximated as DC machine [36].
By orienting d-axis in the direction of flux ϕs we have ϕds =
ϕs, ϕqs = 0, therefore by using Eq. 12 one obtains

Tem = P
MVs
ωsLs

Iqr (13)

If we neglect the per phase stator resistance and make the
stator flux constant, the direct and quadrature voltage vectors
on the stator axis can bewritten asVds = 0,Vqs = Vs = ωsϕs.
With this assumption and using (13) in (10) and (11) the direct
and quadrature voltages on rotor axis and stator active and
reactive power can be expressed in accordance to the rotor
currents as follows.

Vdr = Rr Idr + σLr
d
dt
Idr − σLrsωsIqr

Vqr = Rr Iqr + σLr
d
dt
Iqr + σ sωsIdr + s

MVs
Ls

(14)

{
Ps = −

MVs
Ls

Iqr ; Qs =
V 2
s

ωsLs
−
MVs
Ls

Idr (15)

Here σ = 1 − M
LrLs

, s = ωs−ωr
ωs

, where’s’’ is the DFIG slip.
Vector control strategy is used to control theDFIG basedwind
energy system. It is worth mentioning that Eq. 14 represents
the 3 phase equivalent rotor side converter’s model in d-q
reference model. Since the active and reactive powers of the
stator side directly depends on the d and q component of the
rotor currents therefore the three phase quantities of the rotor
side are converted to the two parameter systems using the
Clark and park transformations. For simplicity the controllers
are implemented in d-q reference frame and then using the
inverse Park and Clark transform the actual 3 phase control
signals are formed to drive the system [1]. The nonlinear
system model can be represented in state space form given
as under[

ẋ = F(x)+ Hu = f (x)+1f + hu+1hu
= f (x)+ hu+ d

]
(16)

Where x = [ Idr Iqr ]T , [u1 u2] = [Vdr Vqr ]T , f and h
represent the nominal values of the F and H , 1f and 1h
are the associated uncertainties in the plant and input vector,
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d = 1f +1hu = [ d1 d2 ]T represent the unknown lumped
uncertainty in the plant model [2]. The nominal parameters
of the systems are given in table 1, Appendix A. The nominal
matrices of the function f and h are expressed as, f1(x) = −

Rr
σLr

Idr + sωsIqr ;

f2(x) = −
Rr
σLr

Iqr − sωsIdr − s
MVs
σLrLs

, (17)

 h1
h2

 =


1
σLr

0

0
1
σLr

 (18)

V. ROTOR SIDE AND GRID SIDE CONVERTER’S CONTROL
Based on the mathematical models described in the previous
section, and from fig.1a, the system models can be divided
into two subgroups, i.e. electrical and the mechanical sub-
systems. The control scheme consists of an outer loop speed
controller and an inner-loop current controller. Since the
electrical subsystem (inner loop) is faster than the mechanical
subsystem (outer loop), a cascaded structure is assumed for
the design of the controller. The inner loop is employed to
regulate the d -axis rotor current and the electromagnetic
torque, while the outer loop is used for the speed trajectory
tracking. By comparing the control system discussed in [2],
our proposed method is based on the novel fractional order
continuous terminal slidingmode control method. Using frac-
tional order Lyapunov method, non-integer adaptive laws are
formulated. As compared to the work presented in [2], the
proposed controllers exhibit the fastest convergence property,
less chattering and enhanced robustness.

A. SPEED CONTROLLER
In this article the single and the two mass models are dis-
cussed as shown in Eq. 11 and 12. However the speed con-
troller is formulated based on Eq. 11. In future the same
concepts can be extended to derive and test the speed loop
for the two mass model of Eq. 12. To derive the speed control
loop based on simple model, Eq. 11 is represented as

d
dt
�r =

Tem
J
+ d3 : d3 = −

Tr
J
−
fr�r

J
(19)

Where Tem is the control input, J is the best available approx-
imate (nominal value) of moment of inertia, d3 is the lumped
uncertainty which represents aerodynamic torque, force of
friction and parametric uncertainty. Choose the speed track-
ing error as es = �r −�r−ref . By replacing �̇r from (19) in
the first derivatives of speed error yields expression (20)

ės = �̇r − �̇r−ref ; ės =
Tem
J
+ d3 − �̇r−ref (20)

A fractional order sliding surface is proposed and given
in (21)

Ss = c5D−αes + c6Dα|es|γ sgn(es)

Ṡs = c5D1−αes + c6γDα D1
|es|γ sgn(es)︸ ︷︷ ︸

Ṡs = c5D1−αes + c6γDα|es|γ−1ės (21)

Here c5, c6 and γ represent the constants. By applying D−α

to both sides of Ṡs in (21) yields

D1−αSs = c5D1−2αes + c6γ |es|γ−1ės (22)

In the left hand side of Eq. 22, the operator D1−α represents
the fractional derivative term. For simplicity the operator
D1−α is represented as Dᾱ . With this notation a more con-
venient form of the Eq.22 is written as

DᾱSs = c5D1−2αes + c6γ |es|γ−1ės (23)

By combining ės from (20) in (23) one obtains

DᾱSs = c5D1−2αes + c6γ

 |es|γ−1TemJ
+ |es|γ−1d3

−|es|γ−1�̇r−ref


(24)

The control law can be defined as
Tem = Tem−eq + Tem−s − θ̂

Tem−eq = J |es|1−γ {|es|γ−1�̇r−ref −
c5
γ c6

D1−2α(es)

Tem−s = J |es|1−γ (−
kr3
γ c6

(sgn(Sps ))

(25)

Here kr3 represents the discontinuous switching gain which
is usually chosen greater than the lumped uncertainty. From
Eq. 24 the term |es|γ−1d3 = θ and θ̂ represents the estimated
value as expressed in Eq. 25. The lumped uncertainty is
estimated online and the adaptive law is derived from the
stability proof as explained below.
Stability Proof 1:The Lyapunov candidate function isVs =

1
2S

2
s +

1
2η (θ − θ̂ )

2. By applying the fractional operator Dᾱ to
the function Vs yields

DᾱVs = SsDᾱSs +
1
η
(θ − θ̂ )Dᾱ(θ − θ̂ )

+

∣∣∣∣∣∣
∞∑
j=1

0(1+ ᾱ)
0(1− j+ ᾱ)0(1+ j)

DjSsDᾱ−jSs

∣∣∣∣∣∣
+

∣∣∣∣∣∣
∞∑
j=1

0(1+ ᾱ)
0(1− j+ ᾱ)0(1+ j)

DjeθDᾱ−jeθ

∣∣∣∣∣∣ (26)

To complete the proof, the following in-equality is
defined [29].∣∣∣∣∣∣

∞∑
j=1

0(1+ α)
0(1− j+ α)0(1+ j)

DjsDα−js

∣∣∣∣∣∣ ≤ λ |s| (27)

From Eq. 26, the error term is defined as eθ = θ − θ̂ .
It is assumed that the unknown parameter θ in Eq. 25 is
represented by its upper bound .i.e. constant so Eq. 26 can
be simplified as

DᾱVs ≤ SsDᾱSs +
1
η
(θ − θ̂ )(−Dᾱ θ̂ )+ λ1 |Ss| + λ1 |eθ |

(28)
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By combining Eq. 24, 25 and 28 one obtains

DᾱVs

≤ Ss[c5D1−2αes + c6γ

 |es|γ−1TemJ
+ |es|γ−1d3

−|es|γ−1�̇r−ref

]

+
1
η
(θ − θ̂ )(−Dᾱ θ̂ )+ λ1 |Ss| + λ1 |eθ | ≤ Ss[c5D1−2αes

+ c6γ


|es|γ−1

J
{J |es|1−γ{|es|γ−1�̇r−ref −

c5
γ c6

D1−2α(es)

−θ̂−
kr3
γ c6
|es|1−γ (sgn(Sps )} + θ−|es|

γ−1�̇r−ref

]

+
1
η
(θ − θ̂ )(−Dᾱ θ̂ )+ λ1 |Ss| + λ1 |eθ | (29)

Eq. (29) is further simplified as

DᾱVs ≤ −kr3Ss|es|1−γ (sgn(Sps )+ c6γ Ss
(
θ − θ̂

)
+

1
η
(θ − θ̂ )(−Dᾱ θ̂ )+ λ1 |Ss| + λ1 |eθ | (30)

From Eq. 30, the following adaptive law is derived

Dᾱ θ̂ = ηc6γ Ss (31)

By combining Eq. 31 and 30 one obtains

DᾱVs ≤ −kr3Ss|es|1−γ (sgn(Sps )+ c6γ Ss
(
θ − θ̂

)
+
1
η
(θ − θ̂ )(−Dᾱ θ̂ )+ λ1 |Ss| + λ1 |eθ | (32)

Eq. 32 can be represented in a more convenient form as

DᾱVs ≤ −kr3Ss|es|1−γ (sgn(Sps )+ λ1 |Ss| + λ1 |eθ | (33)

By letting kr3 ≥ λ1 + λ2 + ψ , the term DᾱVs ≤ 0, As
the lumped uncertainty is adapted online using the fractional
order adaptive law of Eq. 31 so the discontinuous gain is :
kr3 ≥ λ1 + λ2 + ψ . Here ψ represents the small perturba-
tion or the approximation error of the Eq. 31.

B. CURRENT CONTROLLER
The objective of this section is to derive a control expression
such that the state x tracks the desired trajectory xref in the
presence of uncertainties. The reference trajectory is defined
as xref = [ Idr−ref Iqr−ref ]T . Based on (13) we have

Iqr−ref =
ωsLs
PMVs

Tem−ref (34)

The term Tem−ref of Eq. 34 is derived based on the speed
controller of Eq. 25. The reactive power’s reference is defined
as

Qs−ref =
V 2
s

ωsLs
−
MVs
Ls

Idr , (35)

SetQs−ref = 0, then the reference d axis current is derived as

Idr−ref =
Vs
ωsM

(36)

Current tracking errors are defined as

e = x − xref = [ e1 e2 ]T

= [ Idr − Idr−ref Iqr − Iqr−ref ]T , (37)

Differentiating Eq. 37 with respect to time yields

ė = ẋ − ẋref = f (x)+ hu+ d − ẋref (38)

The proposed fractional order sliding surface vector is
defined as Si = [ S1 S2 ]T

S1
Ṡ1
S2
Ṡ2

 =

c1D−αe1 + c2Dα|e1|γ sgn(e1)
c1D1−αe1 + c2γDα|e1|γ−1ė1
c3D−αe2 + c4Dα|e2|γ sgn(e2)
c3D1−αe2 + c4γDα|e2|γ−1ė2

 (39)

In eq. 39, c1, c2, c3 c4 and γ are positive constants while α
represents the order of the fractional operator i.e. α ∈ (0, 1).
By applying the fractional operator D−α to the 2nd and 4th

row (Ṡ1, Ṡ2) of the Eq. (39) one obtains[
D1−αS1
D1−αS2

]
=

[
c1D1−2αe1 + c2γ |e1|γ−1ė1
c3D1−2αe2 + c4γ |e2|γ−1ė2

]
(40)

In Eq. 40, the operator D1−α represents the fractional deriva-
tive term. For simplicity it is represented asDᾱ . By combining
Eq. 38 and 40 one obtains

DᾱSi =

DᾱS1
DᾱS2

 =

c1D1−2αe1 + c2γ |e1|γ−1(f1(x)
+ h1u1 + d1 − İdr−ref )

c3D1−2αe2 + c4γ |e2|γ−1(f2(x)
+ h2u2 + d2 − İqr−ref )


(41)

In Eq. 41 the disturbance vector is represented as d = [d1d2].
Using Eq. 41 the proposed control law is defined as u = ueq+
us − d̂ .

ueq =
[
ueq1
ueq2

]

=

 h−11 (−f1(x)+ İdr−ref −
c1
γ c2
|e1|1−γD1−2αe1)

h−12 (−f2(x)+ İqr−ref −
c3
γ c4
|e2|1−γD1−2αe2)


(42)

us =
[
us1
us2

]
=

[
h−11 ((−k1(sgn(S

p
1 )))

h−12 ((−k2(sgn(S
p
2 )))

]
(43)

In Eq. 42 and 43 ueq represents the equivalent control which
is used to compensate the nominal dynamics, while us is the
robust termwhich is designed such that it will compensate the
effects of the upper bounded lumped uncertainty in the plant
model.
Stability Proof 1I: The new Lyapunov candidate function

is expressed as Vi = 1
2S

2
i +

1
2ζ (d − d̂)2. By applying the

fractional operator Dᾱ to the function Vi yields

DᾱVi = SiDᾱSi +
1
ζ
(d − d̂)Dᾱ(d − d̂)
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+

∣∣∣∣∣∣
∞∑
j=1

0(1+ ᾱ)
0(1− j+ ᾱ)0(1+ j)

DjSiDᾱ−jSi

∣∣∣∣∣∣
+

∣∣∣∣∣∣
∞∑
j=1

0(1+ ᾱ)
0(1− j+ ᾱ)0(1+ j)

DjedDᾱ−jed

∣∣∣∣∣∣ (44)

From Eq. 44 the error term is expressed as ed = d − d̂
Eq. 44 can be further simplified using the inequality of Eq. 27
as following

DᾱVi ≤ SiDᾱSi +
1
ζ
(d − d̂)Dᾱ(−d̂)+ λ3 |Si| + λ4 |ed |

(45)

By combining u from Eq. 42, 43 in Eq-45 one obtains

DᾱVi ≤
[
S1
S2

]
c2γ |e1|γ−1(d1 − d̂1)
−c2γ |e1|γ−1h

−1
1 ((−k1(sgn(S

p
1 )))

c4γ |e2|γ−1((d2 − d̂2))
−c2γ |e1|γ−1h

−1
2 ((−k2(sgn(S

p
2 )))



+


1
ζ1
(d1 − d̂1)Dᾱ(−d̂1)+ λ31 |S1|

+λ41 |ed1|
1
ζ2
(d2 − d̂2)Dᾱ(−d̂2)+ λ32 |S2|

+λ42 |ed2|

 (46)

From Eq. 46, the following adaptive law is derived[
Dᾱ(d̂1) = ζ1c2γ |e1|γ−1S1
Dᾱ(d̂2) = ζ2c4γ |e1|γ−1S2

]
(47)

By combining Eq. 46 and 47 one obtains (48), as shown at
the bottom of the next page

By letting
[
k1 ≥ λ31 + λ41
k2 ≥ λ32 + λ42

]
the term DᾱVi ≤ 0

C. GRID SIDE CONTROLLER
The key objective of the grid side controller is to keep the volt-
age of the DC link constant irrespective of the magnitude and
direction of the power flow through the rotor. In order to fulfill
the objective, a vector control approach is employed using a
reference frame oriented along the stator voltage or the grid
voltage. In such a scheme the direct axis current is controlled
in order to keep the DC link voltage constant [37].

In the stator voltage oriented reference frame, the d-axis
is aligned with the grid voltage phasor Vs so Vd = Vs and
Vq = 0. Hence the active and reactive powers between the
grid side converter and the grid is given as [2]

P =
3
2
(Vd Id + VqIq) =

3
2
(Vd Id ) (49)

Q =
3
2
(VqId − Vd Iq) = −

3
2
(Vd Iq) (50)

WhereVd ,Vq represent the direct and quadrature components
of the supply voltage, Id Iq are the direct and quadrature
components of the grid side converter’s currents. From Eq. 49
and 50 the active and reactive powers flow between the grid
and grid side converter are proportional to themagnitude of Id

and Iq respectively. The change in DC power has to be equal
to the active power flowing between the grid side controller
and the grid. So the dynamics are expressed as

EI0s =
3
2
Vd Id (51)

C
dE
dt
= I0s − I0r (52)

In Eq. 51 and 52, E is the DC link voltage, I0r is the current
between the DC link and the rotor and I0s is the current
between the DC link and the grid. From equation (51) we
have,

I0s =
3
2E

Vd Id (53)

By replacing I0s from Eq. (53) in (52) one obtains

Ė =
1
C

(
3
2E

Vd Id − I0r

)
Ė = g(x)Id −

1
C
I0r (54)

Where the function g(x) can be defined as

g(x) =
1
C

3
2E

Vd (55)

g(x) = g0(x)+1g(x) (56)

In Eq. 56 g0(x) = 1
C

3
2E∗Vd , E

∗ represents the reference value
of E and 1g(x) is the uncertainty term. By replacing g(x)
from equation (56) into equation (54) yields

Ė = (g0(x)+1g(x))Id −
1
C
I0r (57)

Ė = g0(x)Id −
1
C
I0r + dE (58)

In Eq. 58, the term dE = 1g(x)Id represents the uncertainty.
By defining the voltage tracking error as

eE = E − E∗ (59)

By differentiating Eq. (59) on both sides one obtains

ėE = Ė − Ė∗ (60)

By replacing Ė from Eq. 58 in (60)

ėE = g0(x)Id −
1
C
I0r + dE − Ė∗ (61)

Define a fractional order sliding surface defined in (62)

SE = c7D−αeE + c8Dα|eE |γ sgn(eE )

ṠE = c7D1−αeE + c8γDα D1
|eE |γ sgn(eE )︸ ︷︷ ︸

ṠE = c7D1−αeE + c8γDα|eE |γ−1ėE (62)

Apply D−α to both sides of ṠE in (62) yields

D1−αSE = c7D1−2αeE + c8γ |eE |γ−1ėE (63)

The operator D1−α is represented as Dᾱ . With this notation a
more convenient form of the equation (63) is written as

DᾱSE = c7D1−2αeE + c8γ |eE |γ−1ėE (64)
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By combining ė3 from Eq. (61) in (64) one obtains

DᾱSE = c7D1−2αeE + c8γ

|eE |γ−1g0(x)Id− |eE |γ−1C
I0r

+|eE |γ−1dE−|eE |γ−1Ė∗


(65)

Using Eq. 65 the control law for DC link voltage stabilization
is derived

Id = Id−eq + Id−s − φ̂

Id−eq =
1

g0(x)
|es|1−γ {|es|γ−1Ė∗ +

|eE |γ−1

C
I0r

−|eE |γ−1dE −
c7
γ c8

D1−2α(eE )}

Id−s =
1

g0(x)
|es|1−γ (−

kr4
γ c8

(sgn(SpE ))

(66)

In Eq. 66 c7 and c8 are the constant parameters, kr4 repre-
sents the discontinuous switching gain. From Eq. 65 the term
|eE |γ−1dE = φ and φ̂ represents the estimated value of the
uncertainty term.
Stability Proof 3: The Lyapunov function is defined as,

VE = 1
2S

2
E +

1
2ρ (φ − φ̂)

2. Apply the fractional operator Dᾱ

to VE yields

DᾱVE = SEDᾱSE +
1
ρ
(φ − φ̂)Dᾱ(φ − φ̂)

+

∣∣∣∣∣∣
∞∑
j=1

0(1+ ᾱ)
0(1− j+ ᾱ)0(1+ j)

DjSEDᾱ−jSE

∣∣∣∣∣∣
+

∣∣∣∣∣∣
∞∑
j=1

0(1+ ᾱ)
0(1− j+ ᾱ)0(1+ j)

DjeφDᾱ−jeφ

∣∣∣∣∣∣ (67)

In Eq. 67, eφ = φ − φ̂. It is assumed that the unknown
parameter φ in Eq. 66 is represented by its upper bound
constant value. So Eq.67 can be simplified as

DᾱVE ≤ SEDᾱSE
1
ρ
(φ − φ̂)Dᾱ(−φ̂)+ λ5 |SE | + λ6

∣∣eφ∣∣
(68)

By following the same steps as given in the stability proof 1
and II, the adaptive control law is derived as

Dᾱφ̂ = ρc8γ SE (69)

Combining Eq. 68 and 69 yields the following results:
DᾱVE ≤ −kr4SE (sgn(S

p
E ) + λ5 |SE | + λ6

∣∣eφ∣∣ By letting
kr4 ≥ λ1 + λ2, Eq. 102 is DᾱVE ≤ 0
Remark 1: The derivation of the classical SMC is shown

in Appendix B. For a comparative analysis about the robust-
ness, convergence time and chattering in control signal, all
control methods are applied under the same test conditions
as discussed in the results and discussion section. The novel

FIGURE 2. Wind profile.

points of the proposed method include the selection of novel
fractional order surfaces, novel fractional order adaptive laws
and the stability and convergence proof using fractional order
Lyapunov theorem.

VI. RESULTS AND DISCUSSIONS
In this section, numerical simulations are presented to demon-
strate the effectiveness of the proposed adaptive fractional
order terminal sliding mode controller for a DFIG based
wind energy conversion system. To choose the parameters
of the proposed control system,MATLAB/Simulink response
optimization tool box is used and the integral absolute error
criteria are used to minimize the objective function. The
details of the parameters selection using response optimiza-
tion toolbox are given in [43]. Based on it the parameters
for the proposed rotor side control system are chosen as
c1 = 200, c2 = 0.5, c3 = 200, c4 = 0.5, c5 = 300 and
c6 = 0.9. The switching gains are chosen as kr1 = 0.1, kr2 =
0.1, kr3 = 0.1, and the learning rates for the adaptive laws
are selected as η1 = 100, η2 = 100, η3 = 100. Similarly the
design parameters for the grid side controller are chosen as
c7 = 100, c8 = 1, kr4 = 0.1, ρ = 1050. The fractional order
alpha is chosen as α = 0.8. The nominal parameters of the
DFIG and wind turbine system are listed in the Appendix A.
Fig.2 show the wind profile used in simulation. The following
two cases are discussed in details for both the rotor side as
well as the grid side converter’s control.

A. CASE 1
In case 1 it is considered that system is running under ideal
condition without any parametric uncertainty and external
disturbance.

Fig. 3(a) and 3(b) show the rotor speed tracking perfor-
mance and speed tracking error. Under the ideal condition,
proposed control scheme offers accurate speed tracking as
compared to the SMC, and PI controller. Fig. 4(a) and 4(b)
show theDFIG stator’s active and reactive power comparison.
It can be seen that the tracking performance of the proposed
controller is good and after a short transient time, the reactive

DᾱVi ≤
[
−c2γ |e1|γ−1S1h

−1
1 ((−k1(sgn(S

p
1 )))+ λ31 |S1| + λ41 |ed1|

−c2γ |e1|γ−1S2h
−1
2 ((−k2(sgn(S

p
2 )))+ λ32 |S2| + λ42 |ed2|

]
(48)
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FIGURE 3. (a) Rotor speed (b) Speed tracking error.

FIGURE 4. (a) Active power (b) Reactive power.

power approaches to zero. On the other hand, PI controller
shows deviation from the reference reactive power due to the
inherent nonlinearities in the DFIGmodel and reactive power
cannot converge to zero.

As discussed earlier, that active power is controlled through
q-component of the current and reactive power through

FIGURE 5. (a), (b) current controllers tracking error comparison.

FIGURE 6. DC Link voltage and DC link voltage tracking error.

d-component. Fig.5 (a) and (b) show the current tracking
error of the current controllers. From the figures it is obvious
that the steady state error is less in the case of the adaptive
fractional terminal SMCwhereas classical SMC exhibit oscil-
lations over the steady state.

Fig. 6 shows the DC link voltage tracking performance and
voltage tracking errors. Under the ideal conditions, the pro-
posed control scheme maintains constant DC link voltage as
compared to the SMC and PI controllers.

Fig. 7 and Fig. 8 show the sliding surface convergence
and control input comparisons for the rotor side controllers.
Similarly Fig. 9 shows the same comparison for grid side
controller. From Fig. 7 and Fig. 9 it is clear that adaptive
fractional terminal SMC offers shortest convergence time
whereas classical SMC exhibits oscillations.

Similarly from the control input comparison results
depicted in Fig. 8 and Fig. 9 it can be concluded that adaptive
fractional terminal SMC ensures fast dynamic response with
minimum chattering as compared to SMC for both rotor side
control as well as grid side control.
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FIGURE 7. Sliding Surfaces convergence.

FIGURE 8. (a), (b) Control inputs comparisons.

FIGURE 9. Sliding surface and control input comparison for grid side
control.

B. CASE 2
To illustrate the effectiveness of the proposed adaptive frac-
tional terminal SMC, the closed loop system’s response is
examined under parametric variation and external distur-
bances. From the previous analysis it is assumed that the
lumped uncertainty d consists of parameter variations and
external disturbances. In our case we have assumed that there
is 25% variation in the system’s nominal parameter values
and a sinusoidal disturbance is assumed to be acting on the

FIGURE 10. (a) Rotor speed, (b) Speed tracking error.

speed as well as current loops. Mathematically it is expressed
as {

ẋ = F(x)+ Hu = f (x)+ hu+ d
d = 25%f (x)+ 25%hu+ 20 sin(wt)

Similarly in section 4.3 it is assumed that the lumped uncer-
tainty term dE consists of the parameter variations and exter-
nal disturbances. A 25% variation in the system’s nominal
parameters with a sinusoidal disturbance is considered to be
acting on grid side controller.

{dE = 25%g(x)+ 5 sin (wt) .

The sinusoidal disturbance term is added which simulates the
effect of slow frequency power oscillations [40], [41].

Performance of the proposed controller is compared with
SMC and PI controller. Fig.10 (a) and (b) shows the speed
and speed error tracking performance of the proposed control
system. From the numerical results it is clear that the pro-
posed control scheme is more robust under the uncertainties
in the system. Speed tracking errors of the proposed controller
converge faster as compared to the other controllers.

Fig.11 (a) and (b) show the active and reactive power
integrating capability of the DFIG system under different
controllers. It can be seen that the tracking performance of
the proposed controller under parametric uncertainties and
external disturbance aremuch better and after a short transient
time, reactive power approaches to zero, which is not true
for SMC and PI controllers respectively. Current controllers
tracking error comparison is shown in Fig. 12 (a) and (b).
It can be concluded that tracking error of the proposed control
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FIGURE 11. (a) Active power (b) Reactive power.

FIGURE 12. (a), (b) current controllers tracking error comparison.

scheme converges to zero more quickly as compared to the
SMC and PI controllers.

Fig. 13 shows the DC link voltage tracking performance
and tracking errors. It can be concluded that there is an
increase in settling time of the SMC and the PI controllers
whereas adaptive fractional terminal SMC shows robust per-
formance and tracks the reference with minimum settling
time.

FIGURE 13. DC Link voltage and DC link voltage tracking error.

FIGURE 14. (a), (b) Uncertainty estimations.

Estimated lumped uncertainty using adaptive Terminal
Fraction SMC (TFSMC)

This section presents the results and discussion related to
the online estimation of the lumped uncertainty using frac-
tional terminal order adaptive laws derived in the previous
sections. Fig. 14(a) shows the estimated uncertainty of rotor
side controllers when {d = 25%f (x)+ 25%hu+ 20 sin(wt) .
From the numerical results, the uncertainty approxima-
tion error is negligibly small. Similarly Fig. 14(b) shows
the estimated uncertainty of grid side controller when
{dE = 25%g(x)+ 5 sin(wt) . From the numerical results,
it can be concluded that the uncertainty approximation error
is very small.

VII. CONCLUSIONS
In this paper, two variants of the sliding mode controllers
including classical SMC and adaptive fractional terminal
SMC are derived for the rotor and grid side converters.
Both variants are compared with classical PI controller
under different test conditions such as the parametric uncer-
tainty, external disturbances. From the numerical simulation
results presented, it is concluded that the proposed adaptive
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TABLE 1. System parameter.

fractional terminal sliding mode controllers (both rotor and
grid side) exhibit the fastest transient response and conver-
gence property at all test conditions. Another performance
evaluation criterion is the level of the control signal chat-
tering. From the numerical results it is concluded that the
proposed adaptive fractional order terminal slidingmode con-
troller exhibits the minimum chattering level in the control
signal.

APPENDIX A
The DFIG based wind turbine system nominal parameter
values are given in table 1

APPENDIX B (SMC)
A. SPEED CONTROLLER DERIVATION
Classical sliding surface for speed controller is given as

S3 = c5e3 + c6

∫
e3 (B1)

By using the dynamic model of the speed and adopting the
same procedure as above, the control law can be chosen as

Tem = Tem−eq + Tem−s
Tem−eq = J (�̇r−ref − d3 − (

c6
c5
e3))

Tem−s = J (−
kr3
c5

(sgn(s3)))

(B2)

Where c5 and c6 are designed parameters and kr3 is discon-
tinuous switching gain which is to be chosen later.

B. CURRENT CONTROLLER DERIVATION
The classical sliding surface vector for current loop is given
as S1 = [ S1 S2 ]T

S =
[
S1
S2

]
=

 c1e1 + c2
∫
e1

c3e2 + c4

∫
e2

 (B3)

Where c1, c2, c3 and c4 are positive tuning parameters.
By using the rotor side system model and adopting the same
procedure as above, the current loop controllers are derived
as

ueq =
[
ueq1
ueq2

]
=

 h−1(−f (x)+ İdr−ref −
c2
c1
e1)

h−1(−f (x)+ İqr−ref −
c4
c3
e1)

 (B4)

us =
[
us1
us2

]
=

 h−1(−
kr1
c1

sgn(S1)

h−1(−
kr2
c3

sgn(S2)

 (B5)

C. SMC FOR GSC
Sliding surface is given as.

SE = c7eE + c8

∫
eE (B6)

By using the grid side nonlinear model and the procedure
followed in the manuscript the control law can be chosen as

Id = Id−eq + Id−s

Id−eq =
1

g0(x)
{Ė∗ +

1
C
I0r −

c8
c7
(eE )}

Id−s =
1

g0(x)
(−

kr4
c7

(sgn(SE ))

(B7)

In Eq. B7, c7 and c8 are the constant parameters, kr4 repre-
sents the discontinuous switching gain.

REFERENCES
[1] R. McMahon, E. Abdi, A. Broekhof, P. Roberts, M. Tatlow, and S. Abdi,

‘‘Rotor parameter determination for the brushless doubly fed (induction)
machine,’’ IET Electr. Power Appl., vol. 9, no. 8, pp. 549–555, 2015.

[2] H. Chaal and M. Jovanovic, ‘‘Direct power control of brushless doubly-
fed reluctance machines,’’ in Proc. 5th IET Int. Conf. Power Electron.,
Mach. Drives (PEMD), Apr. 2010, pp. 1–6.

[3] GLOBAL WIND REPORTS|GWEC. Accessed: Mar. 19, 2017. [Online].
Available: http://www.gwec.net/publications/global-wind-report-2/

[4] B. C. Babu and K. B. Mohanty, ‘‘Doubly-fed induction generator for
variable speed wind energy conversion systems-modeling & simulation,’’
Int. J. Comput. Elect. Eng., vol. 21, pp. 141–147, Feb. 2010.

VOLUME 5, 2017 21379



N. Ullah et al.: Adaptive Fractional Order Terminal SMC of DFIG-Based Wind Energy System

[5] Y. Wang, L. Xu, and B. W. Williams, ‘‘Control of DFIG-based wind farms
for network unbalance compensation,’’ in Proc. IEEE Power Electron.
Spec. Conf., Jun. 2008, pp. 113–119.

[6] Y. Bekakra and D. B. Attous, ‘‘Optimal tuning of PI controller using PSO
optimization for indirect power control for DFIG based wind turbine with
MPPT,’’ Int. J. Syst. Assurance Eng. Manage., vol. 5, no. 3, pp. 219–229,
2013.

[7] R. Pena, R. Cardenas, J. Proboste, G. Asher, and J. Clare, ‘‘Sensorless
control of doubly-fed induction generators using a rotor-current-based
MRAS observer,’’ IEEE Trans. Ind. Electron., vol. 55, no. 1, pp. 330–339,
Jan. 2008.

[8] I. Munteanu, N. A. Cutululis, A. Bratcu, and E. Ceangǎ, ‘‘Optimization of
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