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ABSTRACT This paper proposes a delay-sensitive communication approach based on distributed processing
for real-time applications that provide interactive services for multiple users in order to minimize the delay
considering both admissible delay and delay variation rate. The proposed approach considers two scenarios,
namely, simultaneous participation and successive participation. In the simultaneous participation, all users
and servers are given, and the application is processed in different distributed servers; a user accesses a
suitable server as a solution of the server selection problem. In the successive participation, where all servers
are given, different users will be participated sequentially in a greedy manner with variation of time, while
executing the currently applications. We formulate an integer linear programming (ILP) problem in the
simultaneous participation scenario for the distributed server selection when all users and servers are given
considering the parameter of admissible delay and delay-variation rate. We prove that the distributed server
selection problem is NP-complete. By using a high-performance optimization solver, we solve the introduced
ILP problem within a practical time for 800 users. We provide a method for the successive participation
scenario by utilizing the ILP formulated in the simultaneous participation. Numerical results indicate that
the proposed delay-sensitive communication approach based on distributed processing outperforms the
conventional centralized processing approach in terms of delay.

INDEX TERMS Virtual time, real-time application, distributed processing, simultaneous participation,
successive participation.

I. INTRODUCTION
Network function virtualization (NFV) [1], [2] affords
numerous functions on servers in a cloud environment [3] in
order to serve various real-time applications, such as network
games, telephone services, and music sessions through net-
works, using virtualization techniques. The real-time applica-
tions suffer large delay produced in wide-area networks due
to lack of synchronization among themselves, which can be
suppressed up to several tens of milliseconds. The occurrence
of event order must be assured for these real-time interactive
applications. When the distances among all users and servers
are different, a difference among delays is observed. Figure 1
depicts the problem of event reordering among users; the
replication of event order is mandatory for these applications
when actual events occur.

In a wide-area network, typically two types of appli-
cation processing approaches are considered, which are

(i) centralized processing approach and (ii) terminal pro-
cessing approach, for interactive applications, such as
shooting-type multi-player games. The centralized process-
ing approach processes all the states of users in the centralized
server instead of each user’s terminal. This type of approach
memorizes all the states that have the previous experience
of the network delay in order to replicate the event occur-
rence order at the actual time. In the conventional approach,
which follows the idea of centralized processing, the high
delay in the wide-area network deteriorates the quality-of-
service (QoS).

The terminal processing approach maintains the network
delay of its own events in order to replicate the original event
occurrence order at the actual time; actual time is stated as
a time when the event really occurs at the terminal. The
terminal processing approach processes a terminal type appli-
cation, such as fighting-type network games, and this type
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FIGURE 1. Reorder of events caused by network latency.

of approach is impressive to replicate the event occurrence
order at the actual time. However, it introduces a growing
processing load at the terminal with increase in the number
of partners.

To overcome the problem of both types of conventional
centralized processing and terminal processing approaches,
Kawabata et al. [4] presented a distributed processing com-
munication approach for real-time applications to suppress
the delay; this work processes the application with distributed
servers, where each user accesses a suitable server near it.
The work in [4], all the users need to access servers simulta-
neously, which does not allow users to join and leave succes-
sively with variation of time. In the real-time applications,
any user can participate and leave successively any time
within the minimum admissible delay. In addition, the work
in [4] does not consider admissible delay and delay variation
rate. The delay variation rate has a significant impact on
the end-to-end delay, when network traffic passes through a
congested network. The delay variation rate [5] is defined as
the variation in a sequence of delay values over time, and it
is applicable to QoS-aware protocols that suppose or require
relatively constant delay. The delay variation of an individual
packet is logically defined as the difference between the
actual delay experienced by that packet and a reference delay.

This paper proposes a delay-sensitive communication
approach based on distributed processing for real-time net-
work applications that provide interactive services for mul-
tiple users in order to minimize the delay considering both
admissible delay and delay variation rate. The proposed
approach considers two scenarios, namely simultaneous par-
ticipation and successive participation. In the simultaneous
participation, all users and servers are given, and the appli-
cation is processed in different distributed servers; a user
accesses a suitable server as a solution of the server selection
problem. In the successive participation, where all servers
are given, different users will be participated sequentially
in a greedy manner with variation of time while executing
the currently applications. A virtual time is introduced in
the proposed approach, which is referred to the time that the
event occurrence time at the server is modified for reordering

in order to maintain the same event occurrence order at the
terminals. At the virtual time, all events are replicated in an
event occurrence order in the actual time. The event occur-
rence order is replicated at the virtual time by reordering in
the actual time. The processed data at each distributed server
is multi-casted to other servers to synchronize the processed
data on each distributed server.

Part of this work was presented in [6] and [7]. The main
contributions and significance of this work compared to [6]
and [7] are explained in the following. In this paper, we dis-
cuss the ongoing researches on parallel and distributed com-
munication systems. An integer linear programming (ILP)
problem in the simultaneous participation scenario is for-
mulated for the distributed server selection when all users
and servers are given considering the parameter of admis-
sible delay and delay-variation rate. We prove that the dis-
tributed server selection problem is NP-complete. Thanks
to the progress of high-performance optimization solvers,
we solve the introduced ILP problem within a practical time
for 800 users. We provide the successive participation sce-
nario for the proposed approach. The performance of the
proposed approach is evaluatedwith different types of topolo-
gies. In addition, we evaluate the performance of the proposed
approach in a typical backbone network, namely Japan Pho-
tonic Network (JPN48). Finally, we compare the performance
of the proposed approach considering both simultaneous and
successive participation scenarios.

The rest of the paper is organized as follows. Section II
describes the related works on parallel and distributed com-
munication systems. The framework and overview of the
centralized processing and distributed processing approaches
are presented in section III. Section IV presents the pro-
posed delay-sensitive communication approach based on dis-
tributed processing for real-time network applications for two
different scenarios. Section V evaluates the performance of
the proposed approach. Finally, this paper is concluded in
section VI.

II. RELATED WORKS
This section describes the related works on parallel and dis-
tributed communication systems; we focus our discussion
on distributed processing considering the event order, fol-
lowed by the low latency processing approach for network
applications.

Several research works [8]–[12] have been carried out to
demonstrate the pros and cons of parallel and distributed
systems. Researchers explore that problem of reproducing
of actual event occurrence while keeping the parallelism
of processes is one of the significant issues in parallel
and distributed systems [13], [14]. These research issues
are typically handled by adapting different synchronization
algorithms, which are mainly divided into two categories,
namely conservative synchronization and optimistic synchro-
nization [15].

In the conservative synchronization algorithm [16],
the order of event occurrence is insured sequentially by
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attaching the time information to the event; the terminal
processing approach is based on this approach. On the other
hand, the optimistic synchronization approach does not main-
tain the correct event order in advance. If the processing
function receives a past event, it guarantees the order of
events by rolling back the status and corrects its result.
Time Warp [17] is known as an implementation method of
the roll-back process; the centralized processing approach
is based on this approach. Since the processing history is
continuously stored in the rollback approach, the memory
consumption becomes a serious issue. To overcome this
issue, Cingolani et al. [18] explored the practical design and
implementation of undo code blocks, which are blocks of
instructions implementing the reverse memory side effects
generated by the forward execution of the events.

If the delay between two servers connected via a network
is different, it is necessary to reproduce the event order [15].
When several servers participate distributed processing and
they are connected via a network, it is essential to guarantee
the same order of event occurrence. The causal ordering and
total ordering are typically used as methods to reproduce the
event order. The causal ordering [19] sends an event with a
time stamp in order to guarantee the re-ordering of events
using the value of the time stamp. On the other hand, the total
ordering [20] works in a manner in which all events at all
servers use the same order.

In the industrial field, various technologies related to dis-
tributed processing have been developed [21]–[25]; their
main focus on network games and musical sessions [21].
In the fighting games [22], [23], a full-synchronous com-
munication system holds the same state between players.
In the full-synchronous communication system, a player
waits until an event arrives from the opponent. The delay
is measured by using the previous delay between players.
The full-synchronous communication system is referred as
conservative synchronization. In a role-playing game [24],
the asynchronous communication system does not retain the
same state between players; there is a player who man-
ages the entire states. The process is rolled back when past
events arrived at players. The asynchronous communica-
tion system is referred as optimistic synchronization. In the
music field [25], the timing of the events is matched by
putting a delay between other players in the own monitor
sound.

The edge computing [26]–[29] has been considered in
order to improve the delay characteristic by processing appli-
cations on the servers located near the user. Several server
selection methods have been considered to reduce the delay.
Taking this direction, Lee et al. [30] presented an adaptive
server selection for large-scale interactive online games.
Chen et al. [31], [32] presented two algorithms in order to
reduce the delay variation: one for the client-server architec-
ture and the other for the peer-to-peer architecture. Recent
research has observed that, when edge computing is incorpo-
rated, the performances is improved 20-70 percent compared
to the standard web engine [33].

FIGURE 2. Correction of re-order of events in servers.

III. CENTRALIZED PROCESSING AND DISTRIBUTED
PROCESSING APPROACHES
A. OVERVIEW
This section is intended as a prerequisite of the pro-
posed delay-sensitive communication approach based on dis-
tributed processing, which espouses the concept of edge
computing [28], [29]. The idea of edge computing is to
process an application, such as a web service, with the help
of computing resources that are near to users in order to
suppress the network delay. The proposed approach processes
the application at different distributed servers; an application
is processed on the central server in case of the centralized
processing approach. In the proposed approach, applications
are handled on different servers in the similar manner to the
edge computing or distributed processing.

The user chooses one of the servers among multiple dis-
tributed servers in order to process an application in the
distributed manner. Then, the processed data is multi-casted
to other distributed servers and synchronize the processed
data for each server. A virtual time is introduced, which adds
the correction time to the current time T for reproducing
the occurrence order of an event when it actually occurs.
The time of each event at the server is modified based on
the corresponding virtual time to replicate the terminal event
occurrence order. The application is processed on distributed
servers at the virtual time.

We assume that the delays between all server-server pairs
and between all user-server pairs are known. We defineDp as
the delay between user p and the server that is selected from
multiple distributed servers. We defineDmax

U as the maximum
value of Dp over all users. All events are considered to arrive
at any server after Dmax

U in the virtual time. It is able to
replicate the event occurrence order at the actual time at all
distributed servers, if the virtual time is delayed by at most
Dmax
U measured from the current time. The event of each user

is actually processed after Dmax
U − Dp at the arrival time,

as shown in Fig. 2. All events of users are replicated on each
distributed server at the virtual time of Dmax

U .
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FIGURE 3. Illustrations of (a) centralized processing and (b) distributed processing approaches.

The processed data for each data procession func-
tion should be synchronized between distributed servers.
We define Dmax

S as the maximum value of delays over all
server-server pairs. A server that receives the data from
another server processes it after at most Dmax

S . Thus, all event
of users on all servers are replicated, in the event occurrence
order at the actual time, at the virtual time after at most
Dmax
S + D max

U . The virtual time at the server is identical
to at most T + Dmax

S + Dmax
U , in which all events on all

distributed servers are replicated in the event occurrence order
at the actual time. The virtual time at the user can be at most
T +Dmax

S + 2Dmax
U ; Dmax

U is added to T +Dmax
S +Dmax

U . As a
result, all users are replicated in the event occurrence order at
the actual time.

The comparison of the centralized processing approach
and the distributed processing approach is shown in Fig. 3.
In case of the centralized processing approach, the virtual
time at the server to process all users is T + 5.5 [ms] by
adding 5.5 [ms] to the current time T ; the maximum value
of the delay between the users and a server is 5.5 [ms]. In the
proposed delay-sensitive communication approach based on
distributed processing, the virtual time at the server to process
all users is T + 0.5 [ms] by adding 0.5 [ms] to T ; the
maximum value of the delay between users and server is
0.5 [ms]. The maximum time for synchronization between
servers is 2.5 [ms]. When two approaches are compared in
terms of virtual time from users, the conventional centralized
processing approach requires (T + 5.5) + 5.5 = T + 11

[ms], whereas the proposed delay-sensitive communication
approach based on distributed processing requires T + 2.5+
0.5 + 0.5 = T + 3.5 [ms]. We consider these values,
such as 5.5 [ms], 0.5 [ms], and 2.5 [ms], for demonstration
purposes. We assume that the communication delay is mainly
caused by the transmission distance, which is proportional to
the transmission distance. For the centralized and distributed
approaches, the server locations are given, and the best server
assignment is determined by the solving optimization prob-
lem explained in section IV.

There are some discussions on pros and cons of commu-
nication infrastructures of centralized and distributed sys-
tems [8]–[12]. When the distributed system is considered,
the delay is less compared to a centralized server. In that
case, it can be believed that the advantage of reducing delay
is obtained by paying extra resources and cost. This issue
was carefully investigated by Shahraeini et al. [8]; they first
find a minimum spanning tree (MST) as a communication
backbone for both centralized and distributed strategies, and
then comparemajor critical parameters of these two backbone
networks including latency, reliability, power, and cost. The
study in [8] confirmed that the reliability of a communica-
tion network is improved by decentralizing infrastructure as
the average of communication network hops for centralized
control strategy is three times larger than that of distributed
one; the reliability of a link reduces if its length increases.
The cost of a communication network for distributed control
strategy is almost equal to the cost of communication network
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for centralized control strategy. Communication network cost
in both strategies is mainly determined based on the sum of
two major costs, which are the cost of active devices and the
cost of passive components. It is observed that the number
of MST nodes and length of MST in the centralized and dis-
tributed cases are almost equal. The latency is improved in the
distributed case. Barnett et al. [9] showed that a distributed
approach to video-on-demand incurs no greater cost in terms
of storage than a centralized approach.

When several servers are used in the distributed approach
rather than one server in the centralized approach, the power
consumption is increased. This is because several servers
are activated at a time and consume extra power. Several
power saving strategies [10] are typically used in the dis-
tributed approach in order to reduce power consumption.
Bhaumik et al. [11] introduced a framework for data-centric
based radio access networks in order to show that the central-
ized architecture has the potential in savings of at least 22%
of computational resources by exploiting the variations in the
processing load across base stations; these savings are achiev-
able with statistical guarantees on successfully processing the
base station’s signals.

The above discussion summarizes that the cost of a com-
munication network using distributed strategy is compara-
ble with that of the centralized control strategy [8], [9].
In addition, the distributed approach has several other advan-
tages, such as reduced core network bandwidth requirements,
improved response time, decreased jitter, and increased relia-
bility [9]. However, using several servers can increase power
consumption in the network.

B. SERVER SELECTION PROBLEM IN DISTRIBUTED
PROCESSING COMMUNICATION APPROACH
In the distributed processing communication approach, if the
user terminal is connected to multiple servers, Dmax

U is differ-
ent according to the selected server. Further,Dmax

U is different
by the choice of the server from distributed servers. There is
a need to select an appropriate server in order to minimize
the user correction time, which is 2Dmax

U + D max
S , under

the condition that each server can accommodate at most an
allowable number of users.

Note that the users select servers based on several param-
eters, such as distance, delay, and attenuation of channel. For
an example, it may be possible that the user might be closer to
server 1 and it is capable to process it, but the server 1 can not
be selected due to channel attenuation. In that case, another
server is considered based on parameters of distance, delay,
and attenuation of channel [12]. For the sake of simplicity,
channel attenuation in our ILP formulation in section IV is
ignored.

Figure 4 shows two examples of server selection on the
same server topology; one of them is the best selection
(see Fig. 4(a)) and the other one is a feasible selection but
not the best (see Fig. 4(b)). In this example, we assume that
each server can accommodate at most three users. In the best
selection, user 5 selects server 2, but it does not select server 3,

FIGURE 4. Examples of server selection. (a) Best selection. (b) Feasible
solution, but not best selection.

which is the nearest one to user 5. This is because server 3 can
accommodate at most three users. Another alternate selection
option is that user 6 can select server 2 and user 5 can select
server 3. In this case, the delay between user 6 and server 2 is
set to Dmax

U , which is not allowed to obtain the minimum
user correction time. If user 5 selects server 2 instead of
server 3, delay between user 5 and server 2 increases. Note
that the selection of server 2 for user 5 does not affect
the minimum user correction time. In the feasible selection,
as show in Fig. 4(b), all the users select the nearest servers,
but the user correction time is not optimum. As user 8 selects
server 4 instead of server 3, all links among servers are
active and hence the user correction time is larger than that
of the best solution in Fig. 4(a). Therefore, a proper server
selection is required in the distributed processing commu-
nication approach in order to minimize the delay. Note that
the distributed system introduces extra delay to synchronize
servers and processing control packets, which is not required
in the centralized system.

IV. PROPOSED DELAY-SENSITIVE COMMUNICATION
APPROACH BASED ON DISTRIBUTED PROCESSING
The proposed delay-sensitive communication approach based
on distributed processing minimizes the delay considering
both admissible delay and delay variation rate for real-
time applications that provide interactive services for mul-
tiple users. The proposed approach considers two scenarios,
namely simultaneous participation and successive participa-
tion, which are discussed in sections IV-B and IV-C.

A. NETWORK MODEL AND NOTATION
The network is represented as undirected graph G(V ,E),
where V is the set of nodes and E is the set of non-directional
links. VU ⊆ V is the set of all users, and a user is denoted by
p ∈ VU . VS ⊆ V is the set of servers, and a server is denoted
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by i ∈ VS . VU ∪ VS = V since a node is either a user or a
server, and VU ∩ VS = ∅ since a node is not both user and
server. EU ⊆ E is the set of links between user and server,
and a link between user p ∈ VU and server i ∈ VS is denoted
by (p, i) ∈ EU . (p, i) ∈ EU exists between all users p ∈ VU
and all servers i ∈ VS . A user is allowed to select a server that
is not the nearest one to the user. ES ⊆ E is the set of links
between server and server, and a link between server i and
server j is denoted by (i, j) ∈ ES . (i, j) ∈ ES exists between
all servers i ∈ VS and server j ∈ VS (i 6= j). EU ∪ ES = E
since a link is either a user-server or server-server link, and
EU ∩ ES = ∅ since a link does not exist as both user-server
and server-server links.

A delay of the link between user p ∈ VU and
server i ∈ VS is denoted by dpi. The maximum value of dpi
over in-use (p, i) ∈ EU in the proposed approach is denoted
byDmax

U . A delay of the link between server i ∈ VS and server
j ∈ VS is denoted by dij. The maximum value of dij over in-
use (i, j) ∈ ES in the proposed approach is denoted by Dmax

S .
The maximum number of users that is allowed to belong to
server i ∈ VS is denoted by Mi. xkl is a binary variable for
(k, l) ∈ ES , where xkl = 1 if (k, l) is used, and xkl = 0
otherwise. yi is a binary variable for i ∈ VS , where yi = 1 if
server i is used, and yi = 0 otherwise. xkl = 1 if yk = 1 and
yl = 1, and xkl = 0 otherwise. In other words, yk · yl = xkl is
satisfied.

B. SIMULTANEOUS PARTICIPATION SCENARIO
In the simultaneous participation scenario, all users and
servers are given, and the application is processed in different
distributed servers. All users access suitable servers as a
solution of the server selection problem.

1) SERVER SELECTION PROBLEM WITHOUT ADMISSIBLE
DELAY AND DELAY VARIATION RATE
This subsection presents the proposed approach without
considering the parameters of admissible delay and delay
variation rate. An ILP problem is formulated to select the
distributed servers in the following. It minimizes the delay for
determining the virtual time; (2Dmax

U +D
max
S ) is minimized as

the objective.

Objective min (2Dmax
U + Dmax

S ) (1a)

s.t.
∑
i∈VS

xpi = 1, ∀p ∈ VU (1b)

∑
p∈VU

xpi ≤ Mi, ∀i ∈ VS (1c)

∑
i∈VS

yi≤YMAX (1d)

xpidpi ≤ Dmax
U , ∀(p, i) ∈ EU (1e)

xijdij ≤ Dmax
S , ∀(i, j) ∈ ES (1f)

yi ≥ xpi, ∀p ∈ VU , i ∈ VS (1g)

yi + yj − 1 ≤ xij, ∀(i, j) ∈ ES (1h)

xij ≤ yi, ∀i ∈ VS , (i.j) ∈ ES (1i)

xij ≤ yj, ∀j ∈ VS , (i, j) ∈ ES (1j)

xij ∈ {0, 1}, ∀(i, j) ∈ ES ∪ EU (1k)

yi ∈ {0, 1}, ∀i ∈ VS (1l)

The decision variables are Dmax
U , Dmax

S , and xpi. The given
parameters are dpi, dij, YMAX, andMi. The objective function
in Eq. (1a) is the difference between the virtual time and the
current time. Eq. (1b) states that one link is used between a
user and a server. Eq. (1c) expresses that the number of users
that belongs to server i does not exceedMi. Eq. (1d) indicates
that themaximum number of distributed servers used by users
is restricted by YMAX. As YMAX increases, the complexity
to synchronize the distributed servers becomes larger, which
may causes extra delay. The extra delay for synchronization is
typically restricted by YMAX. Eq. (1d) express that the max-
imum number of servers in the distributed servers. Eq. (1e)
indicates that the maximum value of the delay between a
user and a server over all user-server pairs that satisfy the
admissible delay does not exceedDmax

U . Eq. (1f) states that the
maximum value of dij for all (i, j) ∈ ES does not exceedDmax

S .
Eq. (1g) expresses that server i is used, yi = 1, if it is used
by at least one user. Eqs. (1h)-(1j) represent yk · yl = xkl and
yk · yl = xkl in the linear model. Eqs. (1k)-(1l) state that xij
and yi are binary variables.

For the conventional centralized processing approach,
the user correction time can be obtained by considering
YMAX = 1 in Eq. (1d). This is because the number of
servers are available in one. Further, if the central server is
determined as a specific server, the user correction time can
be obtained by considering Mi = 0 for other serves.

2) TIME COMPLEXITY ANALYSIS OF DISTRIBUTED
SERVER SELECTION
To analyze the computational time complexity of the dis-
tributed server selection problem, the decision version of
the distributed server selection problem is defined in the
following.
Definition 1: Given a set of N servers, a set of P users,

the distances between servers, the distances between servers
and users, the allowable number of users per server Mi, and
a number h, is it possible to make an assignment of the users
to the servers, and have a maximum delay w ≤ h?
Theorem 1: The distributed server selection

decision (DSSD) problem is NP-complete.
Proof: The DSSD problem is in NP. Given a DSSD

instance, we can verify if it is a yes instance within a poly-
nomial time. We check that each user p is connected to a
server i and compute the maximum delay between users
and servers, DU , in O(P). We compute the maximum delay
between servers, DS , in O(N 2). Then, we compute w, and
verify if w is at most h in O(1). Therefore, the overall time
complexity is O(N 2

+ P).
To prove that the DSSD problem is an NP-complete,

we show that the 3-SAT problem, which is proved to be an
NP-complete problem [34], is polynomial time reducible to
the DSSD problem. The 3-SAT problem can be stated as:
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FIGURE 5. Graph G corresponding to 3-SAT problem with three clauses.

Given a set of n boolean variables, and k clauses of three
elements each, is there a truth assignment that satisfies all
clauses?

We construct an instance of the DSSD problem from
any instance of the 3-SAT problem in the following. The
schematic image of the construction is depicted in Fig. 5.
• Create graph G with 3k server nodes grouped into k sets
of three nodes Vij, where i = 1, 2, · · · , k and j = 1, 2, 3,
and k user nodes.

• All server nodes are connected by an edge

– The length of an edge (Vij,Vi′j′ ) is set to 1 whenever
i 6= i′, and the element of Vij and Vi′j′ are not
each other’s negations. In other words, the edge rep-
resents two nodes corresponding to elements that
have a compatible true assignment.

– Otherwise, the edge length is set to 2.

• Each user node is connected to all server nodes with
edges with length 0.

To complete the DSSD instance we set the capacity of each
server Mi to 1. The value h is set to 1.

Next, we show that the DSSD instance is feasible if and
only if there is a satisfiable 3-SAT assignment.

Suppose that there is a satisfiable 3-SAT assignment. Then
we can select k nodes, one corresponding to a true assignment
from each clause, which are all connected in G with edges of
length 1. We assign the k users to the k selected server nodes,
one each. The maximal delay w is 1, which satisfies w ≤ h.
Therefore, the DSSD instance is feasible.

Conversely, suppose that the DSSD instance is feasible.
Then, there is a set of k fully connected server nodes with
edges of length at most 1 between them. By the definition of
graphG, these nodes correspond to variables with compatible
true assignment. Therefore, the truth assignment that sets the
variable corresponding to the k nodes to true satisfies all the
clauses. Thus, the 3-SAT instance is satisfiable.

3) SERVER SELECTION PROBLEM CONSIDERING
ADMISSIBLE DELAY AND DELAY VARIATION RATE
This subsection considers the parameters of admissible delay
and delay variation rate for the server selection problem in

order to suppress the end-to-end delay of real-time applica-
tions.

We assume that the real-time applications are processed
under the admissible end-to-end delay. The parameterD lim is
introduced as the maximum value of 2Dmax

U +D
max
S . Note that

small value of D lim indicates that the application is sensitive
to delay, and large value of Dlim indicates that the application
can be in tolerable with long delay. The number of users that
are excluded, sinceDlim is not satisfied, is denoted byNout. zpi
is a binary variable for (p, i) ∈ EU , where zpi = 1 if the user
link (p, i) does not satisfy the admissible delay, and zpi = 0
otherwise. qp is a binary variable for p ∈ VU , where qp = 1
if user p does not satisfy the admissible delay, and qp = 0,
which means that user p is excluded, otherwise. We have a
relationship of qp · xpi = zpi.
On the other hand, the parameter of delay variation has

a significant impact on the end-to-end delay, when net-
work traffic passes through a congested network. Therefore,
we also consider the delay variation in our formulation; the
parameter of delay variation fpi is introduced. We define
the maximum delay of link (p, i) in a congested network as
dpi × (1+ fpi), introducing the parameter of delay variation
fpi. For example, dpi at link (p, i) ∈ EU is 1 ms when
network is not congested, the maximum delay of link (p, i)
in a congested network is 2.5 ms = 1 ms × (1+1.5) at the
condition of fpi = 1.5.
In this subsection, we replace dpi with dpi(1+ fpi), and the

user selects the server with least delay to minimize the effect
of delay variation. This suppresses the increase of the user
terminal correction time, which depends on delay; selecting
the server with least delay also shortens the link length to be
used between the user terminal and the server.

The sum of the delay for all users is denoted by Ff .
We further consider Ff in the optimization formulation in
which the user terminal selects the nearest server. Selecting
nearest server can be effective for a network design method
as it reduces the line length of a wired link, which provides
the stable quality in radio link. In the following, we formulate
an ILP problem considering delay variation rate and the sum
of the delay of all users.

Objective min
{
Nout + α(2Dmax

U + Dmax
S )+ βFf

}
(2a)

s.t. dpi(1+ fpi)(xpi − zpi) ≤ Dmax
U ,

∀(p, i) ∈ EU (2b)

2Dmax
U + Dmax

S ≤ Dlim (2c)

Nout =
∑
p∈VU

qp (2d)

Ff =
∑

(p,i)∈EU

xpidpi(1+ fpi) (2e)

zpi ≤ xpi, ∀(p, i) ∈ EU (2f)

zpi ≤ qp, ∀(p, i) ∈ EU (2g)

zpi ≤ xpi + qp − 1, ∀(p, i) ∈ EU (2h)

zpi ∈ {0, 1}, ∀i ∈ EU (2i)

qp ∈ {0, 1}, ∀i ∈ VU (2j)
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Eqs. (1b) - (1d), Eq. (1f), Eqs. (1g) - (1j), and

Eqs. (1k) - (1l)

The first term of the objective function in Eq. (2a) is
the number of users that are excluded since the delay-time
constraint is not satisfied, Nout. The second term in Eq. (2a)
is the difference between the virtual time and the current
time, 2Dmax

U + Dmax
S . The third term in Eq. (2a) is the sum

of delay of all users, Ff . Eq. (1a) is replaced with Eq. (2a).
α is a constant that expresses the weight of the first term
in Eq. (2a) and β is a constant that expresses the weight of
the second term in Eq. (2a). The parameter of α is set so
that the relationship of Nout � α (2D max

U + Dmax
S ) must be

satisfied. The parameter of β is set so that the relationship
of (2D max

U + Dmax
S ) � βFf must be satisfied. Eq. (2b)

determines D max
U considering the delay variation. Eq. (2c)

represents that the difference between the virtual time and the
current time, 2Dmax

U + Dmax
S , does not exceed the admissible

delayDlim. Eq. (2d) indicates that the number of users that are
excluded by exceeding the admissible delay is N out. Eq. (2e)
denotes the sum of delay of all users considering the delay
variation ratio fpi. Eqs. (2f) - (2h) represent zpi = xpi · qp in
the linear model. Eqs. (2i) - (2j) state that zpi and qp are binary
variables.

In this formulation, the decision variables are Dmax
U , Dmax

S ,
Nout, Ff , qp, yi, xpi, zpi, and the given parameters are YMAX,
Mi, Dlim, dpi, dij.

C. SUCCESSIVE PARTICIPATION SCENARIO
This subsection considers successive participation scenario
for different users, whichwill be added sequentially with vari-
ation of time. There is a possibility of interruption of appli-
cation if the in-use user is moved to a different server. In the
successive participation, new users can either select the server
which is already selected by in-use users or some different
server without interrupting the application. In the successive
participation scenario, we introduce a method that accommo-
dates users sequentially in a greedy manner without inter-
rupting an application that is currently executing, which is
discussed in section IV-C1.

1) FORMULATION OF SERVER SELECTION PROBLEM FOR
SUCCESSIVE PARTICIPATION METHOD
Along with the conditions of section IV-B1, we further
consider a set of nodes, which represents the in-use users,
denoted by V 1

U , and a set of nodes, which represents the new
participation users, denoted by V 2

U . A set of servers, which
is selected by the set of in-use users, is denoted by V 1

S and,
the set of servers that can be selected by the set of new users is
expressed by V 2

S . A set of in-use links between user terminals
and the server-to-server is denoted by E1

U and the set of links
connecting new user terminals to the servers is expressed
by E2

U .
In this setting a user, respectively a link, is either in

V 1
U or V 2

U , respectively E
1
U or E2

U , and therefore, V
1
U ∪V

2
U =

VU , E1
U ∪ E2

U = EU , V 1
U ∩ V 2

U = ∅, E
1
U ∩ E2

U = ∅.

In section IV-A, we already mentioned that xkl is used as a
binary variable for (k, l) ∈ ES , where xkl = 1 if (k, l) is used,
and xkl = 0 otherwise. yi is a binary variable for i ∈ VS , where
yi = 1 if server i is used, and yi = 0 otherwise. The value of
xpi for link (p, i) ∈ E1

U between user terminal p ∈ V 1
U and

server i ∈ VS is given and represented by x
given
pi . The value yi

is determined by whether an in-use user terminal is connected
to server i ∈ V 1

S , and is represented by ygiveni . For i ∈ V 2
S ,

ygiveni is defined as ygiveni = 0, since the considered servers
are inactive.

In the following, we formulate an ILP problem in order to
promote the selection of available servers that are already in-
use.

Objective Eq. (1a)

s.t.
∑
i∈VS

xpi = 1, ∀p ∈ V 2
U (3a)

xi ≥ x
given
pi , ∀(p, i) ∈ E1

U (3b)

yi ≥ y
given
i , ∀i ∈ VS

Eqs. (1c)- (1l) (3c)

The server selection in the successive participation method
is intended for the new participating user p ∈ V 2

U . In the
successive participation method, initially, the set of all users
and the set of links, each of which connects a user to a server,
are initialized to null. When a set of new users joins the server
selection problem, a set of links is generated, which connects
newly joined users to all servers. Thereafter, we solve the
optimization problem, which is formulated in section IV-C1,
in order to find the suitable servers considering delay. xij
for in-use user is treated as a given parameter and replaced
with xgivenij . Similarly, yi for in-use server is treated as a given

parameter, and replaced with ygiveni . The set of new users
and the set of links are updated considering newly joined
users. This process is continued when new users join in the
successive participation method.

In the successive participation method, the decision vari-
ables are Dmax

U ,Dmax
S ,Nout,Ff , qp, yi, xpi, zpi, and the given

parameters are YMAX,Mi,Dlim, dpi, dij, x
given
pi , ygiveni .

The detail steps of the successive participation method are
given in the following.
• Step 1:

– Initialization, VU = 0, EU = 0.
• Step 2:

– Participation of a set of new users V 2
U , and generate

E2
U form V 2

U .
– If V 2

U = ∅, generation is finished, if V 2
U 6= ∅, go to

Step3.
• Step 3:

– Solve the optimization problem formulated in
section IV-C1.

• Step 4:
– The value of xkl for considered user is substituted

with xgivenkl .
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– The value of yi for considered user is substituted
with ygiveni .

– V 1
U ← V 1

U ∪ V
2
U

– E1
U ← E1

U ∪ E
2
U

– Go to Step 2.

2) FORMULATION OF SERVER SELECTION PROBLEM
CONSIDERING REDUCING WAITING TIME
The waiting time for selecting suitable servers in the succes-
sive participation scenario should be reduced for better per-
formance. The waiting time is the time between the moment
a user puts a participation request and the moment it joins
the communication. A suitable server is selected by solving
the optimization problem. We limit the calculation range of
optimization problem, when a new user, p ∈ V 2

U , participates.
By limiting the parameter at the optimization problem,we can
reduce the calculation time, and thus the waiting time for
server selection is suppressed.
Dmax
U is already decided for in-use user and is denoted by

Dmax,given
U . The number of in-use users that selected server i

is denoted by Mgiven
i , which is

∑
p∈V 1

U
xpi,∀i ∈ VS . In the

following, we formulate an ILP problem in order to limit the
calculation range for new participating users.

Objective Eq. (1a)

s.t.
∑
p∈V 2

U

xpi ≤ (Mi −M
given
i ),∀i ∈ VS (4a)

xpidpi ≤ Dmax
U , ∀(p, i) ∈ E2

U (4b)

Dmax, given
U ≤ Dmax

U

Eq. (1d), Eqs. (1f)- (1l), Eqs. (3a)-(3c) (4c)

Eq. (4a) excludes the in-use users in calculation. Eq. (4b)
and Eq. (4c) limits the calculation range for new partic-
ipating users. In the successive participation method con-
sidering reducing waiting time, the decision variables are
Dmax
U ,Dmax

S ,Nout,Ff , qp, yi, xpi, zpi, and the given parame-
ters are YMAX, Mi, M

given
i , Dmax,given

U , ygiveni , dpi, x
given
pi ,

dpi, dij.

V. EVALUATION
This section evaluates the performance of the proposed delay-
sensitive communication approach based on distributed pro-
cessing. The server selection problem in the proposed
approach is NP-Complete. Thanks to the progress of high-
performance optimization solvers, we solve the introduced
ILP within a practical time for 800 users. The proposed
approach is evaluated in the following conditions. The ILP
model is solved by the IBM(R) ILOG(R) CPLEX(R) Inter-
active Optimizer 12.6.1.0 [35] using Intel (R) Xeon (R)
CPU E5-2609 2.5 GHz 8-core, 64 GB memory. We use
the Monte-Carlo simulation for distributing users’s location
randomly. We consider the following assumptions for the
purpose of evaluation. (i) The communication delay is mainly
caused by the transmission distance, which is proportional to
the transmission distance. (ii) The communication delays of

FIGURE 6. Coordinates of user and server locations.

user-to-server and server-to-server are measured in advance.
(iii) The processing delay at the server is much smaller than
that of the communication delay. (iv) All users can directly
communicate to any distributed server, (v) The transmission
medium between user and server is either wireless or wire; a
wire link is typically considered between server and server.

In the following, we evaluate both simultaneous participa-
tion and successive participation scenarios of the proposed
approach.

A. SIMULTANEOUS PARTICIPATION
We first focus our discussion on the proposed approach with-
out admissible delay and delay variation rate followed by the
proposed scheme with admissible delay and delay variation
rate.

1) PROPOSED APPROACH WITHOUT ADMISSIBLE DELAY
AND DELAY VARIATION RATE
We first consider a simple model, where all servers and
users are located in a square. The servers are located in an
octagon shape considering the center of the server topology
at the intersection of the diagonal, which is the center of the
square. The location of all distributed servers is defined in
the coordinates, as shown in Fig. 6; we assume 800 users
for the purpose of simulation, and the user location follows
a random uniform distribution in the square region.

Figure 7 shows the server selection results of the proposed
approach for 800 users for different server topologies without
considering admissible delay and delay variation rate. In the
star topology, as shown in Fig. 7(a), server 1 and server 5 are
selected to minimize the delay. In this topology, by sharing
the link between servers 1 and 5 among all users, Dmax

S
becomes the smallest, and thus the value of 2D max

U + Dmax
S

is minimized. The value of 2Dmax
U + Dmax

S is 32.2 [ms],
where Dmax

U = 11.1 [ms] and Dmax
S = 10 [ms]. In the mesh

topology, as shown in Fig. 7(b), all servers, except server 1,

VOLUME 5, 2017 20243



A. Kawabata et al.: Real-Time Delay-Sensitive Communication Approach Based on Distributed Processing

FIGURE 7. Server selection results of 800 users. (a) Star topology.
(b) Mesh topology. (c) Ring topology. (d) Line topology.

are selected to minimize the user correction time; the number
of users that select server 1 is zero. This is because Dmax

S
and Dmax

U are not affected by whether users select server
1 or not in the following reasons. (i) Dmax

S is the longest
diagonal length of the octagonwhether users select server 1 or
not, (ii) Server 1 is located in the top of the octagon as
shown in Fig. 7(b). Users whose nearest server is server 1 can
choose server 2 or server 8 without affecting Dmax

U . The opti-
mization solver may have multiple optimum solutions with
and without server 1. In this evaluation, the solver provides
the optimum solution without server 1 as one of multiple
optimum solutions. The value of 2Dmax

U +Dmax
S is 28.2 [ms],

where Dmax
U = 9.1 [ms] and Dmax

S = 10 [ms]. Server 1,
server 3, server 4, and server 6 are selected to minimize
the value of 2Dmax

U + Dmax
S in the ring topology, as shown

in Fig. 7(c). Note that, in the ring topology, the selection of
servers in diagonal way is avoided to minimize the value of
2D max

U +Dmax
S ; the value of 2Dmax

U +D
max
S is 33.2 [ms], where

Dmax
U = 11.1 [ms] and Dmax

S = 10 [ms]. Finally, in the line
topology, as shown in Fig. 7(d), there is no existence of the
distributed processing approach; only server 3 is selected for
all users. In this topology, selecting the nearest server with

FIGURE 8. Dependence of YMAX on 2Dmax
U + Dmax

S for mesh topology
shown in Fig. 7(b).

detour route increases the value of 2Dmax
U + Dmax

S ; the value
of 2Dmax

U + Dmax
S is 35.6 [ms], where Dmax

U = 17.8 [ms] and
Dmax
S = 0 [ms].
The solving time of the ILP introduced in section IV-B1 for

mesh, star, ring and line topologies are 9.4 [sec], 15.3 [sec],
7.2 [sec] and 6.0 [sec], respectively.

Figure 8 depicts the dependence of YMAX on 2Dmax
U +D

max
S

for mesh topology shown in Fig. 7(b). In this evaluation,
we consider a mesh topology as it provides a lower value of
2Dmax

U + Dmax
S compared to any other topology. We observe

that, when YMAX = 1, which is referred as the centralized
processing approach, the value of 2Dmax

U +D
max
S is the highest.

The value of 2Dmax
U +D

max
S decreases with increase in YMAX.

In other words, we can say that the delay is reduced by
adapting the distributed processing approach. Furthermore,
we notice that the distributed processing approach is not
effective when YMAX > 4. When YMAX becomes larger than
four, the value of Dmax

U is not decreased.
From the above discussion, we summarize that the perfor-

mance of the proposed approachmainly depends on the server
selection, and the selection of servers varies with topologies.
In the simple model, we observe that the performance of the
proposed approach in terms of 2Dmax

U + Dmax
S is the best

in the mesh topology, whereas the line topology provides
the worst performance. Evaluation of the proposed approach
considering the server selection problem in a typical back-
bone network is indispensable, which is performed in the
following.

Further, we consider a typical backbone network for eval-
uating the proposed approach. For this purpose, we con-
sider Japan Photonic Network (JPN48) model [36], as shown
in Fig. 9. In JPN48 model, all servers are logically connected
to form a full mesh topology; the link between Okinawa and
Sapporo, is connected by the shortest route on the topology.
We assume that four users are connected to each JPN48 node,
as shown in Fig. 9. The delays among four users to each
node are considered as 0.1 [ms], 0.5 [ms], 1 [ms], and 2 [ms],
respectively; we consider the distance of 1 km is equivalent
to delay of 5 µs. The delays of 0.1 [ms] and 2 [ms] are
introduced when the distances between a user and a server are
considered 20 km and 400 km, respectively. In this evaluation,
the number of nodes is 48, each of which is eligible to be a
server, the number of users is 192 (= 48× 4), and the number
of at most server-to-server links is 1128 (= 48×47

2 ).
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FIGURE 9. Topology of JPN48 model.

From the evaluation results, we observe that the value
of 2Dmax

U + Dmax
S using the proposed approach becomes

18.6 [ms]. On the other hand, when we use the conventional
centralized processing approach at Tokyo node, the value of
2Dmax

U +Dmax
S becomes 24.8 [ms], which is 25% higher than

that of the proposed approach.
Note that, in JPN48 model, the solving time of ILP intro-

duced in section IV-B1 of the proposed approach and the
conventional centralized processing approach that considers
the Tokyo center are 236.6 [sec] and 0.4 [sec], respectively.

From these results, we summarize that the distributed pro-
cessing communication approach has an excellent property in
terms of end-to-end delay in JPN48 model compared to the
conventional centralized processing approach. In addition,
when natural disasters, such as earthquake or tsunami, hap-
pen, the distributed processing approach can still survive by
processing the application using other server located in non-
disaster areas. In case of centralized processing approach,
if the server is located in the disaster areas, the entire system
will be collapsed.

2) PROPOSED APPROACH WITH ADMISSIBLE DELAY AND
DELAY VARIATION RATE
This subsection evaluates the proposed approach consider-
ing the parameter of admissible delay and delay variation rate;
the distributed server selection problem is solved by using
the optimization problem introduced in section IV-B3. In this
evaluation, we consider Japan Photonic Network (JPN48)
model [36], as shown in Fig. 9.

Figure 10 shows the dependency ofNout and 2Dmax
U +D

max
S

on admissible delay, Dlim, for the proposed and conventional
approaches. We notice that Nout decreases with increase
in admissible delay. The value of Nout using the proposed
approach is lower than that of using the conventional cen-
tralized processing approach. This is because the proposed
approach uses distributed servers to maximize the number

FIGURE 10. Dependency of Nout and 2Dmax
U + Dmax

S on admissible delay,
Dlim for proposed and conventional approaches.

of in-service users. Additionally, we perceive that the val-
ues of Nout using both approaches are comparable, when
the admissible delay is set to more than 19 [ms], where no
excluded user exits. The proposed approach suppresses the
delay for determining the virtual time for users’ satisfaction
under given D lim. Furthermore, we observe that the delay for
determining the virtual time using the proposed approach is
lower than that of the conventional approach due to the effect
of the second term of the objective functions formulated in
section IV-B3.

From our observations in Fig. 10, the proposed approach
is effective in terms of Nout when 10 ≤ Dlim ≤ 19 [ms], and
in terms of the delay, 2Dmax

U + Dmax
S when Dlim > 19 [ms],

compared to the conventional approach.
Further, we discuss the performance of the proposed

approach considering the admissible delay and delay varia-
tion rate. In this evaluation, the distributed server is located
at the node in Kanto-region of JPN48 model. All servers are
logically connected each other by the shortest route on the
link of JPN48 model shown in Fig. 11. In this evaluation,
200 users are assumed, which are uniformly distributed in the
participation area. The participation area is defined as X-axis
longitude from 139 to 140.5 and Y-axis latitude from 35.2 to
38.8, as shown in Fig. 11.

Figure 12(a) shows the link between the server and the
user, determined by the ILP introduced in section IV-B1.
Figure 12 (b) shows the link between the server and the
user, determined by the ILP introduced in section IV-B3
considering the delay variation at the condition of fpi = 1.5
in the link via the Omiya node and Yokohama node. Both
figures indicate that users located in the same area select a
different server. When the third objective function of ILP
formulated in section IV-B3 is considered (see Fig. 12(b)),
we observe that users select their nearest server compared to
without considering third objective function (see Fig. 12(a)).
This is because the vicinity of selected servers is limited
considering the maximum delay with delay variation rate.
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FIGURE 11. User and server location in JPN48 Kanto region.

B. SUCCESSIVE PARTICIPATION
This subsection evaluates the effect of the proposed approach
considering successive participation scenario. In this evalua-
tion, we consider that the server is located at Kanto region in
JPN48 model, and 200 users are uniformly distributed in that
region, as shown in Fig. 11, and these users participate in the
server selection problem in a greedy manner.

Figure 13 shows the user correction time versus number of
participated users for different methods. In this figure, blue
and green dots are used to indicate the results of conventional
centralized processing approach and the distributed server
selection problem formulated in section IV-B1, respectively,
where all users participate in the server selection problem
simultaneously. Note that when all users participate in the
server selection problem simultaneously, we named it as a
simultaneous participation method. For the successive par-
ticipation method, we use three different patterns of users’
participation. In the random pattern, users are participated
randomly in the server selection problem; all the users with
different delays are uniformly distributed. We ran the simu-
lation with 100 different seeds for the random pattern. For
the user correction time of the random pattern, simulation
results are obtained with a 95% confidence interval and the
margin of error is within 5% of the reported average results.
In patterns A and B, users are participated in descending
and ascending order of their delays (dpi), respectively; these
delays are considered according to the distance between the
user and the closest server.We observe that the user correction
time for any pattern of the successive participation method
is lower than that of the conventional centralized processing,
when 200 users participated. In pattern A, the correction time
rapidly increases in the region of small number of users, and
then it slightly increases with the number of users. This is
because, in pattern A, users are participated in descending
order of their delays, and thus initially participated users have
a significant impact on the correction time. The user correc-
tion time using pattern B constantly increases with increase

FIGURE 12. Selected servers (a) without and (b) with admissible delay
and delay variation rate.

in the number of users. This is because, in pattern B, the users
are participated in the server selection problem sequentially
according to the increasing order of their delays. The user
correction times using the random pattern is the worse among
all patterns, when all 200 users were participated, as the
users participated in the server selection problem randomly,
without maintaining any order or sequence.

Figure 14 shows the required calculation time, which
is normalized by the conventional centralized processing
approach, for both simultaneous and successive user partic-
ipation methods. In this evaluation, we consider two types
of successive participation method; they are basic model,
formulated in section IV-C1, and extended model, formu-
lated in section IV-C2. We observe that, in simultaneous
participation, the calculation time using the conventional
centralized processing approach is lower than that of the
proposed distributed processing approach. This is because the
conventional centralized processing approach considers only
one server, and hence the finding alternate servers for users
is not required, which suppresses the calculation time. Fur-
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FIGURE 13. User correction time versus number of participated users for
different approaches.

FIGURE 14. Normalized calculation times using simultaneous and
successive participation methods.

ther we observe that, in the successive participation method,
the calculation time using the extended model is 70% is less
than that of the basic model.

VI. CONCLUSIONS AND FUTURE WORKS
This paper proposed a delay-sensitive communication
approach based on distributed processing for real-time appli-
cations that provide interactive services for multiple users
in order to minimize the delay considering both admissible
delay and delay variation rate. The proposed approach con-
siders two scenarios, namely simultaneous participation and
successive participation. In the simultaneous participation, all
users and servers are given, and the application is processed
in different distributed servers; a user accesses a suitable
server as a solution of the server selection problem. In the
successive participation, where all servers are given, different
users will be participated sequentially in a greedy manner
with variation of time and without interrupting applications
that are currently executing. We formulated an ILP problem
in the simultaneous participation for the distributed server
selection when all users and servers are given consider-
ing the parameter of admissible delay and delay-variation
rate. We proved that the distributed server selection problem

is NP-complete. By using a high-performance optimization
solver, we solve the introduced ILP problemwithin a practical
time for 800 users. The proposed approach was evaluated
for both scenarios using different topologies and typical
backbone network, namely Japan Photonic Network (JPN48)
model. We observed that the proposed approach with simul-
taneous participation scenario outperforms the conventional
centralized processing approach in terms of delay. Further-
more, we observed that the successive participation scenario
with all patterns outperforms the conventional centralized
processing approach in terms of delay.

This paper mainly focuses on a delay-sensitive communi-
cation approach based on distributed processing for real-time
applications in order to clarify the effect of incorporation of
distributed servers on overall delay. The capital and opera-
tional expenditures of the proposed scheme are not evaluated
in this work, which needs further research.
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