
SPECIAL SECTION ON INTELLIGENT SYSTEMS FOR THE INTERNET OF THINGS

Received August 22, 2017, accepted September 14, 2017, date of publication September 18, 2017,
date of current version October 12, 2017.

Digital Object Identifier 10.1109/ACCESS.2017.2753463

Distributed Large-Scale Co-Simulation for
IoT-Aided Smart Grid Control
XIN LI, QIUYUAN HUANG, AND DAPENG WU , Fellow, IEEE
Department of Electrical and Computer Engineering, University of Florida, Gainesville, FL 32611, USA

Corresponding author: Dapeng Wu (dpwu@ieee.org)

This work was supported by Grant HDTRA1-14-1-0055.

ABSTRACT An important goal of smart grid is to leverage modern digital communication infrastructure
to help control power systems more effectively. As more and more Internet of Things (IoT) devices with
measurement and/or control capability are designed and deployed for a more stable and efficient power
system, the role of communication network has become more important. To evaluate the performance of
control algorithms for inter-dependent power grid and communication network, a test bed that could simulate
inter-dependent power grid and communication network is desirable. In this paper, we demonstrate the
design and implementation of a novel co-simulator, which would effectively evaluate IoT-aided algorithms
for scheduling the jobs of electrical appliances. There are three major features of our co-simulator:
1) large-scale test is achieved by distributed modules that are designed based on a Turing-indistinguishable
approach; 2) remote servers or test devices are controlled by local graphical user interface (we only
need to configure the simulator on a local server); 3) a software virtual network approach is employed
to emulate real networks, which significantly reduces the cost of real-world test beds. To evaluate our
co-simulator, two energy consumption scheduling algorithms are implemented. Experimental results show
that our co-simulator could effectively evaluate these methods. Thus our co-simulator is a powerful tool
for utility companies and policy makers to commission novel IoT devices or methods in future smart grid
infrastructure.

INDEX TERMS Smart grid, IoT, real time, large scale experimentation, software virtual network.

I. INTRODUCTION
Smart grid represents a world-wide trend that transforms the
traditional power system into amodern one in the information
age with communication and control technologies. In the past
years, a variety of smart grid technologies such as demand
response (DR) technologies with wide area monitoring, pro-
tection and control, and new sensing and measurement equip-
ment such as phasor measurement units (PMU) and advanced
metering infrastructures (AMI) [1], have been developed to
improve the performance and real-time operation of power
grids. Furthermore, to make power system more economical
and flexible, distributed sources and batterieswere introduced
to help reduce the distance between production and con-
sumption. Thus DR method or scheduling algorithms could
improve the efficiency and stability of power system by help-
ing reduce peak average ratio (PAR) of power consumption
and improve grid stability.

The central problem of these methods in a smart grid is the
integration of power systems and communication networks
because a smart grid requires communication networks to

convey measurement data and remote control commands.
In a smart grid, PMUs are used to collect phasor data; then
phasor data needs to be transferred to Phasor Data Concen-
trators (PDC) for real-time state estimation and control of
power systems. However, many issues remain elusive when
considering integrated power grid and communication net-
works, e.g., it is not clear how device failures cascade between
a power grid and a communication network [2]. In addition,
before upgrading traditional power grids with new technolo-
gies, decision makers need to know how much benefit they
will receive from the new technologies, compared to the
upgrade cost.

To study the impact of the aforementioned smart grid tech-
nologies, a well designed simulator is a much-needed tool.
However, developing a new simulator from scratch is com-
plicated, expensive, and time consuming [3], especially for
simulating a smart grid, which needs knowledge from both
power system engineering and information& communication
technology (ICT). Due to simplicity, many researchers seek to
develop a co-simulator, which combines existing power grid
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TABLE 1. Comparison of existing smart grid co-simulators.

and communication network simulators into a smart grid sim-
ulator [3]. Commonly used power system simulators include
PSCAD/EMTDC, DigSilent Power Factory, Siemens PSS,
EMTP-RV, PowerWorld, ETAP PSMS, Cymdist, EuroStag,
Homer, OpenDss, ObjectStab, and Gridlab-D; and widely
used communication network simulators include ns-2 and
ns-3, OMNeT++, Nessi, OPNET. However, the main chal-
lenge of a smart grid co-simulator is to connect, handle
and synchronize data and interactions between a power grid
simulator and a communication network simulator [4].

Different from existing co-simulators, in this paper,
we develop a co-simulator, based on Gridlab-D simula-
tor and Common Open Research Emulator (CORE). Our
co-simulator addresses the challenge of synchronization and
interaction between Gridlab-D and CORE, by utilizing 1)
a Graphic User Interface (GUI) to provide high efficiency,
2) a software emulation approach to achieve high fidelity, and
3) an Ethernet-tunnel-based distributed module to achieve
scalability. To conduct experiments, we can directly run
Linux applications on any virtual node by configuring the
GUI of our co-simulator, since virtual nodes are based on
a light-weight virtualization technique supported by main-
stream Linux kernel. Since the computing capability of a
single host machine is limited, a large-scale experiment
can be done by allocating virtual nodes to multiple host
machines, which are coordinated by distributed modules.
Furthermore, both real-time and non-realtime mode are sup-
ported in our co-simulator to serve different kinds of exper-
iment needs. To evaluate the effectiveness and capability
of our co-simulator, we implement scheduling algorithms
and conduct experiments for two test cases. In Test Case 1,
we implement a scheduling algorithm with real-time pricing
information, which helps verify the real-time mode of our
co-simulator; and in Test Case 2, we implement a day-ahead
job scheduling algorithm on a large number of virtual nodes,
which proves the feasibility of our co-simulator for large-
scale experiments.

The rest of this paper is organized as follows. Section II
describes the related work. Section III presents our
co-simulator architecture and the implementation of each
module based on Gridlab-D and CORE. Section IV describes
Test Case 1 to verify the real-time mode of our co-simulator.
Section V describes Test Case 2 to demonstrate the effective-
ness of our co-simulator in large-scale experiments. Finally,
Section VI concludes the paper.

II. RELATED WORK
To study the impact of new technologies on a smart grid,
researchers tend to use a software-assisted platform (at least
in the initial phase of the study) due to its low cost. Accord-
ing to the structure of a platform, existing software-assisted
platforms for smart grids can be categorized into three types:
hardware-in-the-loop (HITL) platforms, software simulators
and software emulators. A hardware-in-the-loop platform
consists of a hardware system (to be tested), electrical emula-
tion of sensors and actuators, and a software-based controller.
The sensors and actuators act as the interface between the
controller and the hardware system under test. An HITL
approach can achieve high fidelity, but it is costly for large-
scale experiments under the HITL approach. On the other
hand, software based platforms such as software simulators
and software emulators achieve better scalability and lower
cost. Co-simulation, which utilizes existing stable and exten-
sible simulators of heterogeneous systems, has become a
popular and efficient way to integrates power system models
and ICTs. We summarizes existing co-simulators for smart
grids and their performance in Table 1 where ‘‘portability’’
means that the system can be implemented on any operating
system such as Linux, MS Windows, and Apple iOS; under
‘‘communication network fidelity’’, ‘‘simulated’’ means a
fidelity level achieved software simulation, and ‘‘real’’ means
that the communication system is capable of interacting with
the real systems.

EPOCHS [5] ,ORNL [6], GECO [3] and GridSim [7]
adopt a co-simulation approach to test various scenarios
for wide-area monitoring, protection and control. EPOCHS
is an agent-based electric power and communication co-
simulator. EPOCHS consists of three major components,
namely, transient-time-scale component (PSCAD/EMTDC),
power system component (PSLF) and computer network
component (ns-2). With the runtime infrastructure (RTI)
module, EPOCHS is able to achieve distributed simulation,
which enables its capability of large scale simulation. Sim-
ilar to EPOCHS, the ORNL platform [6] is based on dis-
crete event system specification (DEVS) to ensure correct
simulation of integrated system. The GECO platform [3]
utilizes ns-2 (which simulates a communication network) and
PSLF (which simulates a dynamic power system); in GECO,
a global event drivenmechanism is employed in order to over-
come the accuracy problems in simulator synchronization.
The Gridsim platform [7] is a real-time co-simulator with
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integrated power grid, communication network and control
system. It operates in real-time to ensure that it can interact
with real power system components. Compared to the afore-
mentioned platforms, our co-simulator uses software virtual-
ization to achieve large-scale experiments and high fidelity; it
uses real communication devices for communication, instead
of communication simulators.

IBCN [8], SGiC [9] and GridSpice [10] are co-simulators
that focus on demand response or demand side management
test. The IBCN co-simulator consists of OMNet++ using the
INET framework and a power system simulator implemented
inMatlab; in IBCN, high level applications and servicesmake
use of the middleware layer, which is designed to provide
generic functionality for various services. SGiC [9] is a web-
based software platform with social network functionality
to encourage consumers to participate in demand response
and demand side management tests; in SGiC, all decisions
and power system simulations are performed by OpenDSS.
GridSpice [10] is a cloud-based co-simulator built on top of
Gridlab-D and MATPOWER. However, it lacks a communi-
cation network component. In contrast, our co-simulator does
not need specific middleware. So it is easy to port or migrate
our co-simulator to a different operating system.

III. SYSTEM DESIGN AND IMPLEMENTATION
A. GRIDLAB-D
Gridlab-D is an open-source power system simulator that
can be integrated with third-party data management and
analysis tools [11]. Different from the traditional difference-
based simulators, Gridlab-D implements Newton-Raphson
algorithm and the Back-Forward-Sweep method on an unbal-
anced distributed power flow model with much higher accu-
racy. Furthermore, Gridlab-D supports power systems with
millions of independent devices. The software also handles
a wide range of time scales from seconds to many years.
Gridlab-D has both Linux version and MSWindows version.
We implement our testbed based on the Linux version of
Gridlab-D version 3.1.

Agent-based and information-based modeling tools make
Gridlab-D quite extensible. On one hand, the software allows
users to create models of novel end-user appliances, dis-
tributed energy resources, distribution, distribution automa-
tion corresponding to environmental data (such as weather
data, market price data and power consumption profile).
On the other hand, it supports a server mode, under which
other software is able to get device status (such as voltage and
current), or to configure the property values (such as switch
on-off and market price) as the simulation progresses.

B. CORE
To equip power devices in Gridlab-D with communication
capability, we use the Common Open Research Emula-
tor (CORE) platform [12]. CORE is a highly customizable
tool, which supports efficient distributed emulation. Under
CORE, any user-designed application is allowed to run on

a virtual node, which provides a convenient way to verify
algorithms of smart-grid devices. Furthermore, these appli-
cations could be easily portable to real Linux based devices
without modification. In addition, in a distributed emulation
mode, multiple emulation servers can work together and be
controlled by a single GUI.

FIGURE 1. Architecture of our co-simulator.

C. DESIGN AND IMPLEMENTATION
Our co-simulator combines the Gridlab-D power distribution
system simulator and the communication network emulator
CORE. Fig. 1 illustrates the architecture of our co-simulator
with one local server and one remote server. Since the max-
imum number of VNs running on each remote server is
limited to a certain number, say, 300, multiple remote servers
need to be used if the number of VNs to be simulated is
more than 300. The whole system for co-simulation consists
of a user interface, configuration files, a power simulator,
a communication network emulator, a distributed simulation
module, and a timer synchronizationmodule. The local server
coordinates all operations among users and simulators.

1) USER INTERFACE
The user interface allows users to visually create both
power grid and corresponding communication network topol-
ogy as shown in Fig. 2. It is developed based on the
GUI (graphical user interface) of CORE, which is conve-
nient for users to draw nodes and network devices on the
canvas [13]. Power grid devices (such as transformers, reg-
ulators, power lines, switches and loads) and their config-
urations/parameters (such as nominal voltage, real power,
reactive power, and appliances in each residential house) are
described in Tcl/Tk 8.5. In addition to a graph editing tool,
the user interface also provides tools for setting simulation
pairs, distributed simulation servers and time synchronization
modes.

2) CONFIGURATION FILES
There are three types of configuration files, which can
be created by editor tools on a local server: GLM files
(GridLab-D Model files), CORE scenario files, and
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FIGURE 2. Editor in user interface.

simulation-pairs configure files. GLM files are used to set
up the parameters for the power flow calculation algorithm,
power-grid device models, energy consumption schedul-
ing algorithms, results recording, and weather data. CORE
scenario files record the communication network topology
and device configuration. Simulation-pairs configure files
contain identities of the corresponding power devices and
communication devices pair; meanwhile, they record the
path of each application running on the application layer of
communication devices.

3) SOFTWARE VIRTUAL NETWORK (SVN) APPROACH
To significantly reduce the cost of real-world testbeds, our
co-simulator employs a Software Virtual Network (SVN)
approach to emulate real communication networks. We take
a Turing-indistinguishable approach developed in [14]
in the design of software virtual networks. For details,
refer to [14].

4) CORRESPONDENCE MODULE
To extend the distributed emulation capability of CORE to
our co-simulator, we design an interface that provides mes-
sage passing between each simulation pair that consists of
an object in Gridlab-D and its corresponding virtual node
in CORE. This interface regularly acquires status messages
from an object in Gridlab-D (such as a power meter, a switch,
a transformer), and then delivers messages to the corre-
sponding virtual node. Meanwhile, each virtual node can

also send control messages from the application layer to its
corresponding object in Gridlab-D so as to set the proper-
ties/attributes of an object in Gridlab-D through the interface.
Each interface is dynamically created between a communica-
tion pair as shown in Fig. 3.

As shown in Fig. 3, after a simulation begins, the corre-
spondence module loads simulation-pair data from config-
uration files, in order to register these pairs. Once timer t
decrease from T to 0, the correspondence module creates
an interface between each power grid object and its cor-
responding virtual node, which updates the property of its
corresponding power grid object periodically. Constrained by
the minimal time interval of 1s in Gridlab-D [15], the length
of a time slot T should be no larger than 1s. Within one time
slot, incoming control messages from virtual nodes will be
stored until the timer times up.

Messages between VNs (which might be on different
servers) are transmitted with User Datagram Protocol (UDP)
on the transport layer. This results in a smaller round-trip
communication time between virtual nodes. The delay is
typically less than 0.6ms; hence, message transfer delay is
considered to be negligible.

5) DISTRIBUTED SIMULATION MODULE
Since the maximum number of virtual nodes that can run
on one single computer is limited (say, Nv is the maximum
number of virtual nodes), we need to run CORE on multi-
ple computers if the number of virtual nodes is more than
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FIGURE 3. Correspondence module dynamically creates process.

Nv. We take a Turing-indistinguishable approach developed
in [14] in the design of the distributed simulation module.
For details, refer to [14]. To connect virtual nodes on multiple
computers, we set up RJ45 tool or a tunnel tool, i.e., virtual
nodes on different computers are physically linked by cable
through RJ-45.

After loading data from configuration files, the IP addresses
and port numbers of remote servers would be used as param-
eters to create tunnels between a local server and remote
servers. Then distributed simulation module transfers SVN
topology and configuration data to initialize virtual nodes
on remote servers that host these virtual nodes. Each virtual
node is able to run applications on its host remote server as
an individual communication network device.

6) TIMER SYNCHRONIZATION MODULE
Twomodes are supported in our co-simulator: real-timemode
and non-real-time mode. In the real-time mode, the simula-
tion clock in Gridlab-D and the emulation clock in CORE
are synchronized by a real-time global clock. In the non-real-
timemode, a modified barrier synchronization algorithm [16]
is used in the timer synchronization module.

IV. TEST CASE 1: VERIFICATION OF REAL-TIME
MODE OF CO-SIMULATOR
To demonstrate that our co-simulator is capable of integrat-
ing communication network and power grid and providing
performance measures for algorithms used in smart grids
in real-time mode, we implement a real-time price based
distributed power consumption optimization algorithm on our

FIGURE 4. One-line diagram of the IEEE 13 node feeder in [17].

co-simulator for a group of households that are equipped with
smart appliances. In this test case (Test Case 1), the smart
grid infrastructure is based on AdvancedMetering Infrastruc-
ture (AMI) network and IEEE PES 37 bus distribution system
test feeder as shown in Fig. 4.

A. EXPERIMENTAL SETUP
1) IEEE 13 NODE TEST FEEDER
The IEEE 13 node test feeder is a well studied feeder that
provides different types of common distribution system ele-
ments. It contains one wye connected substation voltage reg-
ulator, shunt capacitor banks, in-line transformer, unbalanced
split, and lines with a variety of phasing [17]. The Gridlab-D
team had implemented this feeder on Gridlab-D. To simulate
energy consumption in a small community, the IEEE 13 node
test feeder would be a good choice.

2) LOADS AND APPLIANCES
In Test Case 1, the power system consists of 13 households
that locate under nodes as shown in Fig. 4. The 13 households
are given identification number as H611, H645, H646, H652,
H671A, H671B, H671C, H675A, H675B, H675C, H692A,
H692B and H692C (where A, B, C are the phases on dis-
tribution grid). Each household is equipped with a smart
meter running scheduling algorithms that control switches
of all smart appliances. These switches are called demand
response switches (DRS), which are already available in the
market. Algorithm 1 (scheduling) and DRS are implemented
in the Gridlab-D part of our co-simulator. Each household
has both non-deferrable electrical appliances (such as water
heaters, lighting devices, and refrigerators) and deferrable
electrical appliances (such as air conditioners); a deferrable
electrical appliance can defer its usage while a non-deferrable
electrical appliance cannot.

Algorithm 1 is used to schedule deferrable electrical appli-
ances. In each time slot t , Algorithm 1 determines whether
a given deferrable electrical appliance should be switched
on or not. The decisionmade byAlgorithm 1will be conveyed
to the DRS of the corresponding appliance and the DRS will
switch on or switch off the appliance accordingly.

3) AMI NETWORK
An AMI network provides communications and interactions
between a utility control center and residential households.
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FIGURE 5. Hourly total power consumption for 13 households in one day.

Algorithm 1 Scheduling Deferrable Electrical Appliances
Input: Real-time energy price Pt in current time slot t;
temperature Tt in current time slot t; maximum number Np
of prices {Pi} stored in the price history buffer.
Output: DRS status St in current time slot t .

1: Calculate temperature difference 1Tt between current
temperature Tt and desired temperature Td , i.e., 1Tt =
Tt − Td ;

2: if t ≤ Np then
3: Calculate average price Pavg = 1

t

∑t
i=1 Pi;

4: else
5: Pavg = 1

Np

∑t
i=t−Np+1 Pi;

6: Obtain an acceptable price Paccept by Paccept =

f (1Tt ,Pavg) where f (·) is a user-specified function;
7: if Real-time price Pt ≤ Paccept then
8: Set DRS status St = ON ;
9: else
10: Set DRS status St = OFF ;
11: if t > Np then
12: Delete Pt−Np from the price history buffer;
13: Insert price Pt into the price history buffer.

The AMI network consists of all communication nodes in
a smart grid, including smart meters with communication
capability and relay routers. In each time slot, the utility
control center gathers energy consumption data from smart
meters in each household. Then a control program in the
utility control center calculates a real-time energy price using
the following quadratic pricing model [18] in Eq. (1) every
five minutes:

Ct = r × (Lt )2, (1)

where Ct is the energy price in time slot t , Lt is the
total energy-consumption in slot t , and r is a rate and

we set r = 0.02. Meanwhile, the utility control cen-
ter also generates real-time bills for each household. Once
a real-time price is calculated, the utility control center
broadcasts the price information to smart meters in each
household.

4) WEATHER DATA
In Test Case 1, we use real weather data in Gainesville,
Florida from [19]. Hourly local temperature is used to provide
parameters for the household model in Gridlab-D.

B. EXPERIMENTAL RESULTS
We emulate Test Case 1 in two scenarios: one with price
information for smart meters, and one without price infor-
mation for smart meters. For Test Case 1, we run our
co-simulator under the real-time mode with a single com-
puter. Under the scenario with price information for smart
meters, the utility control center gathers power consump-
tion data from smart meters in the power grid, and then
broadcasts real-time energy prices to smart meters in each
household. Under the scenario without price information for
smart meters, we switch off the corresponding modules in our
co-simulator, and thus the devices in the power grid will not
receive price information.

Fig. 5 shows hourly total power consumption of 13 house-
holds in a span of 24 hours for the two scenarios (with and
without price information). Fig. 6 shows hourly total bill
payment of 13 households in a span of 24 hours for the two
scenarios (with and without price information). As shown
in Figs. 5 and 6, when smart meters receive no price infor-
mation from the utility control center, the PAR (peak average
ratio) is 1.93, and the total bill payment is $4,353.85 under the
price model described in Eq. (1); when real-time prices are
received by smart meters in each household, the PAR reduces
to 1.46 (which is 32.2% less than the scenario without pric-
ing information), while the total energy consumption keeps
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FIGURE 6. Hourly total bill payment for 13 households in one day.

FIGURE 7. One-line diagram of the IEEE 8500 node feeder [20].

unchange, and the total bill payment reduces to $4,063.06
(which is 7.2% less than the scenario without pricing
information).

Test Case 1 demonstrates that our co-simulator is capa-
ble of simulating scheduling algorithms in real-time mode
for a smart grid so that utility companies can obtain
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valuable insights before full-fledged scheduling algorithms
are deployed in a real smart grid.

V. TEST CASE 2: VERIFICATION OF LARGE-SCALE
SIMULATION CAPABILITY OF CO-SIMULATOR
To demonstrate the scalability of our co-simulator, in Test
Case 2, we simulate the IEEE 8500 node test feeder [20],
including 1000 household loads. Since the maximum num-
ber of communication virtual nodes (VNs) running on one
server is limited (usually a few hundred nodes), we allocate
1000 communication nodes to four servers, each of which
employs a distributed simulation module of our co-simulator.
We implement a social-network based scheduling algorithm
described in [21] for this large-scale test case.

A. EXPERIMENTAL SETUP
1) IEEE 8500 NODE TEST FEEDER
The IEEE 8500 node test feeder is derived from a real radial
distribution circuit in the US [20]. Its topology is shown
in Fig. 7. It was developed by the Test Feeder Working
Group (WG) of the Distribution System Analysis Subcom-
mittee of Technical Committee on Power Systems Analysis,
Computing , and Economics (PSACE), IEEE Power Engi-
neering Society. It containsMediumVoltage (MV) level, Low
Voltage (LV) level, and their connecting transformers [20].
It is a moderately large circuit that consists of 4800 1-, 2-,
and 3-phase buses. Instead of these balance and imbalance
buses, the test feeder also contains substation transformers
and regulators, three sets of regulators with output voltage
control, three actively switched capacitor banks and one static
capacitor bank. Voltage override is also characterized in each
controlled capacitor, which turns ON at 0.9875pu and turns
OFF at 1.075pu. These characteristics are very important for
daily and annual simulations. Test Case 2 is based on the
IEEE 8500 test feeder model, which has been validated by
the Gridlab-D team previously.

2) LARGE-SCALE SCENARIO
To evaluate the performance of the scheduling algorithm
in [21],we consider 1000 households with both deferrable
and non-deferrable demands. First, we use the LFR network
generator [22] to create a small-world scale-free network
of 1000 nodes, which represent 1000 households. We use
4 servers to run our co-simulator, each of which holds 250 vir-
tual nodes out of the 1000 nodes. We use the minimum-
variance grouping algorithm proposed in [21] to partition
the 1000 nodes into groups, each of which has no more
than five nodes, i.e., the maximum group size Nc = 5.
Electrical appliances of the users in the same group will be
scheduled together to reduce payment, similar to the fam-
ily plan in wireless cell phone communication. Each node
(or each household) is assigned with an ID, which also serve
as the public encryption key for communication between the
nodes in the same group. Each node (or each household)
exchanges its demand information with other nodes in the

FIGURE 8. Energy consumption and payment under random scheduling.

FIGURE 9. Energy consumption and payment under the EDF scheduling.

same group; the demand messages (containing the informa-
tion of electrical appliances that request for scheduling jobs
in the next 24 hours from 00:00 to 23:59) are encrypted
by public-key cryptography for the purpose of privacy pro-
tection. Then each node runs the distributed Earliest Dead-
line First (EDF) scheduling algorithm proposed in [21] and
obtains the job schedule, which indicates the start time of each
electrical appliance that requests for scheduling; these electri-
cal appliances will be switched on at the specified time on our
co-simulator.

B. EXPERIMENTAL RESULTS
In this section, we evaluate the performance of the dis-
tributed mode of our co-simulator, i.e., running multiple
servers in a distributed fashion. We implement the distributed
Earliest Deadline First (EDF) scheduling algorithm proposed
in [21] on our co-simulator. To demonstrate the effectiveness
of the EDF scheduler, we use a random scheduling algorithm
as a benchmark; for each deferrable electrical appliance,
the random scheduling algorithm randomly selects a start
time between the earliest start time and the latest start time
that are specified by the user. As in Section IV, here we use
the same pricing model as in Eq. (1) to calculate the user
payment.

Fig. 8 shows energy consumption and user payment as
a function of time, under random scheduling. Fig. 9 shows
energy consumption and user payment as a function of
time, under the EDF scheduling. As shown in Fig. 8, when
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the random scheduling is used, the PAR for 1000 house-
holds is 1.99 and the total user payment is $2,321. In con-
trast, when the EDF scheduling is used, the PAR reduces
to 1.34 (48.5% less) and the total user payment reduces to
$1,234.34 (88% less). In addition, when the EDF scheduling
is used, the load becomes much smoother, compared to the
random scheduling.

In summary, the results of Test Case 2 demonstrate that
our co-simulator is able to simulate the effect of the EDF
scheduling algorithm under a distributed large-scale scenario.
In addition, the quantitative simulation results obtained by our
co-simulator can help utility companies or policy makers to
gain insights and performance metrics of demand response
algorithms before the algorithms are used in practice.

VI. CONCLUSIONS
In this paper, we presented a novel distributed large-scale
co-simulator for verification and performance evaluation of
algorithms used in smart grid infrastructure. Our co-simulator
combines a power grid simulator with a communication net-
work emulator. Meanwhile, it is able to work under a dis-
tributed mode, which supports large-scale experimentation.
To evaluate our co-simulator, two cases were tested. Test
Case 1 has shown that our co-simulator is able to test the
performance of scheduling algorithms in real-time mode for
a smart grid so that utility companies can obtain important
experience and fine-tune the algorithms before the algorithms
are deployed in practice. Test Case 2 demonstrated the capa-
bility of our co-simulator in simulating algorithms for a large
number of households using a distributedmode. Furthermore,
the scheduling algorithms implemented on our co-simulator
under Linux can easily migrate to other operating systems.
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