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ABSTRACT In recent years, the Internet has become an indispensable part of people’s lives, and it offers
increasingly comprehensive information tailored to people’s personal preferences as well as commodity
attribute information. Consequently, many researchers have used external information to improve recom-
mendation technology. However, most previous studies consider only adding single relationship types, such
as social networking friend-relationships. In the real world, considering multiple types of external relations
can more accurately determine the reason why a user selected an item. To address this problem, in this
paper, we propose a hybrid method called the semantic preference-based personalized recommendation
on heterogeneous information networks (SPR), which combines user feedback scores with heterogeneous
information networks. This method can improve recommendation problems by considering multiple types of
external relationships. To apply the method, we first introduce a similarity measure between users based on a
user’s potential preferences in the meta-path and design the recommended model at the global and individual
level. Finally, we perform experiments on two real-world data sets, finding that the SPR method achieves
better results compared with the several widely employed and the state-of-the-art recommendation methods.

INDEX TERMS Recommendation technology, external relationships, heterogeneous information network.

I. INTRODUCTION
With the explosive development of the Internet and big data,
users now have access to large amounts of optional informa-
tion when shopping. To facilitate selecting the appropriate
items, recommendation systems emerged and are now widely
used.

Collaborative filtering methods [1] have been widely used
in many recommendation applications. These methods uti-
lize historical information concerning interactions between
users and items recommended by similar users. However,
in the real world, users usually interact with only a limited
number of items. In the face of such cold start and sparse
feedback data problems, collaborative filtering methods often
do not work very well. Therefore, some recent studies add
external knowledge to help the recommender system and
alleviate these problems (e.g., the social information of users
and the attribute information of the items) [2], [3]. Never-
theless, these studies are mostly based on a single type of

additional information. To make better use of user informa-
tion, Yu et al. [4] consider the combination of recommen-
dation system and heterogeneous information network. They
use the implicit feedback data to combine the additional infor-
mation of items to improve the recommended performance.
Themethod deals with implicit feedback data, but it increased
the complexity of the recommendedmodel undoubtedly since
the method needs additional clustering algorithm to deal with
the sparse issue of the single user feedback data.

In this paper, we study a recommendation method in a
heterogeneous information network. Unlike previous studies,
we utilize multiple types of additional entity information,
combined with the explicit feedback data and user-item
collaborative filtering to improve the recommended results.
For movie recommendation, in addition to the interaction
information between users and movies, we add informa-
tion such as user preferences for actors, directors, and
categories.
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Previous studies have relied on personal ratings or user
feedback data to estimate user preferences. Usually, we
regard high ratings as an indication that other users like a
movie and low ratings as evidence that the movie fails to
satisfy people’s expectations. Then we use the collaborative
filtering method to determine similar merchandise recom-
mendations among users. These methods have achieved good
results. However, in the real world, movie recommendations–
for example, a user choosing to watch a certain movie–
typically have a motive. For example, perhaps the user likes
a particular actor in a movie, a certain type of movie, or likes
a movie because his friends watched the same movie and
recommended it highly. These movie-related factors are all
reasons why users choose to watch a movie; therefore, we
have reason to consider such reasons as more representative
of a users’ preferences.

Our contributions in this research are summarized as
follows:

1) We study the personalized recommendation method
with rating data in heterogeneous information net-
works.

2) We utilize the meta-path in heterogeneous information
networks to represent the preferences of the user and
construct the user’s preference model.

3) Our studies utilize two real-world datasets, Douban and
Yelp, to demonstrate the performance of our method.

The rest of the paper is organized as follows. In Section 2,
data processing, the concepts of the heterogeneous informa-
tion network and the meta-path are introduced. We propose
two models that address global and personalized levels in
Section 3. The experiments are introduced in Section 4, and
Section 5 gives a brief summary of related works. Finally, we
conclude our work in Section 6.

II. PRELIMINARIES AND PROBLEM DEFINITION
In this section, we first introduce binary user feedback and
then introduce the concepts of heterogeneous information
networks and meta-paths. Finally, we give a formal problem
definition.

A. USER FEEDBACK ANALYSIS
With m users, U = {u1, . . . , um} and n items I =
{e1, . . . , en}, we use a similar definition of binary user feed-
back to that of the definition of user implicit feedback [4];
we define the user feedback matrix R ∈ Rm×n as follows:

Rij =

{
1 if ui has rated ej;
0 otherwise.

(1)

The user feedback matrix R is constructed by the users’
ratings of items. For example, if user i rated item j, the
Ri,j value is 1 in Rm×n; otherwise the value is 0. In the user
feedback matrix, the value 1 means only that users have rated
the items–for example, a user may have watched a movie
or used a business service and then rated it. Regardless of
whether the rating is high or low, the user chose to watch
the movie because he or she was presumably interested in

that movie. A user might dislike the movie after watching it
and give it a low rating. A business rating is based on the
same reasoning. Similarly, the value 0 does not mean that
users dislike the items; it only indicates that the users have
not rated in those items.

The above definition of the user feedback matrix is used
mainly to convert users’ rating scores of items into a binary
relationship between users and items; during this process, the
rating value loses its meaning. A single score reflects the
users’ level of recognition for an item,while a large number of
scores can also reflect the quality of the item itself. Therefore,
we combine the users’ rating data for an item to present an
additional concept called score threshold.
Definition 1: Score threshold. A score threshold is defined

as a value that divides the rating score of items into high-
score items and general-score items. If the score of an item
is greater than or equal to the threshold value, the item is a
high-score item; otherwise, it is a general-score item.

For example, in the Douban dataset, we can first calculate
the score of eachmovie based on user data for different movie
scores and then compare the movie scores with the threshold
score; if the score of the movie is higher than the threshold
score, the movie is a high-score movie.

B. HETEROGENEOUS INFORMATION NETWORK-BASED
RECOMMENDATION
Similar to [5], we define a heterogeneous information net-
work as follows:
Definition 2: Heterogeneous Information Network. A het-

erogeneous information network (HIN) is defined as a
directed graph with multiple types of nodes or multiple types
of links. It can be denoted asG = (V ,E), whereV is the set of
nodes, and E is the set of links. In addition, a heterogeneous
information network should be associated with a node-type
mapping function φ = V → A and a link-type mapping
function ψ = E → L. Each node v ∈ V belongs to a
particular node type φ(v) ∈ A, A is a set consists of different
types of entities, and each link l ∈ E belongs to a particular
link type ψ(l) ∈ L, L is a set consists of different relations
that between different types of entities.

The heterogeneous information network is an abstraction
of the real world, and it focuses on entities and relations
between entities. We use a network schema to represent
the nodes and relation types in a heterogeneous information
network, denoted by TG = (A,L). As shown in Figure 1,
the Douban movie network and the Yelp network can
be considered as a heterogeneous information network.
In Figure 1(a), node type A includes user, movie, director,
actor, genre, and rating score, while the relation type set L
includes user-movie-director, user-movie-actor and so on.
Definition 3: Meta-Path. A meta path [6] P is a path

defined on the graph of network schema TG = (A,L) and is

denoted as A1
L1
−→A2

L2
−→ . . .

Li
−→Ai+1 , Ai ∈ A, which defines

a composite relation L = L1◦R2◦. . .◦Li between type A1 and
Ai+1, where ◦ denotes the composition operator on relations.
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FIGURE 1. Network schema of a heterogeneous information network.

FIGURE 2. In a heterogeneous information network, the meta-path
carries explicit semantic information.

Examples of meta-paths defined in the network schema in
figure 1(a) include the‘‘user-movie-actor’’ path, the ‘‘actor-
movie-genre’’ path and so on. The meta-path can be seman-
tically explanatory, and when two nodes are connected via
different paths, they hold different semantic information.
In this paper, we choose only those meta-paths with explicit
semantic information. For example, in Figure 2, the semantic
information expressed by ‘‘user-movie-actor’’ path is that
user u watched a movie that actor a starred in. In our pro-
posed model, on one hand, we use the semantic information
expressed by these meta-paths to provide an interpretation of
the user’s feedback behavior. On the other hand, we calculate
the similarity of users based on the meta-paths.

C. PROBLEM DEFINITION
In a heterogeneous information network, the meta-paths
provide a variety of hierarchical semantic information that
enables the representations of the user data and item data of
the recommendation system and the complex relationships
between them to be represented in an information network
at the same time. Therefore, based on the HIN concept, we
define the recommendation problem studied in this paper as
follows:
Definition 4: Problem Definition. Given a heterogeneous

information networkGwith user feedback R, we aim to build
a personalized recommendation model for user ui based on
historical user feedback to predict rating score of user ui for
unobserved interactions.

III. SEMANTIC PATH-BASED
RECOMMENDATION METHOD
We introduce a similarity method based on a combination of
the meta-path and user feedback to analyze user’ potential

preferences for items. We then define a recommendation
function based on the user’s potential preferences. Finally,
we introduce the personalized recommendation models at the
end of this section.

A. META-PATH-BASED SIMILARITY MEASURE METHOD
As described above, we divided the users’ score data into
two parts for analysis. On the one hand, we use the rating
behavior to construct a binary relationship between users and
items, which is used to represent the interactions between
users and items; e.g., a user watched a movie or visited a
restaurant. On the other hand, we use the numerical value
of the score to filter the quality of an item–to determine the
high-quality items–as a high-score item. For the interactions
between users and items, we use the value 1 to represent a
user’s interest in an item. At the same time, by combining the
semantic information expressed by the meta-paths, we can
closely approximate the reasonwhy a usermight be interested
in an item. After we understand the user’s preferences, we
can recommend items to that user based on other users with
similar preferences.

After determining the reasoning of similar users, we need
to know how to measure it. Here, we use a topological mea-
suring method, PathSim, which was proposed in [6]:
Definition 5: PathSim: PathSim is a meta-path based sim-

ilarity measure. Given a symmetric meta-path, the PathSim
value between two objects of the same type x and y is calcu-
lated as follows:

s(x, y) =
2× |{px→y : px→y ∈ P}|

|{px→x : px→x ∈ P}| + |{py→y : py→y ∈ P}|
(2)

where px→y is a path instance between x and y, px→x is a
path instance between x and x, and py→y is a path instance
between y and y.

The PathSim value of given meta-path P is defined regard-
ing two parts: (1) their connectivity specified by the number
of paths between them following P; and (2) the balance of
their visibility, where the visibility is defined as the number
of path instances between themselves. So the value of s(x, y)
is in the range of 0 to 1, the value is more close to 1, more
similar. On the contrary, the value is more close to 0, more
dissimilar. The time complexity for computing each path is
about O(d) on average and O(m2) in the worst case for all
users and items, where d is the non-zero element for users
rated items, m is the number of users.

In our model, we focus only on meta-paths in the format
of user-item-*-item-user, because these paths have clear and
meaningful semantic explanations. A meta-path represents
a user’s preference (the reason why the user chooses the
item), and common better choices between users can reflect
commonality between users. However, there is another case,
and we give an example to illustrate it. Sometimes, a user
chooses to watch a movie, not because of the actor or the
director based on their preferences, but because the movie
received a high rating score, as in the case of the high-score
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item defined in Section 2. In this case, we filter the high-score
item through the score threshold mentioned in Section 2 and
construct the special meta-path user-item(high score)-user.

B. RATING PREDICTION BY SIMILARITY
Through the similarity measure method above, we can find
users similar to a target user under a given meta-path. Then,
we can predict the target user’s scores on items based on the

rating scores of similar users. Assume
∼

R ∈ Rm×n is the rating

matrix, where
∼

Rm,n denotes the rating score of m users on
n items; and S ∈ Rm×m is the user similarity matrix, in which
S(l)u,v denotes the similarity between user u and user v under the
path Pl . We define the score prediction method as follows:

∼

R
(l)

u,i =

∑
v∈U ,v 6=u S

(l)
u,v · Rv,i∑

v∈U ,v 6=u S
(l)
u,v

(3)

According to (3), we can compute the time complexity for

each path, S ∈ Rm×m,
∼

R ∈ Rm×n, so the time complexity
of the matrix multiplication is O(m3). We can obtain the
predicted rating score of a user on an item under a given path.
Then, the item with the highest score will be recommended
to the target user.

C. GLOBAL RECOMMENDATION MODEL
In the global recommendation model, n paths P =

{P1, . . . ,Pn},
∼

R
(l)
denotes the predicted rating matrix under

the path Pl , which Pl ∈ P. The predicted rating scores
indicate the possibility of certain user-item interactions under
a certain meta-path semantic. We can obtain different pre-
dicted rating matrices under different semantic paths. In the
global recommendation model, we combine the ratings from
different paths and–considering that different semantic rela-
tions may have different levels of importance–define a global
recommendation model as follows:

∼

Ru,i =

P∑
l=1

θl ·
∼

Ru,i
(l)

(4)

where θl is the weight for the path Pl . Based on the non-
negative property of the features, we add θl ≥ 0 as a
constraint.

To make the predicted scoring matrix and the true scoring
matrix as similar as possible, we use the least squares method
for parameter estimation, and we define the optimization
objective as follows:

(θ) = arg min
(θ )

1
2

∥∥∥∥∥Y �
(
R−

p∑
l=1

θ l
∼

R
(l)
)∥∥∥∥∥

2

2

+
λ

2
‖θ‖22

s.t. θ ≥ 0, (5)

where the � is the Hadamard product between matrices, and
Yu,i = 1 when user u has rated item i, otherwise, Yu,i = 0. In
addition, ‖ • ‖p is the p = 2 Lp − norm.

D. PERSONALIZED RECOMMENDATION MODEL
The global recommendation model can produce the rec-
ommended results in conjunction with the users’ different
preferences. However, the global model assumes that the
weights of all users’ preferences are the same. In fact, each
user has his or her own specific preferences; the global
recommendation model cannot achieve personalized recom-
mendations. For example, one person may watch a movie
primarily because it features a specific actor, while someone
else may be interested in the genre that the movie represents.
Therefore, we extend the global model into a personalized
recommendation model. Based on the different distributions
of each user’s preferences, we can construct different models
based on personalizedweights. However, it is difficult to learn
the individual weights for all users because of the sparse
scoring data problem: when the data are too sparse, we cannot
accurately learn the weight of the users’ preferences. To solve
this problem, we also use similar users to help learn the
weights of the target user. We calculate user similarity based
on the interactions between a user and an item, which show
that similar users have similar preferences. Therefore, we also
have reason to believe that users with similar preferences have
similar preference weights. Similarly, we modify the rating
score prediction formula for the target user described above
to predict the preference weights of the target user, as follows:

∼

θu

(l)
=

∑
v∈U ,v6=u S

(l)
u,v · θ

(l)
v∑

v∈U ,v6=u S
(l)
u,v

(6)

where S(l)u,v denotes the similarity measure between user u and
user v under the path Pl , θ

(l)
v is the weight for user v under the

path Pl , and
∼

θu

(l)
is the predicted weight for user u under path

Pl by similar users.
We can put the above as a priori knowledge, written in the

form of regularization of the objective function. Minimize the
error of the weight θ (l) and the predicted weight S(l) · θ (l), as
shown in the following formula:

|P|∑
l

‖θ (l) − S
(l)
· θ (l)‖

2
2 (7)

Where S
(l)

represents the normalization and

S
(l)
u,v =

S(l)u,v∑
v∈U ,v 6=u S

(l)
u,v
.

Thus, we can complete the optimization objective based on
(5) and (7) as follows:

L (θ) = arg min
(θ )

1
2

∥∥∥∥∥∥Y �
R− |p|∑

l=1

diag
(
θ l
) ∼
Ru

(l)
∥∥∥∥∥∥

2

2

+
λ1

2

|P|∑
l=1

∥∥∥θ (l) − S(l) · θ (l)∥∥∥2
2
+
λ0

2
‖θ‖22

s.t. θ ≥ 0, (8)

19776 VOLUME 5, 2017



L. Hu et al.: SPR

Because this objective constitutes a non-negative bound-
constrained optimization problem, we can use the projected
gradient method for non-negative bound-constrained opti-
mization to solve it.

The gradient of (8) with respect to θ (l)u can be calculated as
follows:

∂L(θ )

∂θ
(l)
u
= −(Yu � (Ru −

|p|∑
l=1

θ (l)u

∼

Ru
(l)
))
∼

Ru
(l)T

+ λ1(θ (l)u −
(l)

Su θ (l))− λ1
(l)T

Su (θ (l) −
(l)

S θ (l))

+ λ0θ
(l)
u (9)

Algorithm 1 shows the specific process of the personalized
recommendation model.

Algorithm 1 Personalized Recommendation Model
Input: feedback ratingmatrix , heterogeneous information
network G (consists of several relation matrices, and we
will do detailed introduction in experimental section) and
regularization parameters λ0, λ1, update step size parame-
ter α and convergence threshold ε (we choose the param-
eters that make the result optimal by the cross validation
method).

Output: recommendation model weighted parameters for
all users and all paths
// Calculate the predicted rating based on user preferences
for q→ 1toL do
Evaluate user similarity S(l)

Calculate predict rating R(l)u
end for
// Learn Personalized Recommendation Model
Initialize θ > 0
repeat
θ
′

= θ

Calculate ∂L(θ )
∂θ

(Equation 9)
θ = max(0, θ − α ∂L(θ )

∂θ
)

until |θ − θ
′

| < ε

IV. EXPERIMENTS
In this section, we demonstrate the experimental performance
of our algorithm by performing a set of experiments on two
datasets and comparing the results with those of several other
algorithms on the same datasets. Then, we perform a detailed
analysis of our experimental results from three aspects.

A. DATASETS
To illustrate the performance of the proposed algorithm, we
chose two real-world datasets to perform the experimental
research. The first dataset was the Douban dataset; Douban is
one of the most famous community websites in China. This
dataset includes 13,367 users, 12,677 movies, and user-rated
movie ratings ranging from 1 to 5. The dataset also includes
movie-related entities (directors, actors, genres, etc.) and

relations between movies and movie-related entities. Another
dataset is the Yelp Challenge dataset. This dataset includes
16,239 users and 14,284 businesses as well as ratings ranging
from 1 to 5, reviews, and business information such as cate-
gories and city locations. We present a detailed description of
these two datasets in Table 1.

TABLE 1. Douban and Yelp datasets.

In the proposed algorithm, we need to predict the rat-
ing scores of users through the meta-paths. For the Douban
Dataset, the problem involves recommending movies to
users. We need to recommend movies to target users through
their preferences for movie-related entities such as direc-
tors, actors, and genres. Therefore, the meta-path we choose
should contain user-movie-(related entities) information. For
the Yelp dataset, similarly, our problem is to recommend
businesses to users. We need to consider the preferences of
users for business locations, categories, and other informa-
tion. Therefore, we select the meta-paths containing user-
business-(related information entity) information. For these
two datasets, we detail the selected meta-paths in Table 2.
We determined the meta-path to be used in the dataset, which
is equivalent to determining the set of node types and the
set of link types in the heterogeneous information network.
For example, we choose four meta-paths for the Douban
dataset. Based on the four meta-paths, we can determined
that the node types in the heterogeneous information network
conclude user, movie, director, actor and high score movie,
and the link types are user-movie, movie-director, movie-
actor, user-high score. For the choice of thresholds, we can
select the appropriate values according to the distribution of
the data. For the two data sets selected in this experiment, we
set the threshold to 30%, that is, we select the 30% highest
score movies as the high scores.

TABLE 2. Meta-path examples.

B. COMPARISON METHODS AND METRICS
To show the performance of our proposed algorithm, we
compare the experimental results with those of other state-
of-the-art approaches. The other three tested methods are as
follows:
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TABLE 3. Performance comparison.

• PMF: A matrix factorization method that uses only a
user-item matrix for recommendations [7].

• BMF: A matrix factorization method that uses Markov
chain Monte Carlo (MCMC) methods to make approxi-
mate inferences in the model.

• SemRec: A recommendation method in the weighted
HIN, which measures the similarity between users by
splitting the weighted meta-path [8].

We use two widely used metrics to make the comparisons:
Root Mean Square Error (RMSE), represents the sample

standard derivation of the differences between predicted val-
ues and observed values, which is calculated as follows:

RMSE =

√√√√∑
(u,i)∈R (Ru,i −

∼

Ru,i)
2

|R|
(10)

and Mean Absolute Error (MAE), as the sum of two compo-
nents: Quantity Disagreement and Allocation Disagreement.
Quantity Disagreement is the absolute value of the Mean
Error. Allocation Disagreement is MAE minus Quantity
Disagreement, which is calculated as shown below:

MAE =

∑
(u,i)∈R

∣∣∣∣Ru,i − ∼

Ru,i

∣∣∣∣
|R|

(11)

The smaller the value of these two metrics indicate that
the smaller the error between the predicted value and the true
value, and the better the effect of the model.

C. EXPERIMENT RESULT ANALYSIS
Table 3 lists the performances of the five methods (our global
and personalized methods and the three methods listed in
the previous section). For the two datasets of Douban and
Yelp, we applied different training set ratios (20%, 40%,
60% and 80%) to observe the effect that data sparseness
has on the above methods. For example, a training set ratio
of 20% means that we randomly selected 20% of the user-
item rating score data as the training data and used the
remaining 80% of the data to make predictions. We used

a 10-fold cross-validation method to independently perform
ten random training set selections and recorded the average
results. As Table 3 shows, all the methods achieved better
performances on the Douban dataset compared to their per-
formances using the same proportion of the training set on the
Yelp dataset, because Yelp is sparser than Douban.

PMF is a basic matrix factorization method that uses
only a user-item matrix for the recommendation. BMF is
an improved collaborative filtering recommendation method
based on PMF; it uses Markov chain Monte Carlo (MCMC)
methods to calculate approximate inferences in the model.
We used 30D feature vectors for both models. The advantage
of the Bayesian MF models is that by averaging over all the
parameters settings that are compatible with the data as well
as the prior, they address uncertainty more effectively than do
the PMF models [7]. From Table 3, we can observe that the
performance of BMF is better than the performance of PMF
under all conditions. However, the performance of SPR-g and
SPR-p are much better than those of BMF and PMF under
all conditions. The HIN-based method SemRec also achieves
a better performance than the methods based on matrix fac-
torization. This may indicate that the explanatory features
based on the meta-path under HIN are more indicative of the
characteristics of the users and the items.

The SemRec method is based on a weighted HIN;
it combines both relation features from the Heterogeneous
information network and user-item score ratings. However, it
represents the user’s score rating as a path weight and further
divides the weighted meta-path into atomic meta-paths based
on the score value. In cases where user-item score rating data
are sparse, further splitting may increase the sparseness of
the data; therefore, this method may not be a combination
that reflects the heterogeneity of the information network and
score ratings well. Its performances are worse than the perfor-
mances of the proposed SPR-p on all conditions. For exam-
ple, using the Douban 20% training set, SPR-p outperforms
SemRec by as much as 4.75% with respect to RMSE, but on
the Douban 80% training set, SPR-p outperforms SemRec by
only 3.54%. By combining the results under all conditions,
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we found that in the case of sparse data, the proposed method
improved more.

Our proposed global recommendation model (SPR-g)
combines HINs and score rating values to achieve better
performance on both datasets compared to the performances
of PMF and BMF. For example, compared to PMF, SPR-g
improves the RMSE by 2.85% and the MAE by 6.18% on
the Douban 20% training set. This comparison result shows
that by including the semantic meta-path in HIN in the model
it is better able to model features than can simple matrix
factorization; thus, it achieves better quality recommenda-
tions. We also observe that SPR-g achieves better perfor-
mances compared with PMF and BMF on sparser datasets
(20% Douban, 2.85% vs 80% Douban, 1.24%), which
demonstrates that the HIN–based recommendation method
achieves better performances on sparse datasets.

SPR-p, the personalized recommendation method, further
improves the recommendation performance under all condi-
tions. The SPR-p method makes regularization constraints to
the preference distribution of the target user based on similar
users, and it provides personalized parameters for all users in
the model. This approach considers the individual behavior
of each user, while SPR-g treats all users the same. Com-
pared with the global recommendation model (SPR-g), the
personalized recommendation model (SPR-p) yields better
performances under all conditions. Compared to SPR-g, for
example, it improves the RMSE by 4.9% on the Douban 20%
training set and by 28.6% on the Yelp 20% training set. This
reflects the fact that different users have different person-
alized preference distributions. However, the global model
cannot reflect these types of personalized features. The per-
sonalized model uses similar users to learn the personal-
ized preference distribution and, thus, achieves better results.
Compared with SemRec, which is the most similar to the
proposedmethod, SPR-p also achieved better results under all
conditions. On the 20% training set of both datasets, SPR-p
improved the RMSE by up to 4.75% on Douban and 19.99%
on Yelp. The proposed method achieved a greater improve-
ment on the Yelp dataset, which indicates that our method
has a better performance advantage on sparse datasets. This
also verifies that using the score ratings as a threshold is
perhaps a better option for sparse datasets than is splitting the
meta-path.

Overall, the proposed method achieved better perfor-
mances than the compared methods in all conditions. The
results verify that combining themethodwithmultiple prefer-
ences in recommender systems can improve recommendation
quality.

D. CASE STUDY: SPARSENESS OF USERS AND ITEM
Then, we analyze the performances of PMF, BMF, SemRec,
and SPR-p under different recommendation scenarios.
We performed the following experiments using the Douban
60% training set.

First, we studied the impact of user activity on model
performance. We used the number of interactions between

users and items to represent the degree of user activity.
We divided the dataset into three groups according to the
number of users’ scores. Group 1 included the user with
only a few scores (the average number which each user rated
scores was 2); Group 3 included users with large numbers
of scoring interactions (the average number which each user
rated scores was 219). The results of this experiment are
shown in Figure 3(a), which shows that SPR-p achieved the
best performance in each group of the dataset. When the
data are quite sparse (group 1), all the methods obtain poor
results. However, as a number of data increases, the per-
formance gap between each method becomes apparent. The
proposed method and SemRec showed great improvements
as the data amount of data increased compared to PMF and
BMP. This result indicates that although the collaborative
filtering method is affected by sparse datasets, adding HIN
as external knowledge can alleviate the problem.

Next, we studied the impact of item prevalence on model
performance.We used the number of rated items as a measure
of item prevalence. Here, we also divided the dataset into
three groups: Group 1 contained items with only a small
number of user ratings (the average was 3), and Group 3
represents items with large numbers of user ratings (the
average was 296). The result of this experiment is shown
in Figure 3(b). Similar to the previous experimental results,
SPR-p achieved the best performance on each dataset, but we
found that, in the case of high sparsity (Group 1), SPR-p and
SemRec both achieved the highest performances. Compared
to the MF method, these two methods are based on the user
to model characteristics; for Group 1, the dataset is sparse
for items, but not for users. In reality, popular items are often
liked by all kinds of people; consequently, even people with
different interests are likely to be interested in the same pop-
ular items. As shown in Figure 3(c), in the Douban dataset,
we chose the above four meta-paths as the user preference
characteristics. For the three user groups, the proportion of the
meta-path UM(R)MU is greater for the more popular items.
This also shows that the user preferences for popular items
cannot be judged only by their preferences for the relevant
item attributes.

V. RELATED WORKS
A. RECOMMENDER SYSTEMS
Recommender systems are a popular research topic both in
academia and industry. To better understand user behaviors,
researchers have proposed many works to understand peo-
ple’s preferences from different perspectives [9]. Initially,
these studies concentrated on explicit feedback-such as rat-
ings; however, they now try to glean knowledge from both
explicit and from implicit feedback [4], [10]. The studies
on collaborative filtering solutions have also changed the
research focus because a user-rating matrix is insufficient.
There are also some works that have attempted to discover
useful information in unstructured data (e.g., from the text
of reviews or from pictures) [11], [12]. In recent studies,
we find that the content-based solutions need to analyze
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FIGURE 3. Performance analysis considering the sparseness of users and
items: (a) performance changes with amount of user feedback,
(b) performance changes with user feedback popularity, and
(c) performance changes with high score preferences.

more relational data such as friend relationships or trust
relationships [13], [14]. To consider additional relationships,
some researchers have extracted additional information from
other homogeneous networks to improve performance. Our
work proposes a method that utilizes multiple relationships
in heterogeneous information networks.

B. HETEROGENEOUS INFORMATION NETWORK ANALYSIS
Recently, a new perspective on analyzing information net-
works was proposed by [15]. In the physical world, many

types of relations and entities exist. In the past few years,
information network analysis has concentrated on homoge-
neous data. However, many researchers believe that this is
not the only way to represent information. For example,
many mining tasks need the semantics that can be provided
by different relations and entities; therefore, maintaining the
structure of the original information is required. For example,
in this study, we need to know both the social relationship
and the user profiles at the same time to construct a better
recommender system [16]. After heterogeneous information
networks were proposed, many mining tasks were accom-
plished, such as the top-k search [17], similarity measurement
and node embedding [18], [19]. Increasingly, studies are
providing solutions to perform existing tasks better.

VI. CONCLUSION
In this paper, we studied personalized recommendations
based on user preference points in a heterogeneous informa-
tion network. We implemented a similarity measure under
different relations and, on this basis, defined the recom-
mendation model at both global and individualized levels.
A personalized model based on user’ potential preferences
was used to solve the problem of the sparse data available for
individual users; this method demonstrates a more accurate
use of the users’ preference points. Finally, we compared
the proposed method with several other algorithms and ana-
lyzed its performance under different scenarios. The pro-
posed method achieved better results. In future work, we will
test other features to help represent user preferences, such as
crossing multiple heterogeneous information networks and
extracting user and item characteristics from unstructured
data (user reviews, item descriptions, and so on.)
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