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ABSTRACT Excessive power consumption is expected to be the major obstacle to achieve exascale
performance within a reasonable power budget in the upcoming years. In addition, graphics processing
units (GPUs) are expected to become a significant ingredient in the pursuit of exascale computing due
to their fine-grained, highly parallel architecture and advancements in performance and power efficiency.
To address the power obstacle of exascale systems, we suggest evaluating power and energy consumption
of the fundamental software building blocks. We experimentally investigate power consumption, energy
consumption, and kernel runtime of Bitonic Mergesort (a promising sort for parallel architectures) under
various workloads on NVIDIA K40 GPU. The results show some insights in terms of power and energy
consumption advantage of Bitonic Mergesort compared with NVIDIA’s Advanced Quicksort (a highly

optimized parallel quicksort).

INDEX TERMS Energy measurement, power measurement, exascale computing, GPU, sorting.

I. INTRODUCTION

Exascale computing means to achieve order 10'® float-
ing point operations per second (FLOPS) and order 10'8
bytes of storage, which is 1,000 times the capability of
today’s petascale platforms [1]. Achieving exascale perfor-
mance in a reasonable power budget requires innovations
and advancements in architecture, software and algorithms.
Power consumption, fault tolerance, fault rates, and trans-
forming applications from petascale to exascale systems are
some of the major challenges to achieve exascale com-
puting. The likely environment for exascale computing is
highly parallel many-cored compute nodes, organized in
large systems with higher probability of software and sys-
tem faults [1]-[4]. Simply scaling current technology raises
problems such as communication, power and energy con-
sumption. Observing high-performance computing (HPC)
systems on the Top500 list [5], scaling these machines to
exascale would produce machines that consume Gigawatts
of power. Providing this amount of power would require
a medium size nuclear power plant [6]. A US Defense
Advanced Research Projects Agency (DARPA) report esti-
mates a reasonable peak of electrical power; according to
which maximum power of future HPC systems must be
below 20 Megawatts [4]. To overcome these challenges, huge

investment is needed in numerous areas of research and
development.

Current HPC techniques are not suitable for the next
generation of supercomputing (exascale computing) [4].
We need alternatives that can cope with energy consumption
restraints to reach the next scale of HPC systems. We sug-
gest that exploring accurate power and energy consumption
of fundamental algorithms can offer new ways to reduce
the excessive power requirements of the upcoming exas-
cale systems. Fundamental algorithms such as sorting algo-
rithms are the building blocks of numerous scientific and
HPC applications. HPC applications such as N-body simula-
tions [7], high performance sparse matrix-vector multiplica-
tion implementations [8], graphics algorithms like Bounding
Volume Hierarchy (BVH) construction [9], database opera-
tions [10], machine learning algorithms [11] and MapReduce
framework implementations [12] are some examples that
depend exclusively on sorting algorithms. In addition, vis-
ibility sorting is used in computer graphics applications to
properly render transparent objects and efficiently exploit
acceleration features such as early-z test. Furthermore, sort-
ing is also essential in physics simulations to insert the
contributing objects into spatial structures for detecting
collision [13].
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In general, sorting algorithms can be categorized into two
classes: data-driven and data-independent. Practically, data-
driven algorithms are faster because they only consider the
current input value but this may lead to unexpected perfor-
mance if the input sequence is already sorted [13]. Quick-
sort is an example of data-driven algorithms. For an input
sequence of n items, quicksort has an average complexity
O(nlog(n)) that is provably optimal but in worst case, quick-
sort has O(n?) complexity that is not acceptable. On the other
hand, the data-independent algorithms are free of this dis-
crepancy because these algorithms always take the same path
for sorting the input sequence. This results in a completely
rigid operation because the points of communication are
known in advance. These features make the data-independent
algorithms a good choice for GPUs as these algorithms will
execute on fragment processors that cannot modify their
output location in memory on the basis of input sequence.
Bitonic Mergesort (BM) is an example of data-independent
sorting algorithms that can also be used as a construction
method to build a sorting network. BM is adequate for generic
parallel architectures as it can operate in-place, needs lower
inter-process communication, and is logically suitable for
single-instruction, multiple-data (SIMD) architectures [13].
Such features of BM led us to investigate it for power and
energy efficiency. We expect BM to be more power and
energy efficient compared to a highly optimized data-driven
algorithm.

This paper highlights the need for finding new techniques
to address the power obstacle of exascale systems and dis-
cusses the critical issues and challenges associated with
power and energy consumption of GPU used to execute HPC
applications. In this research, we experimentally investigated
power and energy consumption of BM [14] and compared
it with NVIDIA’s Advanced Quicksort (AQ) [15]. NVIDIA
Kepler (Tesla K40c) [16] GPU was used as a test platform due
to its outstanding high-performance capabilities. Apart from
power and energy consumption investigation of BM, we also
evaluated its kernel runtime and compared it with that of AQ.
Kernel runtime means the runtime of a kernel that is executing
on GPU and as a result the GPU consumes more power than
its idle state power. It is different from the execution time
of a sorting algorithm. Execution time of a sorting algorithm
means the total time the algorithm takes to sort a dataset in the
source code. Execution time of a sorting algorithm is based
on its time-complexity and space-complexity, and it can be
obtained by calling timestamp functions in the source code.
On the other hand, we obtained kernel runtime by reading the
GPU built-in sensor. It is explained in detail in Section 1V.

Generally, optimized versions of quicksort are good choice
for most applications due to their faster execution times but
our experimental study shows that AQ (a highly optimized
quicksort) have longer kernel runtimes than BM (a simple
in-place bitonic sort) in most cases. The in-place BM has a
memory space advantage and is comparable to AQ in this
regard. Longer kernel runtimes of AQ means that it keeps
the GPU busy for longer time than BM while sorting the
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same dataset even with comparatively smaller execution times
than BM. Since the next generation of HPC (exascale) is
more concerned about power consumption, the power and
energy consumption advantage of BM over AQ can open new
insights for exascale research. Researchers can start to rethink
fundamental algorithms from power and energy perspective
to provide better recommendations for the upcoming exascale
systems.

The results provide a comprehensive comparison of AQ
and BM based on 3 metrics: peak power, energy and kernel
runtime, described as follows.

Peak Power: is the peak level of GPU power that is reached
when the algorithm (AQ or BM) is executing on the GPU
(GPU active state). It is obtained from the power profile of
the algorithm.

Energy: is the total energy consumed by the algorithm
(AQ or BM). It is indicated by the area under the power curve
of the algorithm. It is calculated by integrating the power
curve over kernel runtime.

Kernel Runtime: is the runtime of a kernel (AQ ker-
nel or BM kernel) that is executing on the GPU. It is the time
in which a kernel keeps GPU busy and as a result the GPU
consumes more power than its idle state power.

In general the contributions of this paper are as follow:

« We present an experimental methodology for measuring
power and energy consumption of kernels running on
Kepler GPUs.

« We provide a comprehensive comparison of power pro-
files of AQ and BM.

« We identify power and energy consumption advantage
of BM by comparing it with AQ.

The rest of this paper is organized as follows.
Section II presents a concise literature review of related
research. Section III presents a brief background of algo-
rithms, test platform, NVDIA System Management Inter-
face, and related CUDA basics. In Section IV, experimental
setup and methodology is presented. Section V provides a
discussion and an evaluation of results. Finally, section VI
concludes the work and suggests some future research
directions.

Il. LITERATURE REVIEW

Vila et al. [17] presented research of NVIDIA Corporation
towards designing exascale systems by incorporating features
addressing the scaling obstacles of performance and energy
efficiency. They evaluated several HPC applications on a
number of architectural concepts and demonstrated energy
improvements obtained from: circuit and packaging inno-
vations such as low-voltage SRAM; low-energy signaling,
and on-package memory. They highlighted power and per-
formance predictions for their exascale research architecture
and elaborated the scaling of features regarding future process
technologies. The researchers concluded that advancements
in performance of applications will require more innovations
in algorithms and architecture to improve memory locality,
better scaling, and integer execution efficiency.
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Dally [18] discussed the challenges for exascale com-
puting and recent techniques addressing those challenges.
He argued that obtaining exascale performance in a power
budget of 20 MW will require a 200-fold improvement in
energy per instruction: from 2 nano-joules to 10 pico-joules.
He further discussed that programing exascale machine will
require more productive parallel programming environments.

Subramaniam et al. [19] analyzed current trends in energy
efficiency from the Green500 list [20] of supercomputers
and estimated expectations for the upcoming years. Specif-
ically, they first provided an explanation of energy efficiency
trends in HPC systems from the Green500. They then mod-
eled and forecasted the energy efficiency of next generation
HPC systems. Further, they presented exascalar, i.e. a holistic
metric to measure distance from the exaflop goal.

Rajovic et al. [21] explored an alternative to current super-
computers that builds on low power mobile processors. They
presented the world’s first ARM based cluster for HPC. They
examined energy-efficiency of ARM Cortex-AQ processor,
and finally, explored techniques to improve energy efficiency
by increasing compute density.

Moullec et al. [22] proposed power prediction technique
in embedded systems that use multithreaded processors for
delivering a feasible solution for implementing wireless
embedded applications. Their design objective was to eval-
uate and provide comparison of power consumption of algo-
rithms that are executed on multithreaded Xinc processor.

Analyzing power consumption of applications on GPUs
and other heterogeneous devices has been discussed
in [23] and [24]. Nagasaka et al. [25] developed sta-
tistical models for GPUs based performance counters.
Kasichayanula et al. [26] carried out a study on power con-
sumption of numerous microbenchmarks executing on GPUs.

Zecena et al. [27] conducted performance and energy
consumption analysis of three sorting algorithms, which
are odd-even sort, shell sort, and quicksort. They imple-
mented iterative methods for odd-even sort and shell sort
while for quicksort; they used recursive implementation using
OpenMP. They analyzed both serial and parallel versions of
these three algorithms using a shared-memory system that
contained two quad-core AMD 2380 Opteron processors.

Ukidave et al. [28] analyzed power/performance efficiency
of various optimization techniques used on heterogeneous
platforms. They evaluated the tradeoff between power and
performance by evaluating energy consumption of optimiza-
tion techniques. Their work focused on discrete GPUs, shared
memory GPUs, low power system-on-chip (SoC) devices
and includes hardware from NVIDIA, Intel and Qualcomm.
They identified architectural and algorithmic factors that
have effect on power consumption. They demonstrated that
algorithms implementing similar fundamental function can
perform differently depending on target hardware and appli-
cation design.

Burtscher et al. [29] presented a power and energy mea-
surement methodology of kernels running on K20 GPU with
on-board built-in power sensor. They identified a number of
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anomalies while using on-board power sensor of K20 GPUs.
They validated their methodology using multiple systems,
GPUs, scenarios and CUDA programs.

Coplin and Burtscher [30] investigated and contrasted
power profiles of irregular and regular programs running on
K20 GPU. They also studied effects on power profile while
changing GPU’s core and memory frequencies, using alter-
nate implementations of the same algorithm and changing
input to the program. It is depicted in their results that a single
average cannot precisely capture the power behavior of irreg-
ular programs. They argued that power must be considered as
a function of time and it may have to be evaluated again for
each input and after each change in the code.

Roy et al. [31] argued on energy management, as a building
block for design and implementation of algorithms. They
identified memory parallelism as a factor, which affects
energy consumption for any given algorithm. Their experi-
ments validate the asymptotic energy complexity model [32].
For sorting algorithms, Roy et al. [31] identified that the
energy consumed by energy optimal layout (8-way parallel)
of selection sort performs much better compared to non-
optimal (e.g., 1-way parallel). They identified that quicksort
and mergesort show reasonable savings over changes in par-
allelization due to energy awareness.

Al-Hashimi e al. [33] investigated power consumption for
three control loops, which are for loop, while loop, and the
do while loop. They highlighted that fundamental control
statements can exhibit different power consumption while
performing the same task. They gave predictions for the best
control loop statement in terms of power efficiency.

IIl. BACKGROUND

In this work, NVIDIA Kepler (Tesla K40c) [16] architec-
ture is used as a test platform. In addition, CUDA 7.5 pro-
gramming standard [34], NVIDIA System Management
Interface (NVSMI) [35], a mathematical package and work-
sheets are used to successfully accomplish experiments on
K40c GPU. In this section, we briefly describe the algo-
rithms, NVIDIA Kepler architecture, NVSMI and CUDA
basics.

A. THE ALGORITHMS

Both quicksort and mergesort are based on divide-and-
conquer principles. Quicksort is honored as one of the
top 10 algorithms of the 20™ century [36]. In [36], the work-
ing of quicksort in its simplest form is described as follows.
The pivot is determined in a divide step, which is then used
to partition the input sequence A[x ... z] into two subse-
quences. After portioning, the pivot is placed in Aly], where
all the elements smaller than or equal to A[y] are placed
in subsequence A[x ... y—1] and all the elements greater
than Aly] are placed in Aly + 1 ... z]. In the conquer
step, the same procedure is used for recursively sorting the
subsequences until subsequences of length 1 are obtained.
On the other hand, mergesort in its simplest form works as
follows. Firstly, the list is split into multiple subsequences.
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Secondly, each subsequence is sorted and, finally, all subse-
quences are merged into sorted sequence [36].

In our experiments, we investigated Bitonic
Mergesort [14] and Advanced Quicksort [15] for power and
energy efficiency. These two algorithms are briefly described
next.

1) ADVANCED QUICKSORT (AQ)

Advanced Quicksort (AQ) is the implementation of a
highly optimized version of parallel quicksort developed by
NVIDIA Corporation using CUDA dynamic parallelism [37].
It is supported on devices with compute capability 3.5 or

greater. It works as follows:
o It uses a small-set insertion sort for list size less

than or equal to 32 elements.

o It uses a portioning kernel, which separates an input
array based on the given pivot. The input array is divided
into elements less than or equal to pivot and elements
greater than pivot. Two quicksorts are launched to sort
each of these elements.

o A quicksort coordinator is used to launch proper kernels.

o It performs a per-warp quicksort without inter-warp
communication. Selection of data is determined by a
warp, which then writes data greater than pivor to one
buffer and data smaler then pivot to another buffer.
A unique section of the buffer is acquired through
atomics.

o A warp finds its section of the data, and then writes all
data less than pivot to one buffer and all data greater
than pivot to the other. Atomics are used to get a unique
section of the buffer.

« For optimization, multiple chunks are done per warp to
increase in-flight load and reduce the instruction over-
head.

o Elements that are greater or smaller than pivot are
counted by each warp. As the count is known to a warp,
it updates an atomic counter. If all are less than or equal
to pivot then the comparison is adjusted, otherwise it will
move nothing and iterate forever.

2) BITONIC MERGESORT (BM)

Bitonic Mergesort (BM) is a sorting algorithm that is
designed specifically for parallel platforms. This algorithm
was proposed by Ken Batcher [38]. BM is also used as
a construction technique for developing sorting networks,
that consist of O(n logz(n)) comparators and have a delay of
O(n logz(n)), where n is the number of items to be sorted [39].
BM is one of the most studied algorithms in GPU com-
puting community [13], [40]-[43]. It is suitable for generic
parallel architectures as it can work in-place, needs lower
inter-process communication, and is logically suitable for
SIMD architectures. A bitonic sequence is composed of two
subsequences, one monotonically ascending and the other
monotonically descending, for example "V" and “A-frame™.
The CUDA version of in-place BM used in this paper is based
on [14], briefly described as:
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« It divides the input sequence into two halves.

« It sorts the lower half and upper half into ascending and
descending order respectively, thus, resulting in a bitonic
sequence.

« It executes a bitonic merge on the sequence that results
in a bitonic sequence in each half and all the larger
elements in the upper half.

o Each half is recursively bitonically merged until all the
elements are sorted.

B. NVIDIA Kepler ARCHITECTURE

NVIDIA Kepler GK110 is a computational workhorse specif-
ically designed to deliver cutting-edge performance with
power efficiency and to address the most overwhelming
challenges in HPC [44]. GK110 is composed of 7.1 billion
transistors and is capable of performing teraflops of integer,
single precision, and double precision performance and high
memory bandwidth [44]. Table 1 highlights some key features
of Tesla K40.

Numerous scientific applications [45] use Kepler GK110
due to its innovative computing technology. SMX, Dynamic
Parallelism and Hyper-Q are three distinguished innova-
tions in Kepler GK110 [44]. SMX unit lies at the heart of
GK110 GPU, which is the next generation streaming mul-
tiprocessor. Its new innovative design allows more space to
processing cores than control logic [44]. Through dynamic
parallelism [37], GPU threads can create new threads, with-
out CPU involvement, and adapt to its data, which results
in eliminating effectively the superfluous back-and-forth
communication between the GPU and CPU through nested
kernel computations. Hyper-Q allows several CPU cores to
accomplish work on a single GPU concurrently, which sig-
nificantly increases GPU utilization and reduces CPU idle
times [44].

Popular Kepler architecture includes K20, K40 and K80.
Due to outstanding high-performance capabilities we used
the NVIDIA K40c [16] Kepler-based architecture as a plat-
form in our experiments. K40 can be found in a number of
top500 [5] and green500 [20] supercomputers.

C. CUDA BASICS

We used CUDA programming standards to leverage the
inherent parallel programming capabilities offered by GPUs.
Following is a concise description of terminology used in
GPU programming based on CUDA to explain key features
of Tesla K40 in Table 1.

Host: means the CPU and its memory. In our case, it is the
Intel(R) Xeon(R) CPU E5-2640 2.50GHz and its memory.

Device: means the GPU and its memory. In our case, it is
the NVIDIA Kepler K40c GPU and its memory.

Kernel: is a function that executes on the GPU. Applica-
tions are executed in parallel on GPU as kernels. One kernel
is launched at a time by a number of threads. In our case,
we have AQ and BM kernels that contain the underlying
sorting algorithm source codes and they are launched on
K40 GPU.

VOLUME 5, 2017



M. A. Al-Hashimi et al.: Evaluating Power and Energy Efficiency of Bitonic Mergesort on Graphics Processing Unit

IEEE Access

TABLE 1. Key features of tesla K40 [16].

TABLE 2. System specifications.

Specifications Tesla K40 System Manufacturer FUJITSU
Chip GK110B System Model CELSIUS M720 Power
Compute Capability 3.5 Processor Intel(R) Xeon(R) CPU
Single Precision FLOP/s 4.29 TeraFLOP/s E5-2640 2.50GHz, 2494
Double Precision FLOP/s 1.43 TeraFLOP/s MHz,
Shared Memory per Block 48 KiB Operating System Microsoft ~ Windows 7
Threads per Block 1024 Professional x64-based
Registers per Block 65536 Physical Memory S GB

Grid Dimensions

[2147483647, 65535, 65535]

Block Dimensions

[1024, 1024, 64]

Streaming Multiprocessors 15

Blocks per Multiprocessor 16

Warps per Multiprocessor 64

Threads per Warp 32

Clock Rate 745 MHZ (Base Clock)
Board Power 235 W

Idle Power 20.57 W

Thermal cooling station Active fan sink
Memory Size 12 GB

Memory Clock 3.0 GHz

Warp: is a group of 32 threads that are consecutively
numbered within a thread block.

Barrier: in the source code, barrier for a group of
threads or process is a point at which threads or process
must stop execution and cannot proceed until all other
threads or processes are reached at this point [34].

D. NVIDIA SYSTEM MANAGEMENT INTERFACE

NVIDIA System Management Interface (NVDIA-SMI or
NVSMI) is a cross-platform utility that is used to monitor and
manage activities on NVIDIA GPUs. It is based on NVIDIA
Management Library (NVML) [46] C-based library. NVSMI
supports devices from NVIDIA Fermi and higher architec-
tures. Users can generate queries to get information about
GPU. GPU power, temperature, performance state and infor-
mation about many other metrics can be obtained through
NVSMI. The information can be displayed to stdout or can be
written to log files for scripting purposes. More detailed infor-
mation on NVSMI can be found in [35]. We used NVSMI
in our experiments to query the on-board sensor for power
measurements of kernels executing on K40c GPU. Our exper-
imental setup and methodology is discussed in detail the next
section.

IV. EXPERIMENTAL SETUP AND METHODOLOGY

We used Fujitsu HPC workstation with a dedicated NVIDIA
K40c GPU for experiments. The system specifications are
given in Table 2. NVIDIA System Management Inter-
face (NVSMI) was used to read GPU built-in sensor and
record data to a log file. NVIDIA Kepler GPU come with
built-in sensors that can be queried instantaneously using
NVIDIA Management Library (NVML) API calls to monitor
the current state of the GPU and record values for ECC
status information, GPU load, temperature and fan speed,
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active computational processes, GPU clock rates, and power
management [46]. The built-in sensor provides an adequate
basis for elaborating on GPU power management as depicted
in [27], [29], and [30]. In [29], the power profiles of vari-
ous kernels, obtained using Kepler K20 built-in sensor, are
validated using a power meter. Thus, we did not bother to
use a power meter to validate the data obtained through the
K40 built-in sensor.

TABLE 3. Datasets of unsigned integer random numbers.

Datasets Number of Elements
1 2 =20 =2
2 IM = 2% = 1,048,576
3 oM = 221 = 2,097,152
4 64M = 2% = 67,108,864
5 128M = 277 = 134,217,728
6 256M = 2% = 268,435,456
7 512M = 2% = 536,870,912
8 1IG = 2°° = 1,073,741,824

We tested Advanced Quicksort (AQ) and Bitonic Merge-
sort (BM) on 8 different datasets of unsigned integer random
numbers. The 8 datasets include 2 elements, 1 Mega (M)
elements, 2M elements, 64M elements, 128M elements,
256M elements, 512M elements and 1 Giga (G) elements,
as described in Table 3. It is important to mention that we
also tested AQ and BM on some datasets between 2 elements
and 1M elements but there was no significant difference in the
results. For the dataset of 2M elements, a small difference was
observed in the results. In order to observe a clear difference
in power and energy consumption of AQ and BM, we selected
the next dataset of 64M elements, and after that we doubled
the step size until we reached 1G. For generation of unsigned
integer random numbers, we used C built-in function
rand( ) and constant RAND_MAX, where rand( ) generates
pseudorandom numbers and RAND_MAX is the maximum
value returned by the rand( ) function.

Figure 1 summarizes the whole experimental procedure.
Following is a step-by-step description of the procedure for
executing AQ or BM on the above described datasets (2 ele-
ments, 1M, 2M, 64M, 128M, 256M, 512M, and 1G elements)
one after another.
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|

Y

Invoke NVSMI to
read on-board sensor Generate a dataset of
and create log file to random numbers at
T?COTd power, runtime in the source
timestamps and code
performance state at Dataset Count ++
66.6Hz sampling
rate
/
Stop NVSMI Launch AQ or BM
execution < kernel on the dataset
in the source code
Y
Extract data from log For GPU active
files to Excel state, extract power
Worksheet, and filter <] and timestamps
it for power, values from Excel
performance state Worksheet to Origin
and timestamps 6.0
Y

Integrate power
curve to get energy
and peak power
values.

Save results in a
Worksheet

Draw power profile
of the dataset over
kernel runtime

Calculate average
values of peak
power, energy and
kernel runtime

Dataset
Count
==10?

FIGURE 1. Experimental Procedure for Executing AQ and BM on Each
Dataset for Measuring Power and Energy Consumption.

1.
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Invoke NVIDIA System Management Inter-
face (NVSMI) from command prompt to read on-
board GPU sensor; create a log file and gen-
erate a query to record power readings, perfor-
mance states and timestamps at a sampling rate
of 66.6Hz.

2. A dataset of unsigned integer random numbers to be
sorted is generated at runtime in the source code using
rand( ) % RAND_MAX.

3. Kernel (AQ or BM) is launched on the dataset in the
source code.

4. As the source code gets executed, stop NVSMI execu-
tion in the command prompt.

5. Extract data from log files to MS Excel Worksheet
and filter data for power draw, performance states and
timestamps.

6. Extract power and timestamps values only for
PO performance state (GPU active state) from
MS Excel Worksheet to a mathematical package,
i.e. Origin 6.0 [47].

7. Obtain power profile of the dataset over kernel runtime
and record the peak power.

8. Using Origin 6.0, integrate power curve to obtain
energy consumption of the dataset.

9. Repeat step 1 to step 9 for 10 times to compute average
values for peak power, energy and kernel runtime.

We executed AQ and BM separately on each dataset.
In order to compute average values (of peak power, energy
and kernel runtime) and increase accuracy in results,
AQ and BM were executed on 10 distinct sets of each dataset
that were generated randomly at runtime in the source code.
This means that the experiment was not limited to only one
specific set of each dataset.

Since AQ and BM were executed separately on all 10 sets
of the 8 datasets (2 elements, 1M elements, 2M elements,
64M elements, 128M elements, 256M elements, 512M ele-
ments and 1G elements), thus, 80 log files were created for
AQ and 80 log files for BM using NVSMI. The log files
recorded information about power measurements and per-
formance states from GPU on-board sensor. Power measure-
ments include the current power draw and power limits of the
GPU board. Performance states vary from PO (maximum per-
formance) to P12 (minimum performance). Kernel runtime
was calculated based on timestamps and performance states.
We read GPU built-in sensor at a sampling rate of 66.6Hz or in
other words, we read the sensor every 15ms and recorded data
into a log file. This sampling rate (66.6Hz) results in accu-
rate power measurements as recommended in [29]. Finally,
we compared AQ and BM based on average energy, average
peak power and average kernel runtime.

Figure 2 to Figure 4 provide further explanation to the
experimental procedure. Figure 2 and Figure 3 show full
(idle + active) power profiles of GPU while executing BM
and AQ on one set of dataset 1G elements, respectively.
The power profiles show all power values that are recorded
from the on-board GPU sensor over the kernel runtime at
sampling rate of 66.6Hz. GPU idle and active states are
properly highlighted in the figures. The shaded regions under
power curves show GPU state (active state) during kernel
execution. It should be noted that idle power of the K40 GPU
is 20.57W [16], which means the power consumption when
there is no kernel running on the GPU. As a kernel starts
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FIGURE 2. GPU Full Power Profile (Idle + Active) for BM: Dataset = 1G
Elements.
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FIGURE 3. GPU Full Power Profile (Idle + Active) for AQ: Dataset = 1G
Elements.

execution on the GPU, power consumption of GPU is raised
from idle power level. Figure 4 shows a screenshot of a
portion of NVSMI log file which shows switching of GPU
from idle to active state (means the kernel starts execution).
We can see difference in both the logs, i.e. performance state
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==============NVSMI LOG==============
Timestamp ¢ Tue Jun 21 ©83:08:49 2016
Driver version 1 353,90
Attached GPUs 12
GPU 0000:03:00.0
Performance State : P8
Clocks Throttle Reasons
Idle 1 Active
Applications Clocks Setting : Mot Active
SW Power Cap ! Not Active
HW Slowdown : Not Active
Unknown 1 Not Active
Power Readings
Power Management : Supported
Power Draw 1 22.88 W
Power Limit 1 235,00 W
Default Power Limit 1 235,00 W
Enforced Power Limit 1 235.00 W
Min Power Limit 1 180,00 W
Max Power Limit 1 235.00 W
==============NVSMI LQG==============
Timestamp ¢ Tue Jun 21 @3:08:49 2016
Driver Version 1 353.90
Attached GPUs ]
GPU 0000:03:00.9
Performance State 1 P@
Clocks Throttle Reasons
Idle : Not Active
Applications Clocks Setting : Active
SW Power Cap : Not Active
HW Slowdown ! Not Active
Unknown : Not Active
Power Readings
Power Management : Supported
Power Draw P 49.04 W
Power Limit 1 235.00 W
Default Power Limit 1 235,00 W
Enforced Power Limit 1 235,00 W
Min Power Limit 1 18@.00 W
Max Power Limit 1 235,00 W

FIGURE 4. Information from NVSMI Log File.

is changed from P8 to PO, power draw is changed from
22.88W t0 49.04W and idle flag is changed to not active than
active. Once the kernel starts execution, GPU power starts
increasing based on the dataset and the algorithm running on
it. When kernel gets executed, the GPU again comes to idle
state and power draw is changed to idle state power again.
Visual Studio 2013 compiler was used to execute the
source code, which was configured in release mode and x64
active solution platform. In order to compare AQ and BM
under identical configuration, we used same kernel size for
both AQ and BM kernels. In CUDA, kernel size is defined
by block size (threadsPerBlock) andgrid size (blocksPerGrid).
In case of AQ, optimum kernel size is selected dynami-
cally at runtime that chose 512 block size almost in all
cases. On the other hand for BM, we used CUDA vari-
ables threadsPerBlock and blocksPerGrid while generating a
dataset at runtime. For all datasets greater than 2 elements,
we kept 512 block size while altered grid size based on
number of elements in the dataset in case of BM. The number
of elements in a dataset were calculated by multiplying block
size with grid size at runtime in the source code. Due to
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FIGURE 5. AQ and BM Power Profiles while Executing on 1 Set of all 8 Datasets at GPU Active State.

such configuration, we got higher Achieved Occupancy and to the maximum possible active warps [46]. SM Activity
Streaming Multiprocessor(SM) Activity of the GPU. Achieved represents the percentage how long each multiprocessor was
occupancy means the ratio of active warps per multiprocessor active during kernel execution [46]. If a multiprocessor is
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executing at least one active warp, it is considered to be
active.

Our experimental approach can be used for evaluating
the accurate power and energy consumption of any kernels
running on Kepler GPUs. It eliminates the use of external
power meters and statistical models for power and energy
measurements on Kepler GPUs.

A. MEASUREMENT ACCURACY
We took every possible action in order to achieve accuracy in

power and energy measurements as given below:
o In order to ensure correct power profiling of AQ and BM

kernels while executing on each set of the 8 datasets,
we invoked NVSMI to query on-board sensor for the
current power draw of the GPU and performance state
prior to execution of the source code in Visual Studio.

o The sampling rate for reading the GPU sensor was kept
at 66.6Hz as it is recommended in [29] that this sampling
rate results in accurate power profiling.

o Kernel runtime was obtained based on the timestamps
and performance states that were recorded to the log
files.

« For measuring accurate energy consumption of a GPU
kernel (AQ kernel or BM kernel), we did not use the
simple approach of averaging power and multiplying it
with kernel runtime because this may lead to inaccu-
rate measurements as shown in [29]. Instead, we used
integration of power curve over kernel runtime to obtain
accurate energy consumption of the AQ and BM kernels.

V. RESULTS EVALUATION

Figure 5 shows power profiles of Advanced Quicksort (AQ)
and Bitonic Mergesort (BM) during kernel execution on GPU
for one set of each of the 8 datasets (2 elements, 1M, 2M,
64M, 128M, 256M, 512M, and 1G elements). Due to space
limitations, we only show power profiles for one set of each
of the 8 datasets but such power curves (as in Figure 5)
were obtained for all 10 sets of the 8 datasets during kernel
execution. The figure only shows power profile during GPU
active state because it represents the actual power consump-
tion of the kernel and it is used for energy calculations. The
power profiles show the current power draw of the GPU board
during execution of AQ and BM kernels. There is no signif-
icant difference in power profiles of both AQ and BM while
executing on datasets of 2 to 1M elements and thus having
the same areas under the power curves. Integration of these
curves (2 to 1M elements) over the kernel runtime results
in almost identical energy consumption. Difference in power
profiles is observed very clearly in case of larger datasets,
particularly, for dataset of elements greater than 64M, the
difference in power profiles is very clear. The power profiles
illustrate that in most cases; BM consumes lower power
and keeps the GPU less busy than AQ while executing the
same workload. Using the power profiles of all 10 sets of
the 8 datasets, we obtained average peak power and aver-
age energy consumption of the algorithms. Average kernel
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FIGURE 6. AQ and BM Average Peak Power Comparison of all 8 Datasets.
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FIGURE 7. AQ and BM Average Energy Comparison of all 8 Datasets.

runtime was calculated based on timestamps and performance
states in the log files.

A comprehensive comparison of AQ and BM average peak
power, average energy and average kernel runtime for all
8 datasets (2 elements, 1M, 2M, 64M, 128M, 256M, 512M,
and 1G elements) is presented in Figure 6 to Figure 8. It is
clear that in most cases, AQ consumes more power and
energy than BM because of its higher kernel runtime. Higher
kernel runtime of AQ means that it keeps the GPU busy for
longer time than BM while sorting the same dataset. The
results reveal that energy consumption of AQ and BM is
associated with kernel runtime and the area under the power
curve of the dataset. It is interesting to notice that in some
cases, both AQ and BM have similar average peak power
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TABLE 4. AQ and BM average peak power, average energy, and average kernel runtime comparison of all 8 datasets.

Average Kernel Runtime (Seconds)

20
0 I
0--‘.'

2 2M

Elements ™ 64M 128M 256M 512M  1G

FIGURE 8. AQ and BM Average Kernel Runtime Comparison of all
8 Datasets.

consumption but there is significant difference in average
energy consumption between both the algorithms. BM seems
to provide increasingly better energy efficiency as the work-
ing set of the workload increases. More importantly, results
illustrate that in most cases, BM has a very clear advantage
over AQ in terms of peak power, energy and kernel run-
time. For instance, for a dataset of 512M elements, average
energy consumption of AQ and BM is 2311.13J and 1670.28J
respectively. This means that on average, BM has 640.85J
lower energy consumption than AQ while sorting a dataset
of 512M elements. Similarly, for a dataset of 1G elements,
average energy consumption of AQ and BM is 4402.31J
and 3172.99J respectively that means BM has an energy
advantage of 1229.32J over AQ on average while sorting a
dataset of 1G elements.

Table 4 shows all results that are presented in Figure 6 to
Figure 8. The shaded regions in Table 4 show BM advantage
over AQ in terms of average peak power, average energy, and
average kernel runtime.
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Advanced Quicksort Bitonic Mergesort Differences (BM-AQ)
Datasets
Peak P (W)[KRT (S) E(J)) |Peak P (W) KRT(S)| E(J)) |PeakP (W) KRT(S)| E(J)

2 65.54 2.57 | 166.31 65.62 2.63 | 169.90 0.08 0.06 3.59
im 65.64 2.60 | 168.86 65.75 2.36 | 154.17 0.11 -0.24 | -14.69
2M 73.61 2.39 | 156.52 68.64 4.82 | 312.03 -4.97 2.43 155.51

64M 143.80 | 5.98 | 449.50 | 137.75 4.62 | 373.82 -6.05 -1.36 | -75.68
128M 145.04 | 8.75 | 693.19 | 141.41 6.70 | 602.68 -3.63 -2.05 | -90.51
256M 14593 | 14.61 | 1211.02| 143.73 9.88 | 976.68 -2.20 -4.73 | -234.34
512M 148.10 | 26.11 | 2311.13| 144.71 | 15.00 |{1670.28| -3.39 -11.11 | -640.85
1G 148.70 | 48.35/4402.31| 14851 | 26.62 (317299, -0.19 -21.73 |-1229.32
VI. CONCLUSIONS AND FUTURE WORK
AQ and BM Kernel Runtime Comparison The major obstacle to achieve exascale performance under
50 mev a reasonable power budget is excessive power requirements.
W AQ

There is a need to explore new ways to address that power
obstacle. We suggest that exploring power and energy con-
sumption of fundamental algorithms can open new ways to
reduce the high power requirements of exascale computing.

In this research, we carried out an experimental study
to explore the power and energy efficiency of Bitonic
Mergesort (BM) and compared it with NVIDIA’s Advanced
Quicksort (AQ). We tested both the algorithms on 8 different
datasets of unsigned integer random numbers on K40 GPU
and obtained average values for peak power, energy and
kernel runtime. We found that in most cases, BM outperforms
AQ in all three metrics. Results suggest that a simple in-place
BM has tremendous energy and kernel runtime advantage,
and a reasonable peak power advantage over a highly opti-
mized Advanced Quicksort.

The results reveal that there is no significant difference in
peak power, energy and kernel runtime of both AQ and BM
while sorting lists of 2 to 1M elements. BM has significantly
lower energy consumption and kernel runtime than AQ in
case of larger datasets (greater than 2M elements) while
for smaller datasets (less than 2M elements) the difference
between both algorithms is not significant. The results also
reveal that algorithms having almost similar peak power can
have significantly different energy consumptions due to vary-
ing kernel runtimes.

Since the major obstacle to achieve exascale performance
is excessive power requirements, the power consumption
advantage of BM over AQ in particular can open new insights
for exascale research. Researchers can start rethinking funda-
mental algorithms from both power and energy perspective to
provide better recommendations for the upcoming exascale
systems.

The study also indicates that a huge power and energy
advantage can be achieved by properly investigating power
and energy consumption of fundamental algorithms.
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For future work, we plan to conduct more experiments
on BM and compare it with some data-independent sorting
algorithms using multiple architectures and programming
platforms. This will lead us to identify the underlying algo-
rithmic power and energy advantage of BM. It would also be
interesting to investigate other fundamental algorithms such
as binary search and minimal spanning tree algorithms for
power and energy efficiency. We also plan to develop some
analytical methodology for expressing power and energy
complexities of fundamental algorithms for generalization.
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