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ABSTRACT A decision map contains complete and clear information about the image to be fused, and
detecting the decision map is crucial to various image fusion issues, especially multi-focus image fusion.
Nevertheless, in an attempt to obtain an approving image fusion effect, it is necessary and always difficult
to obtain a decision map. In this paper, we address this problem with a novel image segmentation-based
multi-focus image fusion algorithm, in which the task of detecting the decision map is treated as image
segmentation between the focused and defocused regions in the source images. The proposed method
achieves segmentation through a multi-scale convolutional neural network, which performs a multi-scale
analysis on each input image to derive the respective feature maps on the region boundaries between
the focused and defocused regions. The feature maps are then inter-fused to produce a fused feature
map. Afterward, the fused map is post-processed using initial segmentation, morphological operation, and
watershed to obtain the segmentation map/decision map. We illustrate that the decision map gained from
the multi-scale convolutional neural network is trustworthy and that it can lead to high-quality fusion
results. Experimental results evidently validate that the proposed algorithm can achieve an optimum fusion
performance in light of both qualitative and quantitative evaluations.

INDEX TERMS Convolutional neural network, multi-focus image, decision map, image fusion.

I. INTRODUCTION
In digital imaging, the imaging equipment usually has diffi-
cult in shooting the target image, in which all of the objects
of the image are effectively captured in focus. Normally,
by setting an affirmative focal length for the optical lens, only
the objects in the depth of field (DOF) are clear in the pic-
ture, while other objects can be indistinct. Fortunately, multi-
focus image fusion technology has emerged to address the
above-mentioned problems by integrating significant sharp
functions from multiple images of the same scene. Over
the past several years, a variety of image fusion algorithms
have emerged. These fusion algorithms can be divided into
two categories [1]: spatial domain algorithms and transform
domain algorithms.

The image fusion algorithm based on the transform domain
usually converts the source image to another feature domain,
where the source image can be effectively fused. The most
popular transform domain fusion algorithms are founded

on multi-scale transform (MST) methods. Some represen-
tative examples include the Laplacian pyramid (LP) [2],
the morphological pyramid (MP) [3], the discrete wavelet
transform (DWT) [4] , the dual-tree complex wavelet trans-
form (DTCWT) [5] and the non-subsampled contourlet trans-
form (NSCT) [6]. These methods must go through three steps
to fuse the image in terms of, the decomposition, fusion and
reconstruction [7]. Many studies have also been conducted
while taking this approach [8]–[9], where the input image
is first transformed into a multi-resolution representation by
multi-resolution. Then, they select the different spectral infor-
mation and combine it to reconstruct the fused images.

A new transform domain fusion approach [10]–[14]
has become a compelling branch of the field. Unlike the
MST-based approach described above, these fusion algo-
rithms transform the image into a single scale feature
area through some superior signal theories, for example,
Sparse Representation (SR) and Independent Component
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Analysis (ICA). This type of approach usually uses the sliding
window method approach after the approximate translation
invariant fusion process. The most important problem with
these approaches is in exploring a valid feature domain to
obtain the focus map.

The block-based image fusion technique decomposes
the input images into blocks, for example, an interesting
block-based method based on pulse coupled neural net-
work (PCNN) is presented in [15]; then, every pair in the
block is fused first through a designed activity level mea-
surement such as sum-modified-Laplacian(SML) [16]. Obvi-
ously, the size of the block has a large impact on the fusion
results. Currently, many improved algorithms have emerged
to replace the use of an artificial fixed block size in the
previous block-based algorithms [17], [18]. For example,
there are new adaptive block-based methods [19] using a
differential evolution algorithm to obtain an optimum block
size. Using the recently introduced method based on the
quad-tree [20], [21], the input images can be adaptively
split into blocks of different sizes according to the informa-
tion in the image itself. Some spatial domain-based fusion
algorithms are founded on image segmentation and the
impact of the segmentation accuracy on the fusion quality is
critical [22], [23].

With regard to both the transform domain and spatial
domain image fusion methods, the fusion map is the cru-
cial factor. To further enhance the quality of the image
fusion, many of the recently proposed methods have become
increasingly complex. In recent years, the multi-focus image
fusion algorithm based on the spatial domain has been widely
discussed. The simplest pixel-based image fusion algorithm
directly averages the pixel values of all of the source images.
The advantages of the direct averaging method are sim-
ple and fast, but its fused images tend to produce blurring
effects, thus losing some of the original image informa-
tion. To overcome the shortcomings of the direct average
algorithm, several state-of-the-art pixel-based image fusion
algorithms have been proposed, such as guided filtering [24]
and dense SIFT [25]. Guided filtering and dense SIFT first
generate the fusion map by detecting the focused pixels
from each source image; then, based on the modified deci-
sion map, the final fused image is obtained by selecting
the pixels in the focus areas. Decision map is the focus
region detection map, in which, the white region indicates the
focus region of Source A, whereas the black region indicates
the focus region of Source B. Using the detected focused
regions as a fusion decision map to guide the multi-focus
image fusion process not only increases the robustness and
reliability of the fusion results, but also reduces the com-
plexity of the procedure. The multi-scale weighted gradient
method is to reconstruct IF by making its gradient as close

as possible to ∇
∧

I , rather than according to the decision
map [26]. Although these new algorithms can improve the
visual quality of the fused images, they can lose some of the
original image information due to inaccurate fusion decision
maps.

The multi-focus image fusion can be treated as an image
segmentation (binary classification) problem have been pro-
posed in the literatures [18], that is, the generation of decision
map in multi-focus image fusion can be treated as a binary
segmentation problem. Specifically, the role of multi-focus
image fusion rule is analogous to that of segmentation used
in general image segmentation tasks. Thus, it is feasible to
use CNN for image fusion in theory.

In this paper, we introduce convolutional neural networks.
Although convolution neural networks have been success-
fully applied in the field of face recognition, license plate
recognition [27], behaviour recognition [28], speech recog-
nition [29] and image classification [30], there are few appli-
cations for image fusion work. We solved the problem men-
tioned above with a novel image segmentation-based image
fusion method, in which the task of detecting the decision
map is treated as image segmentation between the focused
and defocused regions in the source images. The proposed
method achieves segmentation through a multi-scale convo-
lutional neural network (MSCNN), which conducts multi-
scale analysis on each input image to derive the individual
feature maps on the region boundaries between the focused
and defocused regions. Feature maps are then inter-fused to
produce a fused feature map. Additionally, the fused map
is post-processed using initial segmentation, morphological
operation and the watershed transform to obtain the seg-
mentation map/decision map. We illustrate that the decision
map obtained from the MSCNN is trustworthy and that it
can lead to high-quality fusion results. Experimental results
evidently validate that the proposed algorithm can obtain
optimum fusion performance in the light of both qualitative
and quantitative evaluations.

The remainder of this paper is organized as follows. The
related theory of the convolutional neural network (CNN)
method is introduced in Sectionćò. In Sectionćó, the pro-
posed MSCNN-based fusion method is discussed in detail.
In Section, the detailed results and discussions of the exper-
iments are presented. Finally, in Section, we conclude the
paper.

II. CONVOLUTIONAL NEURAL NETWORK
CNN is an emblematical depth learning model that attempts
to learn a hierarchical representation of an image at different
abstraction levels [31]. As shown in Fig. 1, a typical CNN is
mainly composed of an input layer, convolution layer, max-
pooling(subsampling), fully connected layer and output layer.

The input of the convolution neural network is usually
the original image X . In this paper, we use Hi to represent
the feature map of the i-th layer of the convolution neural
network (H0 = X ). Assuming thatHi is the convolution layer,
the generation process of Hi can be described as follows:

Hi = f (Hi−1 ⊗Wi + bi) (1)

where Wi is the convolutional kernel, bi is the bias. and
⊗ indicates the convolutional operation. Here, f (•) is the non-
linear ReLU activation function.
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FIGURE 1. Typical Structure of a Convolution Neural Network.

FIGURE 2. The conceptual work flow of the proposed method: T is the total number of CNN, Mc is a feature
map of the location of boundary pixels of index c (c = 1,. . . ,T), Mf is the fused feature map, and Sf is the
decision map.

The max-pooling/subsampling layer usually follows the
convolution layer; then, there is max-pooling of the feature
graph according to a certain max-pooling rule. Through the
alternation of multiple convolution and max-pooling layers,
the convolution neural network relies on a fully connected
network to classify the extracted features to obtain the proba-
bility distribution Y based on the input. The convolution neu-
ral network is essentially a mathematical model that makes
the original matrix H0 pass through multiple levels of data
transformation or dimension reduction, mapping to a new
feature expression Y .

Y (i) = P(L = li |H0; (W , b) ) (2)

The training objective of the CNN is to minimize the loss
function L(W , b) of the network. The residuals are propa-
gated backward by gradient descent, and the training param-
eters (W and b) of the individual layers of the convolution
neural network are updated layer by layer.

Wi = Wi − η
∂E(W , b)
∂Wi

(3)

bi = bi − η
∂E(W , b)
∂bi

(4)

where, E(W , b) = L(W , b) + λ
2W

TW , λ is the parameter
of weight decay, and η is the learning rate parameter used to
control the intensity of the residual back propagation.

As described above, the generation of decision map in
multi-focus image fusion can be treated as a binary segmen-
tation problem. For a pair of image patches {pA, pB} of the
same scene, our goal is to learn an CNN whose output is a

scalar ranging from 0 to 1. Specifically, when pA is focused
while pB is the defocused region, the output value should be
close to 1, and when pB is focused while pA is the defocused
region, the output value should be close to 0. That is to say,
the output value represents the focus property of the patch
pair. Therefore, the use of the CNN to fuse the image in theory
is feasible.

III. MULTI-SCALE CONVOLUTIONAL NEURAL NETWORK
A. METHOD FORMULATION
The conceptual work flow of the proposed MSCNN method
is demonstrated in Fig. 2. The schematic diagram of the pro-
posed multi-focus image fusion algorithm is shown in Fig. 3.
From Fig. 3, we can see that the proposed multi-focus image
fusion algorithm consists of four steps: MSCNN, initial seg-
mentation, morphological operation and watershed, and the
last step, fusion. In the first step, the two source images are
fed into a pretreatment training MSCNN model to produce
a feature map, and this map, includes the most focused
information from the source images. Notably, the coefficient
in the map represents the focus property of the patch that
corresponds to the two source images [37]. Through aver-
aging the overlapping patches, we obtain the feature map
of the focus map with the same size of the source image
in this paper. In the second step, the feature map is split
into a binary map with a threshold of 0.9. In the third step,
we extract and smoothen the binary segmented map with
the morphological operation and watershed to generate the
final decision map (The filter bwareaopen is employed to
remove the black area as Morphological operations, and the
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FIGURE 3. Schematic diagram of the proposed multi-focus image fusion algorithm.

FIGURE 4. The process of extracting multi-scale input patches from the input image.

threshold of the bwareaopen depends on the image size, that
is, 0.01∗IH ∗IW , where IH and IW are the length and width of
the image, respectively.). In the last step, the fused image is
obtained in the final decisionmap by the pixel-wiseweighted-
average strategy.

B. DECISION MAP OPTIMIZATION
We assume that A and B represent two original images that
are going to be fused. In this paper, if the image to be fused
is a colour image, then we transform it into the grey space
first. Through the method proposed in this paper, we obtain
the feature mapMf first, and the matrix S range is from 0 to 1.
As seen from the feature map of Fig. 3, the most focused
information of the source image is accurately detected.
Directly perceived through the senses, the value of the area
with rich details appears to be close to 1 or 0, while the plain
area tends to have its own value close to 0.5.

To obtain a more accurate decision map, the feature map
Mf must be further processed in this algorithm. The most
popular maximum strategy is used to process the feature map
Mf [38], [39]. Correspondingly, we use a fixed threshold
β = 0.9 to segment S into binary segmented map D. The
map D is given as follows:

D(x, y) =

{
1, S(x, y) > 0.9
0, otherwise

(5)

From Fig.2, it can be seen that the binary map Bm could con-
tain some misclassified pixels, and these error categories can
be easily removed through the small area clear strategy. The
fused feature map sometimes contains some very small holes.
When these holes occur, we should also use morphological
processing.

Combined with the final fusion decision map Sf, the fused
image F is obtained according to the pixel weighted average

rule, as follows:

F(x, y) = Sf (x, y)A(x, y)+ (1− Sf (x, y))B(x, y) (6)

C. MULTI-SCALE ANALYSIS
Assume that the input image is I , and let I = {p(x, y) : 1 ≤
x ≤ X , 1 ≤ y ≤ Y }, where p(x, y) is the value of a pixel at
(x, y) in the input image, I , with X × Y resolution. Assume
that a patch P(x, y) is the w × w window that surrounds the
pixel (x, y) in the input image, which is defined as

P(x, y) = {p(x − bw/2c , y− bw/2c , . . . , p(x + bw/2c y

+bw/2c)} (7)

where b•c denotes the floor operation. First, the input image
is split into a series of overlapping windows that have differ-
ent sizes of patches, like aGaussian pyramid, which is defined
as follows:

wt =

{
wb t = T
2T−t ∗ wb otherwise

(8)

where T represents the total number of CNN per channel,
T = 3 in this paper, and wt (t = 1, · · · ,T ) is the base
patch size of CNN1, CNN2, . . . , CNNT. As shown in Fig. 4,
we adjust the size of the large patches to the base patch
size (wb×wb). Fig. 4 shows the process of multi-scale patches
extracted from the input image. Since all patches of extracting
multi-scale aspects are adjusted to the same size, we use the
same CNN structure as shown in Fig. 4.

In the process of testing, the patches are extracted in a
similar method as with training and input into the CNN
to obtain a feature map Mc, as shown in Fig.2. All of the
feature mapsMc are then inter-fused to obtain a single feature
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FIGURE 5. The CNN model used in the proposed method. The source image A and B are first subjected to multi-scale extraction; then, they
are fed into the CNN method as shown in Fig. 3.

mapMf as shown in Fig. 2 , which is defined as:

Mf =

T∑
c=1

αcMc (9)

where T indicates the total number of CNNs, and αc = 1/T
is a fusion parameter. Furthermore, the fused feature map
Mf is post-processed using initial segmentation, morpholog-
ical operations and the watershed transform. Post-processing
aims to produce a segmentation map or decision map. First,
the morphological operation is applied on Mf to remove the
little black spots. Then, we use the watershed transform to
generate the final segmentation, Sf , where the watershed lines
would denote the region boundaries.

D. METHOD IMPLEMENTATION
The proposed CNN architecture in this paper is displayed
in Fig. 5 and has three convolutional layers and one
subsampling/max-pooling layer in the network.

(1) A patch of 16× 16 pixels is fed into the CNN.
(2) The first and second convolution layer in the CNN can

obtain 64 feature maps and 128 feature maps, respectively,
by a 3×3 filter, and a stride of two convolutional layers is set
to 1.

(3) The filter size is set to 2× 2, and the stride of the max-
pooling layer is set to 2, to obtain 256 feature maps.

(4) The 256 feature maps are fed into another convolution
layer to obtain 256 feature maps by a 3× 3 filter.
(5) The 256 feature maps are forwarded to be fully

connected.
(6) The output of the CNN is a 2-dimensional vector, and

the 2-dimensional vector is composed ofOa andOb in Fig. 5.
Further, a 2-way soft-max layer takes the 2-dimensional

vector as input and obtains a probability distribution Mc over
two classes [32]–34], where,Mc = eOa

/
(eOa + eOb), that is,

the processing of the soft-max layer. The base patch sizewb is
the input of the CNN and is set to 16. Because all multi-scale
patches are adjusted to the same base size, all of the CNNs
in Fig. 2 share the same structure.

The overlapping patches from the input image are extracted
with three different sizes: 16×16, 32×32, and 64×64. Then,
the two larger patches of the three different sizes, 32 × 32
and 64 × 64, are downsized to 16 × 16 through a bicubic
transformation. Therefore, the patches fed into the CNN are
of the same size but reveal different contexts. When training,
the patches are rotated at ±90◦/10◦ across the vertical and
horizontal axes. The purpose of this step is to introduce
invariance to such changes in the CNN. Through these pre-
processing steps, the patches are fed into the CNN framework
for training.

E. TRAINING
Similar to the CNN-based tasks [33], [34], the soft-max
loss function is employed as the objective of the proposed
CNN framework. In this article, stochastic gradient descent
is employed to minimize the loss function. The weight decay
and the momentum are set to 0.0005and 0.9, respectively, in
our CNN training procedure. The weights are updated using
the following rule:

vi+1 = 0.9 ∗ vi − 0.0005 ∗ θ ∗ wi − θ ∗
∂L
∂wi

(10)

where v is the momentum variable, θ is the learning rate, i
is the iteration index, L is the loss function, and ∂L

∂wi
is the

derivative of the loss function atwi. In this paper, the proposed
CNN framework use the prevalent deep learning framework
Caffe [35]. The parameters of each convolutional layer in
the CNN are initialized using the Xavier algorithm [36]. The
biases in every convolutional layer are initially set to 0. The
learning rate of all of the convolutional layers is equal and
is initialized to 0.0001. When the loss reaches a steady state,
we manually drop 10 times. Throughout the training process,
the learning rate dropped once.

To better understand theMSCNNmodel, we offer a typical
output feature map for each convolution layer. The source
images A and B shown in Fig. 6 are employed as the inputs.
The four corresponding feature maps of each convolution
layer are shown in Fig. 6. From the first convolutional layers,
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FIGURE 6. Some typical output feature maps of each convolutional layer. Here, ‘‘lay 1’’, ‘‘lay 2’’and
‘‘lay 3’’ and the fully connected layer denotes the C1, C2 and C3 convolutional layers and the fully
connected layer, respectively.
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we can see that some feature maps catch the high frequency
information of the input image as illustrated in the first
column, third column and fourth column, while the second
column is similar to the input images. This finding indicates
that the first layer cannot adequately characterize the spatial
details of the image. The feature maps obtained from the sec-
ond layers are mainly focused on the extracted spatial details,
covering different gradient directions. The output feature
maps from the third convolutional layer successfully capture
the focus information of the different source images. We can
see that the featuremap obtained by the fully connected layers
shows that the focus area has been relatively clear.

IV. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we introduce the evaluation index system and
analyse the experimental results as follows.

To verify the validity of the proposed MSCNN-based
fusion algorithm, eight pairs of multi-focus images (including
colour images and greyscale images) are used in our exper-
iments. The proposed fusion method is compared with four
state-of-the-art multi-focus image fusion methods, which are
the MWGF [26], SSDI [44], CNN [37], and DSIFT [25]. The
detailed analysis and discussions are given below.

A. COMPARISON WITH SEVERAL OTHER ALGORITHMS
We compare the validity of different fusion algorithms in
terms of the subjectivity first. For this purpose, we mainly
provide the ‘‘Lab’’ source image pair as an example to
show the difference between the different methods. Fig. 7(c)
shows the fused images obtained with several different fusion
algorithms. In each of the fused images, the area around
the boundary between the focused and defocused regions is
magnified and displayed in the lower left corner. The CNN,
MWGF and DSIFT based algorithms produce some undesir-
able artefacts in the fused image (as show in the right border
of the clock), and the artefact is particularly pronounced
for the CNN-based and MWGF-based methods. The fusion
results based on the MWGF and SSDI fusion methods are
blurred in the upper right corner of the clock.

To make a better comparison, Fig. 7(a) and (b) show the
difference image obtained by subtracting source image A
and source image B from each of the fused images, respec-
tively, and the values of each difference image in Fig. 7 are
normalized to the range of 0 to 1. The difference images
CNN (b) and DSIFT (b) displayed in Fig. 7 clearly show
that the CNN and DSIFT-based method has a partial residual
in the upper right corner. The SSID-based approach is not
sufficient in the integration of the head of the character. The
difference image displayed in Fig. 7 SSDI (b) also reveals this
limitation. According to Fig. 7 MWDF (b), one can observe
that the MWDF-based approach performs well in terms of
extraction details, except for the border area. In summary,
the fusion image obtained by the proposed method has the
highest visual quality in all five of these methods, which
can be further proved by the difference image displayed
in Fig. 7 (a) and (b).

The fused results of the ‘Temple’ image set are shown
in Fig. 8. To clearly demonstrate the details of the fused
results, partial regions of the fused results are magnified,
as shown in Fig. 9. As seen, the fusion results of each algo-
rithm can achieve the goal of the image fusion. However,
different quality fused images were produced by different
fusion algorithms, depending on the performances of the vari-
ous fusion methods. MWGF-based methods produce a fusion
image with blurring effects, such as the boundary between
the focused and defocused parts around the stone lion (see
Fig. 9 (c)). Compared with several other algorithms, we can
clearly see that the erosion in stone lion is more serious for the
boundary area obtained by the MWGF-based method. Thus,
the MWGF-based algorithm often cannot achieve the ideal
fusion image from the source image.

It can be seen from Fig. 9 (d) that there are many jagged
phenomena in the lower right corner of the boundary area.
At the same time, the fusion image on the left side of the
stone shows two black spots(see Fig. 9 (d)), which indicates
that the integration of the SSDI-based method is not suffi-
cient. Similarly, we can see from Fig. 5 (e) that the fused
image obtained by the DSIFT-based method has many jagged
phenomena in the lower right corner of the boundary region.
Fig. 9 (a) and (b) show that the fusion image of MSCNN
and CNN-based appear very good, and the boundaries shown
in Fig. 9 (a) and (b) are relatively smooth with respect to
several other methods. However, compared with Fig. 9 (b),
the contour of the boundary of Fig. 9 (a) is closer to the stone
lion.

Finally, because of the superiority of the proposed meth-
ods, MSCNN could accurately find the multi-focus boundary
between the focused and defocused parts and then obtain a
more accurate decision map from the source images than
from the other four fusion algorithms in this paper. The fusion
image of MSCNN based model shows the satisfactory visual
quality compared to several other algorithms.

B. DECISION MAP OF THE PROPOSED METHOD
Since the fused images are difficult to categorize between
good and bad, to further prove the validity of the
MSCNN model for multi-focus image fusion, we mainly
compare the decision map that is produced by a variety of
methods. According to the decision map, one can clearly see
the advantages and disadvantages of various fusion meth-
ods. The comparison results of eight pairs of input source
images are shown in Fig. 10. The ‘‘choose-max’’ strategy is
employed as the binary segmentation approach of the pro-
posed fusion algorithm to obtain a binary segmented map
from the feature map (as shown in Fig. 3) with a fixed thresh-
old. Thus, for multi-focus image fusion, the binary segmented
map/decision map can be considered to be the actual output
of our MSCNN model. From the binary segmented map of
Fig. 3, we can conclude that the gained segmented maps of
the MSCNN model are highly efficacious in that most pixels
are classified correctly, which illustrates the effectiveness of
the learned MSCNN model.
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FIGURE 7. (a) and (b) show the difference image obtained by subtracting source image A and source image B
from each fused image, respectively, and (c) shows the fused image.
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FIGURE 8. The fusion results of all of the algorithms on the ‘Temple’ image set. (a) and (b) are the source image,
(c)-(g) are the fusion results of MWGF, SSDI, CNN, DSIFT, and MSCNN; (h) clearly shows the boundary between the
focused and defocused parts overlaid on the fusion image of MSCNN.

FIGURE 9. Magnified regions contain the boundary of the fusion results of all of the algorithms on the ‘Temple’ image
set. (a)-(e) are the magnified regions extracted from the fused image through the MSCNN,CNN, MWGF, SSDI, and
DSIFT-based methods.

However, there still exist some defects in light in the binary
segmented map. First, a number of pixels are sometimes
misclassified, which leads to the emergence of holes or small

regions in the segmented maps. Therefore, we use mathe-
matical morphology to address the binary segmentation map
and to obtain the final decision map. The final decision
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FIGURE 10. The decision map obtained by MWGF, SSDI, CNN, DSIFT and MSCNN. (a) Lab. (b) Temple. (c) Seascape. (d) Book.
(e) Desk. (f) Leopard. (g) Children. (h) Flower.

maps displayed in the fifth column of Fig. 10 obtained from
the MSCNN-based methods are very precise in the bound-
ary (which has been proven to be correct in Fig. 9), which
results in higher visual quality fusion results shown in the last
column of Fig. 10.

C. OBJECTIVE CRITERIA OF THE PROPOSED METHOD
To prove the validity and practicability of the proposed
algorithm, the three indexes of mutual information MI,

QAB/F and Q(A,B,F) are used as the objective evalua-
tion index of information fusion performance [40]–[43].
Q(A,B,F) is a similarity based quality metric [45] that is
the objective evaluation index of information fusion perfor-
mance based on the structural similarity (SSIM) metric [46]
without requiring the reference image. The objective per-
formance on the fused images using the five fusion meth-
ods are listed in table 1, from which we observe that the
MSCNN-based method provides the best fusion results
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TABLE 1. Comparison of objective criteria of different methods and multi-focus images.

by considering the metrics MI and Q(A,B,F). According
to the scores of the metric QAB/F, one can observe that
the MSCNN-based method provides the satisfactory fusion
results for the ‘‘Lab’’, ‘‘Book’’ and ‘‘Leopard’’ images,
while the DSIFT outperforms the MSCNN-based method
for the ‘‘Temple’’ and ‘‘Seascape’’ images, and the CNN
outperforms the MSCNN-based method for the ‘‘Children’’
and ‘‘Flower’’ images. The above results indicate that
MSCNN-based method needs to be improved in protecting
the edge information in the fusion process, since the metric
QAB/F considers the fused image containing all the input edge
information as the ideal fusion result.

V. CONCLUSIONS
In this paper, we proposed a novel image segmentation-based
multi-focus image fusion through a multi-scale convolutional
neural network, in which the task of detecting the decision
map is treated as image segmentation between the focused
and defocused regions from the source images. The proposed
method achieves segmentation through a multi-scale convo-
lutional neural network (MSCNN), which conducts multi-
scale analysis on each input image to derive the individual
feature map on the region boundaries between the focused
and defocused regions. The feature maps are then inter-fused
to produce a fused feature map. Furthermore, the fused map

is post-processed using initial segmentation; morphological
operation and the watershed transform to obtain the seg-
mentedmap/decisionmap.We illustrate that the decisionmap
obtained from MSCNN is trustworthy and that it can lead
to high-quality fusion results. Experimental results evidently
validate that the proposed algorithm can obtain optimum
fusion performance in light of both qualitative and quanti-
tative evaluations. But the max-pooling of feature mapping
layer of traditional CNN, which is present in all modern
CNN model used for dimensionality reduction of feature
mapping, leads to the loss of information of the feature map
due to the use of downsampling. How to efficiently avoid
the loss of information may be a further development of the
MSCNN-based method.
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