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ABSTRACT Recently, the Internet of Things (IoT) has attracted the interest of network researchers all
over the world. Multimedia transmission through IoT presents an important challenge owing to nodes
diversity. In this paper, adaptive versions of the real-time transport protocol (RTP) and real-time control
protocol (RTCP), i.e., [oT-RTP and IoT-RTCP, are proposed. In these versions, the nature of IoT environ-
ments, such as transmission channels heterogeneity, sudden change in session size, and different multimedia
sources, is considered. The basic idea of the proposed adaptive versions is to divide the large multimedia
sessions into simple sessions with awareness of network status. To achieve this target, additional fields are
added to the RTP and RTCP headers. These fields work under certain conditions to decrease the network
overload. Finally, to test the performance of the proposed IoT-RTP and IoT-RTCP, a simulation environment
is constructed using the network simulation package (NS2).The results of intensive simulations proved that
the proposed adaptive versions of the multimedia protocols outperform the basic ones in terms of end-to-end

delay, delay jitter, number of receiver reports, packet loss, throughput, and energy consumption.

INDEX TERMS 10T, IoT simulation, multimedia communication, RTP/RTCP, internetworking.

I. INTRODUCTION

Nowadays, the Internet has become available everywhere and
has spread significantly faster than any other technology.
It facilitates the transmission of information in fast and safe
manner through many advanced applications. In addition,
it includes tools, machines, and software within standard
infrastructure. Everyday devices, such as appliances, lamps,
cars, and sensors, can communicate over Internet through a
unique Internet Protocol (IP) address. This concept is called
Internet of Things (IoT) [1], [2]. Development of old appli-
cations and creation of new ones can be achieved using
IoT technology. The IoT concept has applications in various
fields, and marketing is an important field that uses IoT [3].
In addition, intelligent traffic control also employs IoT for
dynamic adaption of signal time and distribution of cars on
the roads [4]. Garbage containers with ultrasonic sensors
that relay descriptive information without human intervention
also function on the IoT concept [5]. Moreover, in the near
future, IoT technology will be applied to many other fields,
such as healthcare, smart cities, security, e-learning, and

military [6]-[8]. IoT technology functions on the basis of
two main features, namely wireless sensor networks (WSNs)
and radio-frequency identification (RFID). Most IoT opera-
tions such as sensing and data collection are accomplished
using WSNs. WSNs are therefore considered to be the core
of IoT. Hence, the problems of WSNs, such as limited pro-
cessing unite, limited storage capacity, limited memory, and
short range of communication, may also represent a challenge
in IoT. In contrast, RFID is mostly used for passive functions
such as tracking and identification [9].

For multimedia communication, the ‘“‘real time” concept
suggests that the media stream should be played out as it is
received, instead of being stored in files for playback later.
In practice, the network may impose an unavoidable delay,
and the play out process should be done at the receiver
site instantaneously and synchronously. Therefore, the pri-
mary requirement is prediction of the network transit time
variation. For example, in IP telephony, the encoded voice
can be transmitted in 20 milliseconds. This means that the
voice source will transmit one packet/frame. These source
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packets should arrive at the receiver with the same spac-
ing, and the play out process should be run immediately.
Hence, transit time variations may be accommodated by a
minor increase in the buffering delay at the receiver site.
However, the receiver should be adapted to match the new
variation. Naturally,reliable delivery of multimedia streams
is desirable, but unfortunately, many multimedia applications
cannot tolerate delay due to lost packets.Accordingly, mul-
timedia protocols will alleviate the effect of delay and loss
problems. It is well known that application type, encoding
method, and loss pattern are three important factors affecting
multimedia transmission over networks. However, for IoT,
there are other factors affecting the multimedia streams, such
as diversity in bandwidth, energy consumption ratio, pas-
sive feature, and large number of users that may join and
leave multimedia session within a short time period. There-
fore, multimedia communication protocols should be pro-
posed to regulate multimedia streams transmission through
IoT environments [10].

Recently, the demand for multimedia application over
wireless networks has increased. However, wireless com-
munication, which represents the infrastructure of IoT, has
limitations in bandwidth, limit processing units, energy con-
sumption, etc. [10]. It is also well known that the load added
by multimedia streams is more than the capability of IoT
owing to the requirements of higher bandwidth, memory
space, and energy. Accordingly, direct implementation of
the current versions of RTP and RTCP over an IoT envi-
ronment will not be feasible. This is due to lack of suffi-
cient awareness about multimedia session properties such
as node power, session size, multimedia streams size, and
change in transmitted multimedia type. The main target of
this paper is to propose adaptive versions of RTP and RTCP
to transmit multimedia streams through IoT while preserving
the accepted QoS and taking into consideration the special
IoT features.

This paper is organized as follows; In Section II the prob-
lem definition of the paper is demonstrated. In Section III,
the related works are introduced. The contribution of the
paper is showed in Section IV. In Section V, IoT-RTP and
IoT-RTCP are proposed. A simple mathematical analysis is
introduced in Section VI. Simulation and evaluation of the
proposed protocols are demonstrated in Section VII. Finally,
conclusion and future work are introduced in Section VIII and
Section IX respectively.

Il. PROBLEM DEFINITION

Since multimedia communication protocols play a vital role
in satisfying the demands of IoT applications, there is a press-
ing need to upgrade the traditional real time communication
protocols. Multimedia protocols that should be extended to
be suitable for IoT environment are RTP and RTCP. One of
the main challenges in the upgradation of the multimedia
protocols is the limitations of IoT systems, which include
bottlenecks, heterogeneous environments, high rates of data
growth, high frequency of exchanges, no human intervention,
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dynamic exchange of things positions, and energy restriction
of many IoT nodes.

Ill. RELATED WORK

Several theoretical and practical research studies have
achieved multimedia transmission over different networks.
Yang Q. introduced a routing scheme to enhance the through-
put and decrease the delay for large scale networks. This
scheme was proved theoretically, but has not been veri-
fied [11]. Delgalvis I. et al. proposed a method for real-
time transmission of data through a special network. The
buffer requirements for real-time data transfer were studied.
Results indicated that the buffer size should be configured
based on the length of multimedia packet and the status
of network traffic. The drawback of this method is that
it has strict requirements for transmitting the multimedia
streams [12]. D. Francesco et al. demonstrated a storage
infrastructure data model for IoT that considered IoT prop-
erties such as node diversity as well as notable increased
number of participating devices [13]. Moreover, those results
provided adaptive models for uploading multimedia files
over IoT devices. Zhang H. et al. proposed a meta-model
for real-time exchange using peer-to-peer connections. The
warehouse meta model and Tuxedo middleware technology
were used in this model, and it showed good performance
in terms of scalability and robustness. The main drawback
of this model is its dependency on the peer-to- peer con-
cept [14]. Chilingarya S. et al. proposed a middleware to
be applied for real-time communication as well as different
data rates. This middleware is compatible with different plat-
forms and exhibits heterogeneous environment interoperabil-
ity and high performance. However, this middleware is not
adapted with IoT environment [15]. Guan H. et al. demon-
strated a real-time data model using the web service concept,
and the model components were determined and analyzed.
The disadvantage of this model was its low efficiency [16].
Zhou L. et al. introduced a model to maximize the mean
opinion score (MOS) by power adjustment for each applica-
tion. In addition, multimedia communication over IoT envi-
ronment was also considered [17]. There are many studies
related to the security of multimedia transmission through
IoT systems [18], [19]. Danilo S. et al. presented a system
of personal health devices (PHDs) based on IoT. This system
adapted the Constrained Application Protocol (CoAP) and
used it as the main model for system data exchange. More-
over, the communication method of the proposed system with
other healthcare systems was demonstrated, and the system
performance was evaluated and discussed [20]. Eleonora B.
provided an IoT survey that included various technologies,
features, applications, and scenarios of the IoT. Furthermore,
it focused on problems occurring in such IoT environments.
Open issues and research challenges in this area have also
been introduced [21]. Ibrahim M. et al. introduced a more
extended survey about IoT, Web of Things (WoT), and Social
Web of Things (SWoT). This survey comprised architecture
design, middleware, platform, system implementation, and
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applications of IoT, WoT, and SWoT. The challenges in these
types of networks were also discussed [22]. Aijaz A. et al.
studied machine-to-machine (M2M) communication from
the perspective of protocol stacks. Their study covered the
latest efforts and developments in the M2M communication
protocols. Moreover, a routing protocol, medium access con-
trol (MAC) protocol, and distributed cognitive MAC pro-
tocol were introduced for M2M networks. Their work was
evaluated in another study [23]. Pan J. et al. used the cloud
computing concept and smart-phone paradigm to construct
an JoT-based framework for energy control. The proposed
framework was also analyzed, designed, and simulated [24].
Vasileios K. et al. compared the protocols involved in com-
munication over Internet. In addition, application layer pro-
tocols for IoT were discussed. Some protocols such as IETFs
CoAP, IBMs MQTT, and HTML have been highlighted. The
suitability of these protocols for IoT in terms of energy con-
sumption, security, and reliability has also been studied [25].
Jiang W. et al. introduced the most closely related work to
this paper. They demonstrated a platform for IoT multimedia.
This study adapted UDP to work within an IoT environment.
In addition, they introduced a model for real-time exchange
over the IoT environment. The main drawback of this plat-
form is its inaccurate representation of the IoT environment.
In addition, the results did not include many important per-
formance parameters such as delay jitter. The platform only
introduced an adaptive version of UDP, and did not consider
the functions of the application layer in the multimedia com-
munication [26], [27]. Jingwu C. et al. proposed a system for
scheduling multimedia transmission over an IoT environment
under an energy constraint [28], [29]. The main drawback
of this system is absence of IoT properties such as a het-
erogeneous environment. Sheeraz et al. [30] only focused on
communication between multimedia objects and presented a
new paradigm called Internet of Multimedia Things (IoMT),
in which different multimedia things can interact and cooper-
ate with each other over the Internet. Their research discussed
challenges and requirements for this paradigm architecture,
but did not study the method for multimedia data transmission
in the IoT system. Furthermore, it did not include multimedia
transmission protocols. Pereira R. et al. tested suitability
of applying the H.264 standard of video encoding in the
IoT environment [31]. Scalable video encoders were dis-
cussed based on the special properties of IoT transmission
channels and devices that have limited capabilities and many
restrictions. Their research was concerned only with video
encoding did not include adaptation of multimedia packets’
structure and QoS parameters. The method for transmission
of these packets in the IoT environment was not discussed.
Several methodologies have been designed real-time
transmission of streams over wireless communications.
Most of these methods include coder modification through
either multi description approaches [32] or adaptation tech-
niques [33] or a combination of both [34]. Other meth-
ods used RTP and routing protocol [35]. Cross layer
approaches have also been used for real-time transmission of
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streams [36]. Furthermore, the Adaptive Multiple Description
Coding Protocol (AMDCP) has been designed for trans-
mitting video streams over the Internet by using an MDC
coder [37]. A combination of previous methodologies has
been used by many protocols such as the Multi-flow Real-
time Transport Protocol (MRTP) [38], which was designed
for ad hoc networks. MRTP uses a combination of MDC and
transport protocol techniques, and is considered a session-
oriented protocol that divides multimedia streams into flows
such that each flow is sent on a standalone path. Several
parameters are required to be determined in the connection
setup process, such as the number of flows that should be
used. Further, it generates a control report to describe the
transmission state in a statistical view. It also reorders packets
received from different flows. However, the main drawback
of this protocol is that is constructed only for ad hoc net-
works and is not suitable IoT systems owing to issues with
scalability, diversity, and no human intervention. In addition,
it is a session-oriented protocol, and this does not represent
a multimedia transmission over IoT. The energy level for
network nodes, which is a main parameter in the [oT, is not
included in this protocol. The Adaptive Multi-flow Real-time
Multimedia Transport Protocol (AdamRTP) for WSNs was
introduced [39] to modify RTP and RTCP for WSN systems.
AdamRTP alleviates the congestion and guarantees good
QoS, in addition to providing acceptable energy consumption
level, for multimedia transmission over WSN system.

IV. PAPER CONTRIBUTION

The main target of this paper is to develop two adaptive
versions of RTP and RTCP protocols to transmit multime-
dia streams over an IoT environment, while maintaining
acceptable QoS. It is well known that IoT may have limited
resources such as bandwidth and power. Hence, the proposed
versions should divide the multimedia session into small parts
such that each part can manage itself. This will help to avoid
the multimedia stream flooding problem. In addition, each
multimedia stream should be divided into number of flows
such that each flow will be defined by its small session. Then,
transmission of these multimedia flows through IoT channels
should be determined such that each flow will be sent over a
separate path. Accordingly, the phenomenon of overwhelm-
ing of intermediate nodes would be greatly reduced. More-
over, the rate of transmission in each small session should
be adapted dynamically according to the IoT system state.
To achieve all of these requirements, the proposed adaptive
versions, namely IoT-RTP and IoT-RTCP, should be aware of
the IoT system state.

V. PROPOSED IoT-RTP AND loT-RTCP

In this section, adaptive versions of RTP and RTCP, which
are referred to as IoT-RTP and IoT-RTCP, are presented.
These versions consider the current state of the multimedia
session in the IoT system, such as the number of partici-
pants, type of participants, and coding of multimedia streams.
The adaptive versions of RTP and RTCP are considered as
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FIGURE 1. 10T-RTP header.

application layer protocols with some transport layer func-
tions. Therefore, the header of these protocols should be
added to the multimedia payload after the transport and net-
work layer headers.

A. IoT-RTP

The main challenge in multimedia transmission through
IoT systems is the component diversity, which may lead to
creation of bottlenecks. These bottlenecks may affect the
transmission of multimedia flow owing to their sensitivity to
delay and loss. Furthermore, changing of multimedia coding
during transmission process is another challenge. The size of
multimedia session in the IoT systems may also be suddenly
increased or decreased as a result of fast joining or leaving of
participants. Therefore, the adaptive version of RTP should
accommodate many changes in the traditional RTP version
in order to function irrespective of the IoT environment
challenges. These changes are related to multimedia session,
energy consumption ratio for each routing path nodes, thing
type (passive or active), thing state, and multimedia stream
prioritization; see Fig. 1. The required changes are described
in the following sub-sections.

B. MULTIMEDIA SESSION

The multimedia sessions in the IoT systems differ from the
multimedia sessions in other systems, even the Internet. The
main difference is scalability, which refers to the property
that a large number of things may join the multimedia ses-
sion within short period. This means that a large number of
multimedia flows may be sent through the session. This leads
to large bandwidth requirement, which represents a challenge
owing to bandwidth limitations in many IoT sectors. The
[oT-RTP deals with the IoT multimedia session as small parts.
Hence, the multimedia session should be divided into simple
sessions. Then, these simple sessions may be divided again
to simpler sessions (if required). The multimedia streams
should be divided into flows that are further divided into small
flows (sub-flow) in case of bandwidth limitation. Each sub-
flow should be identified by integer number followed by its
original flow identifier.

C. ENERGY CONSUMPTION
Energy is the main challenge for multimedia transmission
over IoT systems. The IoT systems may comprise passive
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and active nodes. This means that the multimedia data may
be transmitted through energy-based nodes or normal nodes.
With regards to normal nodes, the energy is not an important
factor. For the energy-based nodes, IoT- RTP should be aware
of the state of these types of nodes. Therefore, a field should
be added in the IoT-RTP to record the energy level for each
node in the multimedia session. However, keeping the energy
level for each node consumes a large number of bytes in the
header, and so, two new fields should be added in the header
to handle the state of each node. The first field is used to
record the energy level for the nodes that has multimedia
stream. The second field is used to record the nodes that have
critical energy levels. First, the energy level for all nodes
is read, and then, only the critical values are saved. The
critical level of energy is determined depending on many
parameters such as node state, type, and multimedia coding.
These two fields will guarantee awareness of energy level in
the multimedia session.

D. THING TYPE

The main difference between IoT systems and other tradi-
tional systems is that the IoT systems may have passive
things. The passive things should be determined to decrease
the load on the system. This is because passive things may not
have the ability to pass or receive multimedia streams. The
IoT-RTP should have a header field to determine whether the
type of node in the multimedia session is passive or active.

E. THINGS STATE

There are three thing states: active, sleep or failed. The
[IoT-RTP header should comprise a field to determine the
current state of things provided that this thing is found in
the multimedia session. The rate of multimedia transmission
and reception may differ from an active state to a sleep state.
This will be useful to alleviate the overload problem that may
result from a large number of participants in the multimedia
session. The active state differs from the active type. Active
state means that the [oT node is in work, but the active type
means that the node infrastructure has a processing unit.

F. PRIORITY

The multimedia session in IoT systems suffers from dynamic
scalability, which leads to multiple problems such as delay
and loss. Further, an increase in the number of multimedia
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participants leads to an increase in multimedia transmission,
which in turn leads to congestion and many unstable states
in the multimedia session. Therefore, in the case of a large
multimedia session, the multimedia streams should be prior-
itized. The prioritization process should be achieved based
on many parameters, such as size, importance, and coding.
The technique reported in [40] can be used to achieve the
prioritization process.

o V is the version of IoT-RTP. The size of this field
is 3 bits.

e PTis the payload type of IoT-RTP. The size of this field
is 7 bits.

o Session ID is the identifier of multimedia session
in IoT-RTP. The size of this field is 10 bits.

e Sub-ID is the sub-session identifier. The size of this field
is 3 bits.

o Sub- Sub-ID is the sub-sub-session identifier (the second
level of session division). This field size is 3 bits.

e Flow ID is the flow number in the transmitted multime-
dia. This field size is 3 bits.

o Sub-FID is the Sub-flow number in the transmitted flow.
The size of this field is 2 bits.

o Sub-Sub-FID is the Sub-Sub-flow number in the trans-
mitted Sub-flow. This field size is 2 bits.

e Node Counter is the number of nodes that are used to
receive and transmit the multimedia flows from source
to destination. The size of this field is 30 bits.

o Thing Type determines if the IoT node is active or pas-
sive. The size of this field is 2 bits.

o Normal Energy Level contains the energy level for nor-
mal nodes. The size of this field is 16 bits.

o Critical Energy Level contains the energy levels for the
critical energy nodes. The size of this field is 16 bits.

o Thing State represents the state of each IoT node: active,
sleep, or failed. The size of this field is 2 bits.

e Priority determines the importance of each multimedia
stream. The size of this field is 2 bits.

o The time stamp and extended sequence number are
described in the literature [39].

It should be noted that there are many additional fields in
the IoT-RTP. These additional bits may represent an overload
of the proposed IoT-RTP version and may affect the trans-
mission of multimedia streams through the IoT environment.
To solve this problem, the additional IoT-RTP fields should
be sensitive to the IoT system status. In case of stability
in the IoT system, the fields will be not activated, but in
case of IoT system starvation, these additional fields should
be reactivated gradually to describe the actual states of the
IoT system, multimedia session, and things. In addition,
the size of additional fields is taken from old files bits. So,
there are additional fields are added in the IoT-RTP.

G. ADAPTATION STRATEGY

RTP requires several changes in order to be compatible with
the IoT environment. As stated above, the multimedia ses-
sion should be divided into simple sessions. If any simple
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multimedia session is still too large to service, it should be
further divided into more simple sessions. The division pro-
cess continues until the network resources are sufficient for
the resulted simpler session. The session id, simple session
id, and simpler session id are saved in the IoT-RTP. The
[IoT-RTP permits for only three division levels in the multi-
media session. In the future, additional division levels may be
considered. By using the same idea, the multimedia streams
are divided into simpler streams. Similarly, the IoT-RTP
also permits for multimedia flows to be divided two times
and saves the resulting sub-flow ID. In case of problems
with the size of multimedia sessions or a large number of
flows, the simpler sessions (sub-sessions) should decrease
sending multimedia streams until the IoT system returns to
the normal state. The node counter is used to determine the
number of nodes that the multimedia data will visit through
its trip. A large number of nodes indicates that the multi-
media streams may face more diversity in the nodes, which
means that the [oT-RTP additional fields may be reactivated.
The thing type field is used to determine if the node is
active or passive. This is useful for accurate determination of
multimedia size that may be transmitted in a specific session.
This is because the passive nodes send restricted small sizes
of multimedia streams and mostly do not receive multimedia
streams. The energy level should be saved for each node
that may be involved in the multimedia trip. There are two
types of energy levels, namely critical and normal. The nor-
mal energy level determines the energy value for nodes that
have sufficient power to achieve their functions within a
specific period, which is determined by IoT administrative
application. The critical energy level field determines the
energy value for the nodes that have low energy and may be
excluded from the routing path. The thing state field is used
to determine if the node is in active, sleep, or failed state.
The priority field is used to arrange the importance of each
multimedia flow. When the IoT system is in the stable state,
all multimedia flows will have the same priority. However,
when the IoT system is in starvation, the priority field will
be activated to decrease the number of flows that can be
transmitted through the IoT system, see Fig. 2. Also, see
[IoT-RTP descriptive algorithm for more clarification.

H. IoT-RTCP

The adaptive version of RTCP also considers the state of the
IoT system with regards to the transmission of multimedia
streams. In addition, its reports collect information about
things that may be found in the IoT systems and that may
differ from other systems. This version also considers the
type of nodes (active or passive). The specs of each thing
in the IoT system, such as processing, memory and energy,
should be considered. Moreover, different multimedia cod-
ing should be considered. Minimization of RTCP reports
without affecting the multimedia transmission through
IoT systems is an important target in IoT-RTCP, espe-
cially in case of network starvation. To achieve this target,
prioritization of control reports should be applied. In the
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FIGURE 2. General view of the multimedia session in 10T-RTP.

Algorithm 1 IoT-RTP descriptive algorithm.
N is the number of users in the multimedia session
M is the number of sub-sessions
L is the number of sub-sub sessions
D is the network capacity
Dy is the network capacity after session division.
Vis k/he number of sub-flows.
IF (Y si <=D)

i=1

normalstate
Else
ForI=1toM
Begin
N/M
IF( Z S <= DM)
no?rlnalstaw
Else
Fi= sV
N/M
IF (). Fi <= Dy)
nol;liaalstate
Else
Forj=1to4
Fjj should be tranmitted
End

End of Algorithm

traditional RTCP, there are two main types of reports, namely
sender report (SR) and receiver report (RR). SR comprises
many variables such as the number of transmitted pack-
ets within a period, Network Time Protocol (NTP) times-
tamps (NTPTs), and synchronization sources (SSRCs) [41].
RR comprises many fields such as fraction lost (FL), esti-
mated number of packets expected (NPE), and inter-arrival
jitter [41]. In IoT-RTCP, SR and RR should be upgraded by
adding many fields to gather specific information about the
IoT system. In addition, these reports should be transmitted
under restricted conditions so as to minimize the overloading
of the additional fields. As stated above in the basic idea
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of IoT-RTP, IoT-RTCP also divides the multimedia session
into a group of simple sessions. Each session has a manager
that is selected using the mechanism reported in [42]. The
division of multimedia session processes should be restricted
with session size. If the multimedia session size is larger than
a predetermined threshold, the division should be executed
until the simple session reaches a normal size (i.e., the size
at which the IoT resources can service the session nodes in a
safe manner). However, in the case of a normal multimedia
session, the division process will be neglected. The threshold
and normal sizes are described in the simulation section. The
changes that should be applied in the SR and RR are described
below.

I. SR UPGRADES

There are five fields that should be added to the header
of SR reports. These fields are sender type, sender mode
counter, sender energy level, sender state, and sender trans-
mission rate. These fields are stated in Fig. 3 and described
below.

o Sender type field determines if the thing is active or pas-
sive. Active thing means that it contains a processing
unit and memory. Active things may send multimedia
streams without restriction, but the passive things need
interaction from an active thing to send multimedia
streams. For example, suppose RFID is attached to a
passive thing, such as trashcan. The trashcan may send
its information to a predetermined user after interac-
tion with a sensor that receives an order autonomously
from the IoT application manager. The size of this field
is 3 bits.

o Sender mode counter field determines how many times
the sender was in the active mode; in addition to how
many times the sender was in the sleep mode. The size
of this field is 3 bits.

o Sender energy level field determines the energy value
of the sender within a specified interval. Energy is an
important metric in the IoT system. Therefore, retaining
of the energy value for each node helps in computing the
consumption of energy required to send a specific type
of multimedia coding. The size of this field is 8 bits.

o Sender state field determines if the sender can receive
multimedia streams (only sender or sender/receiver).
Each node in the IoT system may be sender,
receiver, or both. Determining each node’s status gives
an opportunity to decrease the number of transmitted
multimedia streams in the case of network starvation.
This is because the prioritization process will consider
this field to arrange multimedia streams from the most
to least importance. The size of this field is 3 bits.

o Sender transmission rate field determines the number
of times that the sender uses the multimedia session.
This helps in determining the importance of that sender
in the multimedia session (i.e., more sending means
more importance and vice versa). The size of this field
is 6 bits.
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Average Energy g
Extended highest sequence number S
Estimate inter-arrival time jitter
Session ID | No. of sub-Sessions Flow ID No. of sub-Flows
Fraction Lost | Cumulative number of lost packets No. of Passive Things No. of Active Things :
Average Energy g
Extended highest sequence number 2
Estimate inter-arrival time jitter
Block n for sub-flow n

FIGURE 4. RR header in 1oT-RCTP.

J. RR UPGRADES

Six fields should be added to the header of RR reports.
These fields are session ID, number of sub-sessions, flow ID,
number of sub-flows, number of active things, and number of
passive things. These fields are stated in Fig. 4 and described
below.

o Session ID field determines the session identifier in the
case of original and divided sessions. This field should
therefore be divided into three levels: session ID, sub-
session ID, and sub-sub-session ID. For decreasing the
used header bits, the last two sub fields should remain
in passive state until the division process activated.The
size of this field is 10 bits.

o Number of sub-sessions field determines the final num-
ber of small sessions resulting from the division process.
The size of this field is bits.

o Flow ID field determines the flow identifier in the case of
a normal multimedia stream. This field should therefore
be divided into three levels: flow ID, sub-flow ID, and
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sub-sub-flow ID. For decreasing the used header bits,
the last two sub fields should be activated after the
division process occurs.The size of this field is 4 bits.
This filed may be used only for cumulative RR report.

o Number of sub-flow field determines the number of
flows after the flow division process. The size of this
field is bits.

o Number of active things field determines the number of
active things in the multimedia session. Using this num-
ber may provide an accurate expectation of the number
of multimedia flows that will be transmitted in the near
future. The size of this field is 6 bits.

o Number of passive things field determines the number
of passive things in the multimedia session. Decreasing
this number may help in acceleration of the transmission
process. The size of this field is 6 bits.

K. ADAPTATION STRATEGY
The adaptive strategy of IoT-RTCP is based on two factors.
The first factor is the decrease in the number of bits that
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FIGURE 5. 10T-RTCP idea.

may be used in SR and RR headers. The second factor is
the collection of the most required information about the IoT
multimedia session that enables fast and accurate reaction
against the transmission problems. Decreasing the RR bits
comprises two mechanisms. The first one is a decrease in
the number of bits in the RR header. The second mecha-
nism is a decrease in the number of RRs that may be sent
through the IoT system within a predetermined period; see
Fig. 5. To decrease the RR header bits, the state of the net-
work should be considered. To determine the network state,
many metrics such as congestion, delay, and loss should be
periodically evaluated. If the IoT metrics are in a normal
state, the additional SR and RR fields will not be activated.
However, in the case of a decrease in the value of the perfor-
mance metrics, the fields will be transformed to the active
state to generate real-time feedback about the IoT system.
With regards to the second mechanism, the number of RRs
transmitted can be decreased by increasing the interval in
which the RRs should be sent. This interval is determined
depending on the network state and the importance of RR
that should be sent in this interval. The RTCP header should
be changed in order to gather the most important data about
the multimedia session. For simplicity, the additional fields in
the header should not consume additional bits. To achieve this
target, many of the old fields in the RTCP header are further
divided into several fields to acquire the traditional required
information in addition to the urgent information required
from the IoT multimedia session.

Another aspect of the IoT-RTCP is the abstraction of
RR reports. This is achieved by collecting multiple RRs in
one RR; see Fig. 6. As stated above, the multimedia session
is divided into simple sessions. Therefore, there are three
types of RTCP agents: simple, middle, and master. The simple
agent is responsible for feedback extraction from a small
multimedia session. The middle agent is responsible for gath-
ering the feedback from simple agents. The master agent
is responsible for gathering feedback from middle agents.
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Level 2: Simple RTCP agent that collects RRs in a simple multimedia session. This agent is found in each simple multimedia session
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multimedia session

FIGURE 6. General view of 10T-RTCP.

Each RTCP agent filters the feedback information to decrease
the RR overhead. In the filtering process, each RTCP agent
saves urgent data and neglects trivial data. The urgent data
is determined by the IoT system administrator and can be
changed periodically. The filtering process can be achieved
using the technique reported in [43]. Number of levels in
the IoT-RTCP can be changed depending on the multimedia
session size. Therefore, if the number of users in the session
decreases, the levels of [oT-RTCP agents may be decreased
and vice versa. Collecting and merging of RR reports into one
report can be achieved using the technique reported in [44].
See [oT-RTCP Descriptive Algorithm for more clarification

Important note: It’s notable that there is a redundancy
in some fields between IoT-RTP and IoT-RTCP. To clar-
ify this point, the redundant SR fields, sender type and
sender energy level, should be neglected in [oT-RTP for the
senders of multimedia streams. In addition, the redundant
RR fields, which found in the IoT-RTP header, are required
in the merging of RRs in one general RR report. But, if the
IoT system is starved, the fields in IoT-RTP, which cause
redundancy, should not be activated until the network status
is changed. This is due to sending of the IoT-RTCP reports
can be controlled more than the IoT-RTP message which
positively affect the control bits (i.e. the interval between
RR transmissions can be increased in case of IoT system
starvation which decreases the load of 10T control bits by
decreasing of transmitted RRs number).

VI. MATHEMATICAL ANALYSIS

As stated above that the basic idea of the two adaptive
protocols, IoT-RTP and IoT-RTCP, is division of big size
multimedia session into small size sessions. In addition, this
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Algorithm 2 IoT-RTCP descriptive algorithm.
PT: Predetermined time period in which RR should be sent.
Z: Upper level of multimedia session division.
M: Middle level of multimedia session division.
N: Lower level of multimedia session division.
ED: End-to-End Delay.
PL: Packet Loss.
JD: Delay Jitter.
RR: Receiver Report.

If T<PT
Begin
ForH=1toZ
Begin
ForJ=1toM
Begin
ForI=1toN
Begin
IF (ED, PL, JD, are normal
values)
Begin
Additional fields of
IoT-RTCP are stopped
Send RR
RRj; = RRj 4+ RR;
End
Else

Begin
Increase PT value
Reactivate the additional
fields of IoT-RTCP
Send RR
RR; = RRj + RRg
End

End

RRy = RRy + RRy
End
RRz = RRz + RRy
End
End of Algorithm

division process be continues until the available services in
the IoT network can cover the need of multimedia streams
for safe transmission. Many factors such as load balance, dis-
tances between nodes, and similarity of nodes are considered
in the division process. Similarity between nodes is defined as
follows; the nodes, which send the same type of multimedia
streams at the same rate form adjacent places through analo-
gous channels, are called similar. Also, the division process
comprises the multimedia stream. But, the idea of multimedia
streams’ division is travail and can be accomplished using the
same method of the fragmentation process. So, the division of
multimedia session is a real challenge and must be mathemat-
ically analyzed as an optimized problem.

In this simple mathematical analysis, three main topics
are covered. These topics are stated as follows: update the
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centroid of each output cluster, the probability of node(s) to be
outside of any cluster, and the calculation of distance between
nodes as it is considered the basic parameter of the division
process.

A. UPDATING OF CLUSTER CONSIDERED

The start point in the division process (cluster formulation)
is to find the centroid of each cluster. Suppose that B clus-
ters Ci, Cp, C3, ..., Cg have centroids ry, 12, 13, ..., rg.
The k-means [45] is used to reassign the centroids for the
new clusters. The k-means objective function is stated in
equation 1

FlrnG) =3 3 [wi=nl 0

Jj=1yi€C;

The centroid r; can be updated for C; cluster using
equation 2.

1
= Te >y &)

yieCj
The distances between nodes and their centroid are calculated
using Euclidean distance [46] in equation 3.

Z
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Where z is the number of nodes in the cluster and
(vi—yj) - (vi — yj) is a dot product of vectors y; and y;. So, y;
ve—rila < v = nl3v

node becomes inside cluster C; if

t#L

As stated above that continuous updating of centroid node
of each cluster should be considered especially for new gener-
ated ones. Suppose that 7; is the new centroid of a new cluster
C;. After the division process, the distance between nodes
and the new centroid will be decreased. Hence, the objective
function should be minimized, see equation 4.
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B. PROBABILITY OF MULTIMEDIA NODE

TO BE OUTSIDE OF ANY CLUSTER

In this mathematical analysis hierarchical clustering [46] is
used to build a tree in which each partition is defined by its
predecessor. Suppose that a number of multimedia nodes are
distributed in the IoT environment and construct multimedia
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TABLE 1. Sample of methodologies to measure the distances between nodes internally in one cluster.

Methods Single-Linkage Un-Weighted average Median Group Average Centroid
o 0.5 0.5 0.5 ei/( e+ ) ei/( e+ )
o, -0.5 0.5 0.5 ej/( e+ €) ej/( e+ €)
B 0 0 -0.25 0 eiej/( e )’
Y 0.5 0 0 0 0

session. The division process will divide this session into two
sessions. The division process starts when find a dissimilarity
of nodes after test the distance metric. The size of each output
cluster should be re-calculated and the division process will
be continued until the multimedia streams find their require-
ments or each cluster comprises only one node. Join of new
nodes to multimedia clusters are achieved based on similarity
factor.

Let Y = {y1, ¥2,¥3,...,y4} are the set of nodes in the
multimedia sessions. To define how the partition process
will be accomplished, the clustering methodology will be
applied. Hence, the nodes set will be divided into B clusters
such that each cluster contains similar nodes. The similarity
of nodes based on nature, specs, multimedia streams types,
transmission rate, and node type (active or passive). As stated
above, these parameters are considered a second category and
come after the distance between nodes which is considered as
a first category. A multimedia session, M (B), will be divided

into a set of clusters equals B {Cy, C3, C3,...,Cp},0<B <
A, see equations 5 and 6.
B
Uc=r. ¢=#o ©)
i=1
CNC =0, i#j (6)

The objective function, which determines if a set of users
can be out of clusters after division process, is stated in
equation 7.

B
9 (Y, B)|—SA=—'Z 1)31( )f‘ ™
=0

Where ¢ (X, B) defines the probability of one node is out of
the set of all possible output clusters.

C. DIFFERENT ESTIMATIONS OF DISTANCE BETWEEN
MULTIMEDIA NODES

As stated above that the distance is the basic factor in
the division of multimedia session. So, the distance should
be tested internally between nodes. Generally, the nodes
Yhs Vk» Ye,-..and y; are supposed to be in a cluster. Hence,
to divide these nodes into many clusters, the distances
between these nodes are calculated using equation 7.

DGn, y1) = axDQx, y1) + aeDe, y1) + BxD Wk, Ye)
+7 1D 3k, y1) —=D(ye, y1) ®)
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Where oy, ae, 8, and y should take many values to determine
all of the distances between nodes in a small cluster. So,
ifox = ae = 1/2, 8 = 0, and y = —1/2, the distance in
one cluster is calculated using equations 9 and 10. Also there
are many methods to measure the distance between the nodes
in the IoT system. These methods are stated in table 1.

D(xp, x) = 1/2(D(xg, x1) + 0teD (xe, x7))
—1/2|D (xk, x;) —D(xe, x7)| 9
D(xp, x1) = min(D(xg, x1) + oteD (xe, X)) (10)

VII. SIMULATION AND EVALUATION

In this section, the simulation setup that defines the IoT
environment and that is used to test [oT-RTP and IoT-RTCP
is proposed. In addition, the simulation results are shown and
discussed.

A. SIMULATION SETUP

Simulation of the homogeneous environment of IoT is a chal-
lenge, as it comprises wireless things, wired things, and other
passive things such as every day tools and devices. Therefore,
in this paper, an efficient media-aware simulation frame-
work is proposed to facilitate various multimedia streams
to be transmitted over IoT environment. In the framework,
diversity of multimedia traffic and things are considered.
Moreover, in the designed simulation framework, a tradeoff
between the IoT system flexibility, efficiency, and scalability
are considered. In addition, increasing the number of nodes
in the IoT system increases the interaction between these
nodes, which leads to an increase in the size of multimedia
transmission. Furthermore, an increase in the multimedia
size should affect the services introduced by the IoT system
resources. To create the simulation framework, the network
simulation package NS2 is used to construct experiments
that measure the performance of the proposed IoT-RTP and
IoT-RTCP. NS2 is a widely used simulation tool for differ-
ent networks such as WSN and RFID [47]. The simulation
framework comprises three different networks, namely WSN,
RFID, and mobile ad hoc networks (MAN). Internet is used
as a communication medium between the three simulated
networks. These types of networks are selected to provide
flexibility, scalability, dynamism, and diversity that repre-
sent the main concept of an IoT environment. In addition,
the behavior of these networks nodes changes periodically,
which makes the simulation framework a mirror to the IoT
system. Furthermore, these networks contain active nodes
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such as PCs, mobiles, routers, and sensors. Active nodes are
found in WSN and MAN. In addition, passive nodes such
as doors, chairs, and widows are found in RFID network.
Moreover, these networks contain a large number of nodes
that require the simulation framework to be extended rapidly,
which is also most an important feature of an [oT system. The
simulation starts with middle number of nodes, and the size
of the IoT system is dynamically increased and decreased.
To our knowledge, there are no previous researches or trials
that aim to develop protocols for transmission of multimedia
streams through IoT environments. So, the simulation results
are compared with those from traditional RTP [48]. In this
simulation, the methodology reported in [49] is used as a
routing algorithm for multimedia flows. The topology of
the IoT system is dynamically generated by NS2. In this
simulation, the created nodes are uniformly distributed. The
distance between nodes in one simulated network, in addition
to the distance between each network and its neighbors,
is determined randomly. The coverage area of the simulated
networks is determined between the lower and upper limits
by using a seed value that is changed dynamically during
the simulation time period. The gaps between networks are
changed depending on each network size. Hence, the inter-
sections between networks are related to the gaps between
networks. [oT systems should function without human inter-
vention. To simulation this technical point, a table that con-
tains a group of instructions is constructed and saved in each
network server. These instructions are concerned with a group
of events such that one or more instruction is mapped to one
event. In the case of event occurrence, the instruction(s) will
be executed automatically. The simulation events are stored
in another table and also stored in the network server. The
instructions and events are dynamically changed [50].

The simulation of WSN includes a number of sensors that
are distributed randomly in a square area. For diversity, there
are different transmission ranges of sensors. Each sensor has
horizontal and vertical coordinates with values between zero
and the maximum of its network coverage area. The sensors
are arranged in a hierarchal view such that there is a sink
for each group of sensors and there is a sink for each group
of sinks. The simulation starts with three hierarchal levels.
Each sink node is located at the center of its sensors. The
energy consumption for each sensor is an important feature
in WSN. Hence, our simulation framework should determine
the energy level for each sensor and scale the consumption
percentage depending on three factors, namely sensing, pro-
cessing, and transmission of environmental data [51]. The
simulation of RFID networks involves readers, tags, sites,
and applications. In this simulation, sites and applications are
represented by a strategy that is used to access [oT things
with tags and readers. The management of simulated RFID is
supposed to be central and performed remotely. In addition,
the RFID network is extended in every simulation by a prede-
termined time to recover more geographical areas. The RFID
function can be described briefly as follows: First, the RFID
reader gathers information about its nodes and then sends it
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to the controller of network reader using one or more wire-
less access points. Then, these collected data are sent to the
storage center that is related to a specific enterprise in the [oT
system. Moreover, the reader controllers of RFID manage the
whole network. Large data storage and node dynamic loca-
tions are considered to be the most important factor in RFID
simulation. MAN networks are simulated in a square area.
These network nodes are classified into two types: clients and
servers. The sources of anycast requests are clients. Clients
also act as intermediate nodes that transmit requests. The
servers generate the replies through the unicast technique.
The number of clients and servers is determined randomly
and changed within the simulation time. Thus, one network
server can receive and handle multiple anycast requests. The
position of each node in the network is determined using uni-
form probability distribution. The mobility model reported
in [52] is applied in the proposed simulation model to deter-
mine each node’s speed and direction. As stated above, the
transmission medium for the three simulated networks is the
Internet. To complete the proposed simulation framework,
Internet simulation should be performed. The Internet is rep-
resented as a collection of nodes. Each node has its own
variables, structures and protocols. In addition, messages are
transmitted between nodes using unicast, multicast, or broad-
cast techniques. Simulated events in the Internet are created
and synchronized using a timer. The creation, transmission,
and processing of Internet messages are handled using built-
in functions that are stored in one library in the simula-
tion package. The proposed Internet simulation consists of
three main properties, namely model decomposition or par-
titioning, efficient synchronization, and efficient process-to-
processor mappings. These properties reduce communication
overheads and achieve load balance between the nodes. The
bandwidth of the Internet is a random value between 1 Mbps
and 10 Mbps. The queuing system used in the Internet simula-
tion is first in, first out (FIFO). The transport layer protocol is
TCP and is changed to UDP in the case of network starvation
and an increase in the transmitted multimedia streams over
the predetermined threshold. The Internet simulation contains
100 routers and 20 servers with a random buffer size, between
50 kb and 2000 kb. General architecture of the proposed
simulation model is shown in Fig. 7.

The simulation parameters for WSN are stated as fol-
lows; frequency equals 2400 MHz, transmission data rate
equals 200 kb/s, RF power equals —10 dBm, receive sensi-
tivity equals —94 dBm, current drain in transmission mode
equals 11 mA, current drain in receiving mode equals
19.7 mA, battery 1250 mAH, number of sensors equals 1300,
and coverage area equals 2000 m x 2000 m.

The simulation parameters for MAN are stated as fol-
low; size of packet equals 1Mb, network area equals
2500 m x 2500 m, number of nodes equals 500, total number
of requests 20000, interval between requests transmission
equals 500 ms, TTL is random value between 4 ms and 7 ms,
link availability is between 0 and 1, maximum transmission
distance is from 30 to 210 m, maximum node speed is
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FIGURE 7. General architecture of the proposed simulation model.

from 30 Km/h to 60 Km/h, and changing direction probability
equals zero.

The simulation parameters for RFID are stated as follows;
data channel frequency equals 915 mhz, control channel
frequency equals 930 mhz, no inter-channel interference,
no fading, SNR based signal reception equals 10, data rate
equals 2 Mbps, radio RX sensitivity equals —91 dBm,
RX threshold equals —81 dBm, transmission power of the
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RFID equals —45 dBm, reading range equals 1.62 m, sensing
range equals 5.4 m, Interference range equals 7.1 m, and
number of nodes equals 1000.

Within the IoT concept, this simulation contains two
types of things, passive and active. The passive things are
found in the RFID networks connected to the Internet using
RFID tags. The active things may be found in one or more
simulated networks, even in the RFID network. These active
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things send or receive multimedia streams internally through
their networks or externally through the Internet. The multi-
media streams that are sent or received in this simulation are
video, audio, and images. MPEG-4 is the compression coding
standard for video. For audio, PCM is used as a compression
coding standard. The images are transmitted in JPG format.
The traditional RTP and RTCP are compared to IoT-RTP and
TIoT-RTCP. The traditional RTP and RTCP simulation models
are found in [45]. Packet loss, delay jitter, system throughput,
and the number of multimedia packets sent and received are
used as the performance metrics. The simulation is run for
1000 min. In addition, on average, ten simulation attempts
are extracted to obtain accurate results.

For multimedia session properties in the simulation frame-
work, the number of created sessions is dynamically changed
within a range of 5 to 10. In the case of a small number
of participants in a multimedia session, this session may be
neglected and its participants will be distributed among other
sessions depending on the distances between each participant
and its near session. The number of participants in each is
also dynamically changed within a range of 10 to 500. The
division process occurred on two levels. At the start of the
simulation, the participants of the original session are equally
distributed among simple sessions. After that, for accuracy,
the number of participants may be dynamically changed from
the simple session to others.

B. RESULTS AND DISCUSSION

The performance metrics measured in the simulation exper-
iments are end-to-end delay, delay jitter, number of RRs,
packet loss, throughput, and energy consumption ratio. The
results of these performance metrics are extracted from five
simulation trails. Then, the average of the extracted results is
calculated for each metric. Below, the results of the perfor-
mance metrics are presented and discussed.

The end-to-end delay is one of the most important metrics
to determine the effectiveness of IoT-RTP and IoT-RTCP
for multimedia transmission through an IoT environment.
The end-to-end delay is defined as the consumed time for
transmission of multimedia packets from the source to the
destination. Fig. 8 illustrates the results of a comparison
between the proposed adaptive versions IoT-RTP and IoT-
RTCP and traditional ones RTP and RTCP, in terms of their
end-to-end delay. The x-axis represents the simulation time
and the y-axis represents the average end-to-end delay. In the
end-to-end delay measurements, the multimedia streams are
generated from many hosts in the IoT environment and trans-
mitted through intermediate nodes using wired and wireless
channels. Owing to heterogeneous nodes, there are irregular-
ities in the plots of end-to-end delay. In addition, the band-
width may be limited, shared, and unpredictable in many parts
of IoT system, which leads to instability of the end-to-end
delay values. Nevertheless, most of end-to-end delay values
for the proposed IoT protocols are lower than those for the
traditional RTP and RTCP protocols. This is attributable to
the awareness of each IoT system state and nodes. [oT-RTP
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and IoT-RTCP comprise fields that have information about
the state of network, which enables multimedia streams to
change their routing in the case a problem occurs. Further,
in the proposed adaptive versions, the decrease or increase in
the number of header bits is achieved dynamically depending
on the network state. As seen in Fig. 8, there are high end-
to-end delay values even for adaptive versions at simulation
time points 4, 24, and 52 or for the traditional versions at
simulation time points 5, 50, and 61. This is explained by
the sudden increase in the transmitted multimedia streams
resulting from the large number of multimedia session par-
ticipants. This affects the transmission process and causes a
notable increase in the end-to-end delay. Otherwise, the end-
to-end delay for most (approximately 80%) of the simulation
time points is normal for IoT-RTP and IoT-RTCP. Thus,
the adaptive versions exhibit a better end-to-end delay than
the traditional ones.

End-to-end delay
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FIGURE 8. End-to-end delay for adaptive versions, IoT-RTP and 1o0T-RTCP,
and traditional versions, RTP and RTCP.

The delay jitter is also an important metric to test the
performance of IoT-RTP and IoT-RTCP. The delay jitter is
defined as the variations in delay. This metric is scaled from
point to point over time. Wide variations in the transmission
delay may affect the quality of video multimedia streams.
There is a relationship between the delay jitter and the jitter
buffer; more jitter buffer indicates a reduction in the delay’s
jitter effect on the network. Measurement of the delay jit-
ter is important because of variations in the buffer size in
the IoT system infrastructure. Fig. 9 shows the results of
delay jitter for the adaptive versions and traditional ones. The
x-axis represents the simulation time and y-axis represents
the average delay jitter. [OT-RTP/RTCP has less delay jitter
compared to traditional RTP/RTCP. This is explained by
existence of passive nodes in the multimedia stream’s routing
path, which require recalculations during the transmission
process. Moreover, the active nodes that have insufficient
buffer are flagged, and in most cases, they are neglected in the
case they have sufficient buffer. The results of the delay jitter
include two averages. The first average is calculated every
10 simulation min. The second average is calculated every
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FIGURE 9. Delay jitter for adaptive versions, 10T-RTP and 10T-RTCP, and
traditional versions, RTP and RTCP.

5 simulation trails. There are notable irregularities in
the curve plots, which can be explained by the sudden
increase or decrease in multimedia transmission. Further-
more, construction and redefinition of multimedia session
clusters may affect the transmission process. For IoT-RTP
and IoT-RTCP, the average delay jitter values are in range
of 0.005 to 0.024, which are acceptable values for transmis-
sion of multimedia streams through an IoT environment. For
the traditional versions of RTP and RTCP, the average delay
jitter values are in the range of 0.011 to 0.039.

To determine the effect of the newly added fields on
the multimedia transmission through the IoT environment,
the number of RRs within a time period should be measured.
The number of RRs describes the overhead that may be added
from IoT-RTP and IoT-RTCP. Fig. 10 shows the number
of RRs for adaptive versions and traditional versions.The
x-axis represents the simulation time and the y-axis repre-
sents the number of RRs. The results prove that the number
of RRs for IoT-RTP and IoT-RTCP is lower than that for
the traditional RTP and RTCP. This is attributable to the
IoT-RTP/RTCP flexibility. The adaptive versions decreased
their reports dynamically in the case of bandwidth starvation
to permit for the multimedia streams to be transmitted without
problems. The interruptions in the traditional version plot
result from unpredictable events that may occur within the
IoT multimedia session, such as bottlenecks, passive things,
and nodes diversity. For the adaptive versions, the number
of RRs is in the range of 88 to 190, whereas for traditional
versions, the number of RRs is in the range of 88 to 280.
In addition, the adaptive version plot is almost stable.

The packet loss metric is used to test whether the addi-
tional fields of the adapted versions represent an overhead in
the IoT system (i.e., higher packet loss ratio means higher
IoT-RTP/RTCP overhead and vice versa). The packet loss
ratio is calculated by dividing the number of packets that
reach destinations by the number of sent packets within a
time period.Fig. 11 illustrates the packet loss ratio for the
adaptive versions and traditional ones. The x-axis represents
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FIGURE 10. Number of RRs for adaptive versions, 10T-RTP and 1oT-RTCP,
and traditional versions, RTP and RTCP.
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FIGURE 11. Packet loss for adaptive versions, 1oT-RTP and 10T-RTCP, and
traditional versions, RTP and RTCP.
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FIGURE 12. Throughput of adaptive versions, 10T-RTP and 1oT-RTCP, and
traditional versions, RTP and RTCP.

the simulation time, and the y-axis represents the average
packet loss. It should be noted that the packet loss ratio of
IoT-RTP/RTCP is less than that of traditional RTP/RTCP.
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FIGURE 13. Energy consumption for adaptive versions, IoT-RTP and
10T-RTCP, and traditional versions, RTP and RTCP.

This is attributable to the awareness of the IoT events as well
as the reduced overhead of RTCP reports. The infrastruc-
ture of traditional RTP/RTCP suffers from slow discovery of
sudden events that may occur dynamically and periodically
in the IoT system. Further, traditional RTP/RTCP consumes
high bandwidth consumption for control messages, which
affects the multimedia transmission, and the packet loss ratio
for traditional RTP/RTCP is high, especially at simulation
points 9, 29, 39, 68, 80, and 98.

The throughput is defined as the number of bits that are
transmitted through network and reach the destinations cor-
rectly within a time period. Fig. 12 shows the throughput for
the adaptive and traditional versions. The x-axis represents
the simulation time, and the y-axis represents the throughput
values. The throughput of [oT-RTP/RTCP is higher than that
of traditional RTP/RTCP. This is attributable to the readiness
of IoT-RTP/RTCP to deal with a sudden increase in nodes
in the IoT multimedia session. The IoT-RTP/RTCP divides
the multimedia session into small sessions with normal dis-
tribution of nodes. In contrast, the traditional RTP/RTCP does
not consider a sudden increase in multimedia session partic-
ipants, which increases the transmitted multimedia streams
and results in network starvation and affects the throughput
value. The average throughput of IoT-RTP/RTCP reaches
200 Mb and that of traditional RTP/RTCP reaches 123 Mb.

The energy metric is considered one of the most important
metrics in the IoT environment. IoT systems comprise high
number of nodes, which are based on energy in its work.
Hence, this metric of the proposed IoT-RTP/RTCP should be
tested to ensure that the upgrades to the traditional versions
do not affect the energy consumption rate for the IoT nodes.
Fig. 13 illustrates the energy consumption for the nodes in the
WSN, MAN, and RFID networks under IoT-RTP/RTCP and
traditional RTP/RTCP. For all network types, the results prove
the superiority of the proposed adaptive versions over the
traditional ones. A high number of transmitted and processed
packets indicates high energy consumption ratio. In the tradi-
tional RTP/RTCP, a large number of RRs may be sent within
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a small time period, regardless the network status. Hence,
the traditional RTP/RTCP nodes are affected by transmis-
sion or processing of these RRs.

VIil. CONCLUSION

In this paper, adaptive versions of RTP and RTCP are pro-
posed. These versions transmit multimedia streams through
an IoT environment. These versions are called IoT-RTP and
IoT-RTCP. The basic concept of these versions is the division
of a large multimedia session into smaller ones. Moreover,
these versions consider special properties of IoT environ-
ment, such as coding, diversity, channels, and bottlenecks.
New fields are added in the header of the adapted versions
to determine the status of networkperiodically. NS2 is used
to construct a simulation IoT environment for testing the pro-
posed adapted versions. The measured performance metrics
are end-to-end delay, delay jitter, packet loss, number of RRs,
throughput, and energy consumption. The results prove that
the proposed IoT-RTP/RTCP outperforms the traditional ver-
sions of RTP and RTCP. The percentages of improvement
in the end-to-end delay, delay jitter, number of RRs, packet
loss, and throughput are 2.05%, 39.14%, 36.61%, 37.42%,
and 16.51%, respectively. The percentages of improvement
in energy consumption for RFID, WSN, and MAN networks
are 20.72%, 18.35%, and 17.54%, respectively. The use
of IoT-RTP/RTCP to transmit multimedia streams thorough
IoT environments is therefore recommended.

IX. FUTURE WORK

To create a long-term solution for the problems of multi-
media transmission over IoT environments, a new transport
layer protocol should be designed. Further, an adaptive ver-
sion of QoS protocols such as RSVP should be proposed.
Hence, the IoT-RTP/RTCP should be tested under the new
adaptive version of the transport layer protocol and with a
QoS protocol.
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