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ABSTRACT We focus on the problem of learning distributed representations for entity search queries, named
entities, and their short descriptions. With our representation learning models, the entity search query, named
entity, and description can be represented as low-dimensional vectors with minimal human preprocessing.
Our goal is to develop a simple but effective model that can make the distributed representations of query-
related entities similar to the query representation in the vector space. Hence, we propose three kinds of
learning strategies, and the difference between them mainly lies in how to deal with the relationship between
an entity and its description. We analyze the strengths and weaknesses of each learning strategy and validate
our methods on public data sets, which contain various query types and different languages (i.e., English
and Chinese). The experimental results indicate that our proposed methods can adapt to different types of
entity search queries, and outperform the current state-of-the-art methods no matter the entity collection
is homogeneous or heterogeneous. Besides, the proposed methods can be trained fast and can be easily
extended to other similar tasks.

INDEX TERMS Entity search, entity embedding, language model, representation learning.

I. INTRODUCTION
In the research of the search engine, how to make the search
system understand the user intentions behind the user queries
is a crucial question [1]. An intelligent search system should
meet either precise or vague requirement from users [2]. The
returned searching results should be semantically relevant to
the user queries not only with the simple word matching.
In all kinds of query intentions, the search for entities is the
most common search behavior. An entity search query that
may be a keyword or a key phrase given by the users and
the results returned by the system are sometimes composed
of two parts. One part is named entity itself, and the other
part is a brief description of the named entity. The entity
search task is to automatically obtain at least one entity that
matches the entity search query from all the available entities.
The entity search based techniques can make the entities
that semantically relevant to the entity search question rank
at the forefront of the list of candidate entities. The entity
search query, named entity and description can be referred
to as the three elements involved in the process of entity

search. The traditional methods based on rules need much
work of feature engineering to obtain the semantic meaning
of a word or a sentence. Due to the flexibility in short text,
artificially defined rules cannot cover all features. Therefore,
it needs much manual intervention to make the query results
better and better.

Another problem in the entity search task is that for a
generic entity search system, the user’s input queries and
candidate entities may contain different languages. Because
of the different rules of grammar, we cannot use same depen-
dency grammar to analyze phrase structure and semantic
information. This limitation also makes the system need
much human intervention.

Fortunately, the representation learning technology repre-
sented by deep learning is nice to settle the feature engineer-
ing problem. We can develop an end-to-end framework with
the help of deep neural networks (DNNs). The DNNs try
their best way to represent the meaning of a word or sen-
tence, and then we can know the relationships among the
words with the vector representations. In this paper, we use
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different embedding strategies to learn the distributed repre-
sentations of entity search queries, named entities, and their
descriptions. The probability distribution of observing a word
depends on some fixed number of surrounding words with
neural language models (NLM) [3]. However, we focus on
using the named entities themselves and their descriptions to
learn the implicit relationships between the candidate entities
and the entity queries by NLM. It means our proposed model
emphasizes that the entity embeddings should fit different
query intentions. With the specific embeddings, the matching
degree will express more semantic relationships than just
using the vanilla word embeddings. Hence, we build an entity
search framework to sort the searching results based on the
learned semantic similarities. The performance of the pro-
posed framework is better than the vanilla word embedding
method [4]. Our work is most related to [5], and it learns the
vector representations of questions and answers with convo-
lutional neural networks (CNN), and it hopes the question
vectors and their correct answer vectors could be close in the
vector space. However, the length of query statements, and
especially the named entities with their descriptions is short.
Therefore, the CNN can not give full play to its role in the
feature extraction. In our work, we trained the models to give
the matching score between the entity search queries and the
candidate entities. We optimized the models using adaptive
moment estimation (Adam) [6] which is an enhanced variant
of stochastic gradient descent.

As mentioned above, three basic elements are involved in
the process of entity search, namely the entity search query,
named entity, and entity description.We take the entity search
query as a complete sentence, but for the named entity and
entity description, we propose three different strategies to
train the embeddings.
• Concat named entity and entity description together into
a sentence as a complete candidate answer to the entity
search query.

• Treat entity description and named entity together as an
independent word (which means that this part will not
be applied to word segmentation).

• Learn the embeddings of named entity and entity
description respectively. We make the entity description
correspond to a translation from named entity to entity
search query.

The experimental results validate that the different embed-
ding strategies can fit different kinds of entity queries. Our
work makes some contribution to the research area of entity
search using representation learning methods. First, we pro-
pose multiple embedding strategies which can learn bet-
ter low-dimensional vector representations of words in the
named entities, query statements and entity descriptions.
Second, we validate that the dynamic word embeddings,
i.e., using a pre-trained word embeddings as the initial
weights and making the word embeddings able to be updated
dynamically during the training process can improve the
performance of entity search task. The dynamic word embed-
dings imply the effective semantic relationships between

entities and queries. Moreover, we present that our model is
multi-language compatible, and it does not need to rely on
language-related information. Finally, our proposed model
can be extended to other similar tasks, and it is easy to add
more layers to learn more complex features.

The rest of this paper is structured as follows.
Section 2 contains related work; In Section 3, we formulate
the problem and describe the model architectures used in
this work. Experimental results and discussions are presented
in Section 4, and finally, we give some concluding remarks
in Section 5.

II. RELATED WORK
Our work is related to the neural network language
model (NNLM), the answer selection methods of Q&A, and
learning to rank for entity search. The core of them is using
the distributed word representations. Recently, it also has
been applied to several natural language processing (NLP)
tasks, such as named entity recognition [7] and question
answering [8]. Also, the idea of distributed word repre-
sentations can be generalized to model sentences, para-
graphs or even documents [9]. Lai et al. [10] compare various
word embedding models on different tasks. It is a good
guideline for training the word embeddings. From that
work, we can know that the corpus domain is essential
to generate meaningful word embeddings for a given task.
Lee and Dernoncourt [11] and dos Santos and Gatti [12] pro-
pose a CNN basedmethodwith word embeddings to solve the
short text classification task. Van Gysel et al. [13] introduce
a latent vector space model to learn the distributed represen-
tations of words, products and a mapping between them. The
model can learn excellent product representations to enhance
the product search performance. As for the answer selection
task, it is similar to the entity search problem, i.e., given a
question and an answer set for the question, the task is to find
the best candidate answer(s). References [5], [14], and [15]
design a few architectures of DNNs using CNN and Long
Short-TermMemory networks (LSTM) to solve the problem.
However, different from the answer selection task, the length
of a named entity with its description is much shorter than a
typical answer.

A. NNLM
A neural networks language model predicts the probabil-
ity distribution of the next word utilizing several previous
words [3]. For a training sample (w1,w2, . . . ,wk ) in the cor-
pus, the goal of the model is to maximize the log-likelihood
of

p(wk |w1,w2, . . . ,wk−1) (1)

where wk (the k th word in the input sequence) is the target
word we need to predict. Figure 1 shows the basic structure
of the NNLM. In this model, the previous words together
are called the context to the word wk , and the model con-
catenates the context’s embeddings as the input. The out-
put softmax layer consists of N units, where N denotes
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FIGURE 1. The overall model structure of the NNLM.

FIGURE 2. The solution framework of answer selection.

the vocabulary size of the corpus, and the model tries to
predict the target word wk with the highest probability.
The challenge of the basic model is that the computational
overhead is expensive. Hence, Morin and Bengio [16] and
Mnih and Teh [17] use hierarchical softmax and noise con-
trastive estimation respectively to help reduce the training
duration. Collobert and Weston [18] propose a model known
as the C&W model where the central word in a sequence is
the target word, and the surrounding words are put together
into a context. Unlike the basic NNLM model, C&W model
combines the context and target word and then give a score.
Therefore, the training target is that the score of correct target
word should be higher than a noise word’s score. This method
is similar to the answer selection task. In the following,
we review the method used which give some experience that
we can absorb into our work.

B. ANSWER SELECTION
As mentioned above, the goal of the answer selection task
is to find the best candidate answer. If the selected answer
is contained in the ground truth set of the corresponding
question, the prediction result is considered to be correct.
Otherwise, it is incorrect. For this reason, the task can be
treated as a binary classification problem. In addition to the
distributed representation of questions and answers, another
important thing is to give a metric to measure the matching
degree of the Q&A pairs. The general solution framework is
shown in Figure 2.

Feng et al. [5] present a framework based on CNN.
The questions and answers share the same CNN layers
to represent the features. It also attempts several general

similarities metrics such as cosine similarity. Similarly,
[19]–[21] propose the models based on CNN for matching
natural language sentences. Tan et al. [14] consider the short-
comings of CNN and adopt the LSTM to model the Q&A
pairs. LSTM is essentially a recurrent neural network (RNN),
and the learned features can retain the word order, so as to fur-
ther improve the overall performance of themodel. To capture
the contextualized local information in the matching process,
Wan et al. [22] also present a deep architecture to match two
sentences with multiple positional sentence representation.
Our model proposed in this paper is not same as the answer
selection task. In fact, due to the short text characteristic of
named entities or brief descriptions, the current text matching
methods cannot be directly used in the entity search task.

C. LEARNING TO RANK FOR ENTITY SEARCH
Learning to rank approaches are expected to learn a
similarity function between pairs of objects.
Severyn and Moschitti [23] present a convolutional neural
network architecture for reranking text pairs. The model
greatly improves on the previous state-of-the-art system with
minimal preprocessing. Graus et al. [24] propose a model
with combining entity descriptions from various knowledge
bases to construct dynamic entity representations. It improves
retrieval effectiveness by 7% over a learning to rank baseline.
Chen et al. [25] use two learning to rank models: RankSVM,
which is a pairwise method, and Coordinate Accent, which
is a listwise method to solve the entity search problem. They
first use the fielded sequential dependency model (FSDM)
which is the previous state-of-the-art method as the base
retrieval model [26], and the proposed ranking methods
are used to rerank the top 100 entities per query retrieved
by FSDM. The experimental results show that the learning
to rank model can significantly improve the FSDM method.
Besides, Hasibi et al. [27] discuss that incorporating entity
linking for entity retrieval and present a model based on
random markov fields as an extension to various entity
retrieval models. Their approach can achieve significant
improvements over previous models. Therefore, the learning
to rank models can be built as an add-on of traditional entity
search methods, and optimize the results of previous entity
search algorithms through the supervised learning.

III. ENTITY SEARCH MODEL
In this section, we present our representation learning model
for entity search task. The design is inspired by the dis-
tributed word representations and answer selection with
deep neural networks. We learn distributed representations
for entity search queries, candidate entities and also their
descriptions (if exist) in a low-dimensional vector space.
Unlike the typical answer selection task presented by [5] in
Q&A research area, we exploit various embedding strategies
and consider the short text characteristics of entities and
descriptions. Moreover, we regard the entity description as
a bridge connecting the named entity and search query. It is
worth noting that the proposed model can still have a good
performance when the entity description is missing.
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FIGURE 3. The overall architecture with different embedding strategies.

A. PROBLEM DEFINITION
To describe the model conveniently, we first define the con-
cept involved in the entity search problem.
Definition 1 (Entity Search Query): The entity search

query reflects the query intention. Let q = (v1, v2, . . . , vi)
denote the entity search query, where v is a single word
in the vocabulary list V . We can use v to denote the
embeddings of v. i is the sequence length after word
segmentation.
Definition 2 (Named Entity):A named entity is something

that exists as itself. It can be an organization, a place or a
person. Let ent = (v1, v2, . . . , vj) denote the word sequence
of a named entity. j is the sequence length. The reason a
named entity is considered as a sequence of words not just
an independent entity is that a named entity may include
words expressing some important information. For example,
the name of a film such asPirates of the Caribbean can reflect
an individual style of the film itself.
Definition 3 (Entity Description): The entity description

is a phrase about some features of the named entity, such
as Swimming athlete or Government official. Let des =
(v1, v2, . . . , vk ) denote the entity description. It is just similar
to the q, but not all ent have their corresponding descrip-
tions. Therefore, the sequence length k maybe equal to
zero.
Definition 4 (Candidate Entity): A candidate entity

denoted as c_ent is composed of ent and des. When a
named entity does not have its short description, ent itself
is represented as c_ent .
Definition 5 (Candidate Pool Size): For a given q,

the number of c_ent is called candidate pool size, denoted
as p_size.

B. MODEL ARCHITECTURE
In this section, we demonstrate the three proposed embedding
strategies. As shown in Figure 3, the embedding part aims to
learn the basic word embeddings of v in q, ent , and des with
different embedding strategies. The learned word embedding
matrix can give each word a dense vector representation.
The dropout layer is a regularization technique for reducing
overfitting by preventing complex co-adaptations on training
data [28]. With the 1-Max pooling layer, we get the dis-
tributed representation of each element. At last, by calculating
the similarity between the representation of q and c_ent in
the vector space, we obtain the matching score of them. Our
representation learning method will do its best to represent
the entity search problem while learning how to solve the
problem, and the proposed embedding strategies describe
the entity search problem from different perspectives. The
following is a detailed description of the proposed model.

1) STRATEGY 1: FULL MODE EMBEDDING
The full mode embedding (FME) is the basic way to model q,
ent , and des. With this strategy, ent and des are concatenated
as a candidate entity (c_ent) to learn the corresponding rep-
resentations. For each entity search query q, there is at least
a golden standard candidate entity c_ent+ regarded as a pos-
itive entity. A training instance is constructed by pairing this
c_ent+ with a negative entity c_ent− sampled from all the
candidate entities to the corresponding q. For each q, if there
are multiple positive candidate entities, the c_ent+ will not
always be the same one to a negative entity.1 As shown

1Briefly speaking, if one q has 100 candidate entities where five entities
are positive (c_ent+) and ninety-five entities are negative (c_ent−), there
will be 475 (95 × 5) training instances constructed with that q.
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Algorithm 1 Translation With Description Embedding

Input: All q in training set and their corresponding (ent+, des+) and (ent−, des−), marginm, batch size b_size, learning rate α,
and embeddings size n.

Output: All the embeddings of v ∈ V which can be used to express q, ent , and des.
1: v← uniform (−0.05, 0.05) for each v ∈ V
2: v← v

|v|
3: repeat
4: qbatch← (q1, q2, . . . , qb_size) // sample a mini-batch of size b_size
5: ent+batch← (ent+1 , ent

+

2 , . . . , ent
+

b_size)
6: des+batch← (des+1 , des

+

2 , . . . , des
+

b_size)
7: Trainbatch← ∅
8: for all q ∈ qbatch do
9: Negative sampling: ent−batch← (ent−1 , ent

−

2 , . . . , ent
−

b_size)
10: Negative sampling: des−batch← (des−1 , des

−

2 , . . . , des
−

b_size)
11: Trainbatch← Trainbatch ∪ {[(q, ent

+

1 , des
+

1 ), (q, ent
−

1 , des
−

1 )], . . . , [(q, ent
+

b_size, des
+

b_size), (q, ent
−

b_size, des
−

b_size)]}
12: end for
13: Rq,Rent and Rdes← Representation learning with Strategy 3 // Also can be Strategy 1 or 2 for FME and TDE.
14: Update representation parameters w.r.t∑

((q,ent+,des+),(q,ent−,des−))∈Trainbatch

∇max{0,m− cos(Rent+ + Rdes+ ,Rq)+ cos(Rent− + Rdes− ,Rq)}

15: until convergence

in Figure 3, the model will generate the representations for q,
c_ent+, and c_ent− denoted as Rq, Rc_ent+ and Rc_ent− . As a
result, we minimize a ranking objective function defined as
follows:

L = max{0,m− cos(Rq,Rc_ent+ )+ cos(Rq,Rc_ent− )} (2)

wherem is a positive margin. Our goal is to make the positive
entity more closed to the search query (higher similarity) than
any negative entity in the vector space. If cos(Rq,Rc_ent− ) −
cos(Rq,Rc_ent+ ) >= 0, it means the Rc_ent− will not
be ranked below the Rc_ent+ , so m − cos(Rq,Rc_ent+ ) +
cos(Rq,Rc_ent− ) > 0, and the neural network needs to update
the parameters and a new negative example is sampled ran-
domly. If cos(Rq,Rc_ent− ) − cos(Rq,Rc_ent+ ) < 0, it means
that the training process makes the positive sample is more
suitable for the entity search question than the negative sam-
ple. However, only if it still be less than 0 after plus m,
the loss L will be 0, and that is the best training result.
In other words, the margin m is a hyper-parameter to control
the distinguishability of the positive and negative entities,
i.e., we hope our system can distinguish between positive and
negative entities as much as possible.

2) STRATEGY 2: ENTITY RESERVED EMBEDDING
The strategy 2, entity reserved embedding (ERE) pays more
attention to the named entity itself, so we do not split ent
which exists in c_ent . However, des can still be segmented
into several v. This strategy is mainly to investigate whether
a single named entity is sufficient to contain valid semantic
information. As Figure 3 shown, the other parts of ERE are
just same as FME.

3) STRATEGY 3: TRANSLATION WITH
DESCRIPTION EMBEDDING
There are two parts in the first two strategies, i.e., the query
part q and the answer part composed of ent and des. Transla-
tion with description embedding (TDE) shown in Figure 3 is
different from previous strategies. q, ent , and des are sepa-
rately mapped to points in the vector space, and TDE tries to
accurately describe the relationship among the three elements
by vector operation. More formally, the model expects Rdes,
the distributed representation of des to be a translation from
Rent to Rq. Under this assumption, Rent+ + Rdes+ should
be the closest point of Rq, while Rq should be away from
Rent− + Rdes− . To learn such representations, the objective
function is:

L = max{0,m− cos(Rent+ + Rdes+ ,Rq)

+ cos(Rent− + Rdes− ,Rq)} (3)

The detailed optimization procedure of TDE is described in
Algorithm 1. At each iteration, a small set of training samples
serves as the mini-batch. FME and ERE also follow this
mini-batch training for stochastic optimization.More detailed
information about the parameter settings will be presented in
Section 4.

4) FEATURE REPRESENTATION AND SIMILARITY METRIC
With different embedding strategies, q, ent , and des have
their distributed representations. Then, the dropout layer is
to improve the generalization ability of the model. q, ent , and
desmay contain more than one v, so we use 1-Max pooling to
select the maximum one of the embeddings as the final repre-
sentation. For the entity search queries and candidate entities,
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TABLE 1. Statistics of the four types of entity collections in Chinese dataset.

the text length is really short, and the semantic information is
mainly contained in the core word. Especially, the entity may
consist of a single word. Therefore, the 1-Max pooling can
effectively obtain the information. In our experiments, other
pooling strategies such as the average pooling do not achieve
better results than 1-Max pooling.

What we do in the last step is calculate the cosine similarity
between the two representation vectors. In our experiments,
we also tried other similarity metrics such as manhattan
distance or euclidean distance, but the results were not bet-
ter than the cosine similarity. Another important reason we
use cosine similarity is that the inner product facilitates the
derivation of gradients [29].

IV. EXPERIMENTS
In this section, we describe various experiments to evaluate
the proposed representation learning model with different
strategies. The Chinese datasets2 and English dataset3 are
publicly available.

A. DATASETS
The Chinese dataset used in our experiments comes from
Baidu Cup’ 16. It consists of four types of entity collec-
tions (as shown in Table 1).
tvShow: In this dataset, e is a keyword or key phrase which

belongs to some TV show related attributes, e.g., q can be
‘‘religious subjects,’’ and its candidate entities (psize ∼ 100)
are selected from the TV show entity set. All of the e have
their d , which describe the year that the TV show is on.
Movie: The movie dataset is same as the tvShow dataset,

and only the named entity is changed into a movie. All named
entities also have the description about the time of themovie’s
release.
Restaurant: This dataset is different from the previous

two. The q in the dataset is about some characteristics of
restaurants such as ‘‘special French fries.’’ The d of e is the
specific address of the restaurant.
Celebrity: The q in this dataset is to find some people

with a certain characteristic, e.g., ‘‘senior engineer.’’ The
entity descriptions are also informative. Some of them are
considered as detailed information about job information, and
others may reflect some experience of e. Also, one of the
biggest features of this dataset is that not all e have d . This
feature also increases the difficulty of the entity search task.

In the dataset mentioned above, the candidate pool

2[Online]. Available: https://github.com/eshijia/baidu_entity_dataset
3[Online]. Available: http://krisztianbalog.com/resources/sigir-2013-

dbpedia/

size (p_size) is about 100, so it is a challenging setting. In a
real entity search system, the search engine can retrieve a
few high-quality candidate entities, and the p_size is maybe
only more than a dozen candidates. Also, vaguely related
entities are used as candidate entities on the Chinese dataset.
As a result, if a model achieves good performance on those
datasets, it will probably be able to do a good job when the
p_size becomes smaller.
We use two query sets ListSearch and INEX-LD provide

by Balog and Neumayer [30] with a baseline running results
of FSDM as the English dataset (as shown in Table 2). The
other two sets are not fit into our entity search task because
the search task of SemSearch ES is retrieving one entity and
the queries in QALD-2 are natural language questions which
are different from keyword queries in other datasets.

TABLE 2. Statistics of two query sets in English dataset.

B. EXPERIMENTAL SETUP
1) EVALUATION METRICS
The quality of an entity search model will be evaluated by
Mean Average Precision (MAP).

MAP =
1
|Q|

|Q|∑
i=1

AverP(Ci,Ai) (4)

|Q| denotes the total number of entity queries in the test
set. AverP(C,A) =

∑n
k=1(P(k)·rel(k))
min(m,n) denotes the average

precision (AP). k is the rank in the sequence of retrieved
candidate entities. m is the number of correct entities. n is the
number of retrieved candidate entities. P(k) is the precision
at cut-off k in the candidate entity list. rel(k) is an indicator
function equaling one if the entity at rank k is a ground truth
entity, and zero otherwise. The reason why we use AP is
that the precision rate just considers the number of correct
items in the return list, without taking into account the order
between items. For an entity search system, the candidate
entities must be returned orderly, and the most relevant entity
should be ranked in the front of the return list. Another two
evaluation metrics we use are Top-1 accuracy and Hit@10
for the Chinese dataset. For a high availability entity search
system, users are often concerned about whether the first
entity (Top-1) in the list meets the requirements, and Hit@10
means the proportion of correct candidate entities ranked in
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TABLE 3. Experimental results of Chinese datasets with different embedding strategies. The significance is tested against the baseline model. Best scores
are in boldface.

the top 10. For the English datasets, our model is evaluated
by MAP@100, P@10, and P@20 following previous work
as [25] and [26]. We use 5-fold cross validation,4 and the
reported results are the average of 5 folds.

2) IMPLEMENTATION
Our entity search model in this paper was built from scratch
using Python with Keras,5 and all experiments were pro-
cessed in a Tesla k20C GPU device.

We used a large-scale corpus6 crawled from Baidu
Encyclopedia (similar to Wikipedia) to learn the pre-trained
Chinese word embeddings with word2vec,7 and the embed-
ding size (n) was 300. Baidu Encyclopedia contains a large
number of Chinese entities, and training the Chinese word
embedding with that corpus can make the pre-trained word
embedding cover much semantic information about the enti-
ties in training set. For the English version, we directly used
the embeddings trained on the part of Google News dataset.
We tried several margin values, such as 0.5, 0.2, 0.05, 0.02,
and we chose 0.02 at last as it produced the best results
with the cross-validation. We selected the dropout rate of
the dropout layer from 0.5 and 0.25. We trained our models
with Adam as the final optimization strategy. The learning
rate (α) was 0.001. In the following, there will be a detailed
comparison of different optimization strategies. The batch
size (b_size) was 64. The hyper-parameters were tuned based
on measuring the validation result.

C. RESULTS
In addition to the contrast between different embedding
strategies, we also evaluated the vanilla word embed-
ding method with Chinese dataset. The baseline utilizes

4[Online]. Available: http://scikit-learn.org/stable/modules/cross_
validation.html

5[Online]. Available: https://keras.io
6The text corpus size is about 960 GB.
7[Online]. Available: https://code.google.com/archive/p/word2vec

vanilla word embeddings (W2V) trained by word2vec [4],
i.e., we directly use the pre-trainedword embeddings of v, and
pairwise calculate the cosine similarity between the embed-
dings in q and c_ent , then select the maximum similarity as
the matching score between q and c_ent . As for the English
dataset, we compared our model with the FSDM and previous
state-of-art learning to rank models.

1) ENTITY EMBEDDING
Our proposed embedding strategies can make the entities
have effective semantic information. It is too noisy to plot
all the entity distributed representations at the same time. For
example, Figure 4 shows two parts of entity vectors visualized
by t-SNE [31] with the pTDE-1 embedding strategy.

We can find that entities with similar semantic meaning
are well distributed in the same region. Also, even for similar
entities, they can be distinguished on fine granularity. For
example, in Figure 4b, the Country entities are distributed
in the same region. Moreover, Asian countries and European
countries are divided into different fine-grained regions.

2) PERFORMANCE ANALYSIS
Table 3 shows the detail results of different entity searchmod-
els on Chinese dataset. In Table 3, the model named with the
prefix of ‘p’ indicates that it uses the pre-trainedword vectors,
and with a suffix of ‘1’ means the dropout rate of its dropout
layer is 0.5, ‘2’ means 0.25 and ‘3’ means it does not use the
dropout layer. Therefore, compared to vanilla W2V model,
the proposed models with three embedding strategies are
more suitable for the entity search task with higher MAP.
For tvShow, movie and restaurant collections where des is
relatively simple and lack of information, the ERE models
achieve the best performance, and it can prove that if the
description doesn’t contain much semantic information the
proposed model ERE can still have a good performance.
The experiment results show that the TDE models achieve
the best performance for celebrity collection, and it verifies
that the distributed representation of q, ent , and des can be
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FIGURE 4. The visualization of the fine-tuned entity embedding.
(a) The distribution of entities with similar semantic meaning. (b) Similar
entities can be distinguished on fine granularity.

calculated by each other in the low-dimensional vector space,
and the description contain much semantic information can
benefit the TDE model.

Also, we canmake following research results from Table 3.
The dropout layer can effectively improve the performance of
models (e.g., pERE-2 vs. pERE-3). Without the pre-trained
word embeddings (e.g., FME-2, ERE-2 or TDE-2), the over-
all performance of the model will naturally decrease. The fact
that the FME models do not achieve excellent performance
proves that methods used in the answer selection task can-
not directly apply to the entity search task, and we should
consider the short text property of named entities and entity
descriptions to solve the entity search task.

Table 4 shows the experimental results of English datasets
with the proposed models. The description of the entities
in the English dataset is available in DBpedia. Therefore,
we can further prove that the description would be help-
ful for entity ranking. As follows from Table 4, the pro-
posed models outperform previously learn to rank models on
all query sets. Besides, the performance of pTDE-1 yields
about 2%-3% absolute improvement over the pERE-1 model.
Because we want to make a fair comparison, we also take

FIGURE 5. Training loss versus epochs with various optimizers.

the top 100 entities returned by FSDM as the c_ent to our
proposed model. However, FSDM itself may not retrieve
correct entities. Therefore, we directly apply the representa-
tion models (pERE-1* and pTDE-1*) to the raw data, and the
evaluation results are further improved.

Examples of the entity search results for pERE-1* and
pTDE-1* are compared in Table 5. The entity description
for entities in the examples is shown in Table 6. From the
results, we have the following conclusion. 1) The entity
description is useful to enrich the semantic information of a
candidate entity, and it can benefit the entity search model.
2) If the length of an entity search query is too short, the entity
description has no significant effect on the results. For exam-
ple, the entity search models do not understand the specific
meaning of the entity search query ‘‘Eiffel’’, and cannot
determine the ‘‘Eiffel’’ means the landmark of Paris or the
Italian musical group Eiffel 65. Therefore, the consideration
of incorporating the query expand methods to make the entity
search query contain more information will be a subsequent
work.

3) OPTIMIZER COMPARISION
For the training process of our models, the optimizer had
a significant influence on the convergence of learning
models. Different optimizers fit different training tasks.
Figure 5 shows the trends of the loss value in
ERE-2 model with different popular optimizers. The per-
formance of vanilla SGD [32] is poor. Within 100 epochs,
there was no effective reduction of the loss value.
Adagrad [32] adapted the learning rate to the parameters,
performing larger updates for infrequent and smaller updates
for frequent parameters, and it had a better convergence effect
in this entity search task. Adadelta [33] and RMSprop [34]
were both extensions of Adagrad, and they sought to reduce
the aggressive, monotonically decreasing learning rate. The
difference was that RMSprop divided the learning rate by an
exponentially decaying average of squared gradients. How-
ever, there was no significant difference in the convergence
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TABLE 4. Comparison between the pERE-1 model and several learning to rank methods. Significance is tested against the FSDM model. The numbers in
parentheses show the relative improvements. Best scores are in boldface.

TABLE 5. Examples of the entity search results for pERE-1* and pTDE-1*. Correct entities are in bold.

TABLE 6. Entity description for the entities in the examples.

effects of Adadelta and RMSprop. Adam [6] also calculated
adaptive learning rates for each parameter. Unlike Adadelta
and RMSprop update the learning rate just based on the
exponentially decaying average of past squared gradients,
Adam also kept an exponentially decaying average of past
gradients that similar to momentum, and it got the highest
convergence rate. Therefore we could achieve better training
results with a shorter training time, which was the main rea-

son that we chose the Adam optimizer. It should be noted that
wemust regularly assess the performance of the validation set
to prevent overfitting with the fast optimizer.

V. CONCLUSION
In this paper, we study the problem of entity search
by employing representation learning methods. With three
embedding strategies, our proposed model can adapt to
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different kinds of entity query tasks. Experimental results
on four Chinese and two English entity collections validate
the superiority of the proposed models, and we also give an
analysis about how to choose a proper optimizer to train the
representation models.

The core idea of our models is to consider the relation-
ships among named entities, entity descriptions and entity
search queries in the low-dimensional vector space. Also,
we pay attention to the short text features of them. The overall
framework in this paper is language independent, and it can
be easily generalized to other similar tasks. There are many
potential future research directions for this work. A signifi-
cant trend is that combining with more external data sources,
such as knowledge base, to obtain more entity features, thus
improving the overall performance of the models. Our work
is a comprehensive experimental study of utilizing represen-
tation learning methods to solve the entity search task.
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