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ABSTRACT The inadequate capacity of distribution networks to consume renewable energy and the
inappropriate allocation of renewable distributed generation (RDG) have become important issues. In this
paper, a 3-level learning automata-based methodology in a master—slave structure is proposed for optimal
RDG siting and sizing considering network reconfiguration. The RDG allocation optimization, i.e., the
master problem, is proposed in the first level, with the objective of minimizing the annual investment cost
and operation cost. Network reconfiguration is modeled as a slave problem in the second level to promote
the consumption of RDG and decrease the operation cost. The RDG power control strategy, including active
power curtailment and reactive power compensation, is introduced as a secondary slave problem in the third
level. Considering the stochastic characteristics of renewable energy and loads, intelligent algorithms based
on learning automata are proposed and embedded into the master—slave structure. The simulation results
on the standard test systems demonstrate the feasibility and effectiveness of proposed method.

INDEX TERMS Distributed generation allocation, network reconfiguration, learning automata, renewable
energy, active distribution network.

ABBREVIATIONS
DG Distributed generation
RDG Renewable distributed generation
PV Photovoltaic
FL Fundamental loop
LA Learning automata
CALA Continuous action-set learning automata
FALA Finite action-set learning automata
PSO Particle swarm optimization

INDEXS
t Index for time
y Index for year
s Index for scenario
i, j Index for node
ϕ Index for equality constraint
ψ Index for inequality constraint

OBJECTIVES
Ctotal Total annual cost
Cinv Annual investment cost
Cope Annual operation and maintenance cost
Cy
uti Electricity purchasing cost in the yth year

Cy
om RDG operation and maintenance cost in the

yth year
Cy
rec Switch operation cost in the yth year

Cy
SUB Economic compensation of the renewables in

the yth year

CONTROL VARIABLES
χallo Control variable of RDG allocation
χconf Control variable of network reconfiguration
χpower Control variable of RDG output power
xi,loc Control variable of RDG location in node i
Capi Control variable of RDG capacity in node i
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CV Configuration vector
Pi,DG Active output power of RDG in node i
Qi,DG Reactive output power of RDG in node i

SETS
�cand Set of RDG candidate nodes
�s Set of typical scenarios
u(j) Set of sending ends of the lines with node j as the

receiving end
v(j) Set of receiving ends of the lines with node j as

the sending end

PARAMETERS
cinv,fix Fixed cost of the RDG station
cinv,mar Marginal cost of the RDG station
com RDG operation and maintenance price
crec Cost of single switch operation
cuti Electricity price
csub Compensation price
Capmaxi Maximum RDG capacity in node i
Nmax
DG Maximum RDG amount

Nmax
Switch Upper limit of the switch operation times

Umin Upper limit of the voltage magnitude
Umax Lower limit of the voltage magnitude
η Coefficient of renewable energy
Niteration Maximum iterations
r Inflation rate
N s
d Occurrence number of scenario s in a year

OTHER VARIABLES
A Bus incidence matrix of the network
Ui Voltage magnitude in node i
N Normal distribution
β Response of the environment in FALA
Pn Action probability vector in FALA
best Current optimal value in FALA
fobj Objective function in FALA
Pij Active power of the sending end of line ij
Qij Reactive power of the sending end of line ij
Pi,L Active power of the load in node i
Qi,L Reactive power of the load in node i
N s
sw Number of switch operations in scenario s

Puti Injected active power from the transmission
system

Cope,opt Annual operation cost determined in the
second level

χpower,opt RDG output power determined in the
third level

flagope Operation constraint flag
flagcontrol Control constraint flag
ηexp Expected value of renewable energy

* coefficient
Pi,exp Expected value of active load in node i
Qi,exp Expected value of reactive load in node i

σDG, Standard deviation of renewable energy
coefficient

σi,P Standard deviation of active load in node i
σi,Q Standard deviation of reactive load in node i

I. INTRODUCTION
The penetration of renewable energy and distributed gen-
eration has been increasing in last decades. According to
the government report from National Energy Administra-
tion of China, by the end of 2015 the installed capacity of
renewable energy in China is more than 480 million kW.
The electricity generated by the renewable energy is about
1363 billion kW·h, providing for 24.5% of total electricity
consumption. In Yunnan and Sichuan Provinces, this propor-
tion of electricity generated by renewable energy has reached
about 80%. However, the curtailment situation of the renew-
able energy is serious. In Gansu and Xinjiang Provinces, the
curtailment rates of photovoltaic power are 31% and 26%
respectively. In Xinjiang and Jilin Provinces, the curtailment
rates of wind power have reached 32%. The rational allo-
cation of renewable distributed generation (RDG) and the
assistant operation strategy of electrical power systems are
two important ways to mitigate this issue. For this purpose,
an optimal RDG siting and sizing method considering the
network reconfiguration technology is studied in this paper.

Optimal siting and sizing of distributed generations (DGs)
considering various technical concerns has been discussed
considerably over the last decade [1]–[9]. In [1], an analytical
approach for optimal siting and sizing of distributed genera-
tion in radial power distribution networks to minimize power
loss is presented. A cost based DG sizing and siting strat-
egy is proposed considering the direct and indirect costs of
DG investment, total power operation, power supply quality,
reliability and energy loss in [2]. Reliability criteria are also
considered in DG siting and sizing model in [3] and [4].
Stochastic models are proposed for optimal DG sitting and
sizing in [5]–[7]. The uncertain load growth and the uncer-
tain output power of plug-in electric vehicles, wind genera-
tion unit and solar generating source are considered in [5].
In [6], reactive power allocation is optimized together with
DG siting and sizing, and the stochastic characteristics of
wind and solar energy are taken into consideration. The DG
sitting and sizing problem has been formulated as multi-
objective optimization models in [8] and [9]. In [8], the
operation of power quality indicators like voltage quality
and harmonic distortion is also considered in the network
performance, and a double trade-off procedure is introduced
to solve the model. In [9], the cost of network upgrading,
power losses, energy not supplied and energy required by the
served customers are considered, and the model is solved by
a genetic algorithm embedded with a ε-constrained method.

Previous work has studied the benefit of network reconfig-
uration on reducing power loss [10], maintaining power bal-
ance [11], promoting voltage condition [12], reducing activity
cost of DISCOs [13], and the combination of them [14]. With
increasing penetration levels of distributed energy resources,
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the benefit of network reconfiguration to help integrate
RDG has also drawn attention from researchers [15]–[18].
Ref. [15] established an active distribution system recon-
figuration model, the objective of which is to maximize
the overall amount of RDG that can be hosted by the dis-
tribution system. The results show that the application of
static or dynamic reconfiguration is an effective method to
accommodate larger amounts of RDG in distribution systems
without network reinforcement. The work in [16] shows that
after reconfiguration, the maximum capacity of RDG that the
system could absorb can be increased by about 102% in a
standard test system. Ref. [17] shows that reconfiguration
can reduce the curtailment of RDG. The study in [18] also
demonstrates that hourly reconfiguration not only decreased
electrical losses, but also released more free capacity for
RDG. However, the works in [15]–[18] are not proposed from
the point of RDG planning: the technical feasibility to help
consume renewables by network reconfiguration has been
demonstrated, but the economic feasibility and advantages
have not been studied. The investment cost of RDG and
the operation cost of RDG and switches are not considered
in [15]–[18].

In recent years, some of the DG siting and sizing
research has considered the effect of the network configura-
tion [19]–[26], however, in most of these research the DG
is not particularly referred as RDG and the characteristics
of renewable energy have not been discussed [19]–[23].
In [19]–[23], the objective is to optimize the network oper-
ation status (e.g., reduce the power loss and improve the
voltage profile) instead of promoting the DG penetration. The
DGs are more expected as the auxiliary element in power
system for better operation status than the energy resource.
Therefore, the investment and operation cost of DGs are not
considered in [19]–[23]. In [24]–[26] the RDG are taken
into consideration. In [24] a simultaneous model of recon-
figuration and optimal allocation of photovoltaic (PV) arrays
and distribution static compensator is proposed. Ref. [25]
proposed a simultaneous model of RDG allocation, network
reconfiguration and expansion planning to meet the load
rise with minimum cost and acceptable quality standards.
A multi-objective model is proposed in [26] to handle the
simultaneous RDG allocation and reconfiguration problem,
in which pollutant gas emission is also considered as one
of the objectives. However, in [24]–[26] only static recon-
figuration is considered and the benefit of dynamic network
reconfiguration has not been studied.

This paper proposes a 3-level RDG siting and sizing model
considering dynamic network reconfiguration and stochastic
nature of renewable energy. Compared with previous work,
the innovations of this work are as follows:

(1) In previous RDG siting and sizing research, the RDG
power control, including RDG power curtailment, has been
considered to satisfy the network constraint or achieve higher
network performance, while the dynamic network reconfig-
uration which might be a more economic strategy to achieve
the same effect has not been considered. In this paper a novel

optimal RDG siting and sizing model considering dynamic
network reconfiguration and RDG control strategy is
proposed.

(2) Previous work has discussed the benefit of network
reconfiguration to help integrate renewables technically, but
the economic benefit has rarely been analyzed. The paper
gives an economic quantitative evaluation of the benefit of
network reconfiguration on RDG penetration.

(3) A 3-levelmaster—slave structure embeddedwith learn-
ing automata based algorithms is proposed for the simul-
taneous model of RDG allocation and reconfiguration. The
stochastic characteristics of RDG and load can be considered
in the learning automata. In the master—slave structure the
RDG allocation and network reconfiguration are optimized
separately, which can reduce the dimensionality of solution
space and improve the solving accuracy and efficiency.

The remainder of this paper is organized as follows. The
3-level optimal RDG siting and sizing model is proposed
in Section II, the learning automata based algorithms and
strategies are proposed in Section III, case studies are pre-
sented in Section IV, and Section V concludes the paper.

II. MODELING OF OPTIMAL SITING AND SIZING OF RDG
CONSIDERING NETWORK RECONFIGURATION
A. THE 3-LEVEL MASTER—SLAVE STRUCTURE OF
THE MODEL
The RDG siting and sizing model considering network recon-
figuration can be expressed abstractly:

Min
χallo,χconf ,χpower

Ctotal (1)

ϕ(χallo, χconf , χpower ) = 0 (2)

ψ(χallo, χconf , χpower ) ≤ 0 (3)

Ctotal is the total annual cost. χallo, χconf , and χpower are
the control variables of RDG allocation (siting and sizing),
network reconfiguration and RDG output power respectively.
ϕ and ψ are the equality constraint and inequality constraint
respectively.

Eq. (1)-(3) describe a simultaneous model with coupled
control variables, which is very difficult to solve. Referring
to the construction and operation of actual power system,
the process can be divided into 3 stages generally: planning
stage, operation stage (day-ahead dispatch) and real-time
control stage. During each stage the optimizing objective
and constraints are different. Based on this consideration, the
model (1)-(3) can also be expressed as:

Min
χallo,χconf ,χpower

Ctotal = Cinv(χallo)

+Cope(χallo, χconf , χpower )

(4)

ϕplan(χallo) = 0 (5)

ψplan(χallo) ≤ 0 (6)

ϕope(χallo, χconf ) = 0 (7)

ψope(χallo, χconf ) ≤ 0 (8)
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ϕcontrol(χallo, χconf , χpower ) = 0 (9)

ψcontrol(χallo, χconf , χpower ) ≤ 0 (10)

In Eq. (4), the total cost includes two parts: the investment
cost Cinv, the operation and maintenance cost Cope. Cinv can
be calculated by the RDG allocation in the planning stage,
while Cope needs the operation status. Eq. (5)-(6) represent
the constraints in the planning stage and only RDG capacity
and location variables are involved. Eq. (7)-(8) represent the
constraints of network reconfiguration in the operation stage.
When the RDG is penetrated, the network reconfiguration
schedule is effected by the allocation. Eq. (9)-(10) represent
the constraints in RDG power control process, including the
power flow and system safety constraints.

Based on (4)-(10), the model can be divided into several
sub-problems in a multi-level iterative master—slave struc-
ture, seen in Fig. 1.

FIGURE 1. Master—slave structure of the RDG siting and sizing model.

In Fig. 1, Cope,opt is the annual operation cost, which is
the optimization result of the second level model. Meanwhile,
it is the feedback of χallo generated in the master problem.
χpower,opt is the RDG power determined in the third level.
flagope and flagcontrol are the constraint flags from the second
and third level models respectively.

The master problem is proposed in the first level, corre-
sponding to the planning stage optimization. The control vari-
able only includes χallo. This model is solved by a learning
automata based algorithm proposed in Section III. For each
intermediate control variables generated in the optimization
process, the fitness value, i.e., the total annual cost, should

be calculated. Cope cannot be determined directly by χallo,
so a slave problem is proposed in the second level, corre-
sponding to the operation stage optimization, to reduce and
finally determine the operation cost Cope,opt .
Network reconfiguration, which can promote RDG power

consumption, is considered as the main technique in the
second level. In this level, the dynamic reconfiguration sched-
ule χconf is the only control variable, and the optimization
model is also solved by a learning automata based algorithm
proposed in Section III. To determine the RDG power under
each reconfiguration schedule generated in the optimization
process, a secondary slave problem is proposed in the third
level, i.e., the RDG power control strategy. RDG active
power curtailment and reactive power compensation strate-
gies are proposed in this level for maximum renewable energy
consumption.

The detailed models in 3 levels are given in the rest of this
section.

B. MASTER PROBLEM: RDG ALLOCATION OPTIMIZATION
1) ABSTRACT FORMULATION
The master problem is formulated abstractly as:

Ctotal = Min
χallo

(Cinv(χallo)+ Cope,opt ) (11)

subject to:

flagope = 1

Eq.(5)− (6) (12)

where, Cope,opt is the feedback of χallo from the operation
stage optimization in the second level, which can be consid-
ered as an implicit function of χallo. Eq. (12) ensures that for a
feasible RDG allocation, the constraints in the operation stage
can be satisfied. Since the operation stage is also formulated
as an optimization model, Eq. (12) can be described as:
there exist at least one operation solution (reconfiguration
schedule) in the operation stage such that the constraints in
the second level can be all satisfied.

2) CONTROL VARIABLE ENCODING
χallo includes the information of RDG location and capacity:

χallo = [x1,loc,Cap1, x2,loc,Cap2, · · · xi,loc,

Capi, · · · xNcand,loc,CapNcand ] (13)

where, xi,loc and Capi are the control variables of candidate
node i. xi,loc = 1 if there is an RDG in candidate node i and
xi,loc = 0 if there isn’t. Capi is the capacity of the RDG in
candidate node i.

3) DETAILED FORMULATION
Based on the encoding, the investment cost can be calculated
by Eq. (14)-(15):

Cinv(χallo)

=

Y∑
y=1

1
(1+ r)y

Cy
inv(χallo) (14)
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Cy
inv(χallo)

=


∑

i∈�Cand

xi,loc · (cinv,fix + cinv,mar · Capi) y = 1

0 y ≥ 2
(15)

where, Y is the planning cycle (for years), r is the inflation
rate. Cy

inv is the RDG investment cost incurs in the yth year.
cinv,fix and cinv,mar are fixed cost and marginal cost of the
RDG station. �cand is the set of RDG candidate nodes,
|�cand | = Ncand .
The constraints Eq. (5)-(6) can be explicitly expressed as:

xi,loc · (xi,loc − 1) = 0 (16)

Capi ≤ xi,loc · Capmax
i (17)∑

i∈�Cand

xi,loc ≤ Nmax
DG (18)

where,Capmaxi is themaximumRDGcapacity in node i,Nmax
DG

is the maximum amount of RDG stations.

4) ALGORITHM
The master problem (Eq. (11)-(12), (14)-(18)) is solved
by the learning automata (LA) based algorithm introduced
in Section III.

C. SLAVE PROBLEM: NETWORK DYNAMIC
RECONFIGURATION
1) ABSTRACT FORMULATION
The slave problem aims to minimize the operation cost for a
given RDG allocation, which can be formulated abstractly as:

Cope,opt = Min
χconf

Cope(χallo, χconf , χpower,opt ) (19)

subject to:

flagcontrol = 1

Eq.(7)− (8) (20)

In this level, χallo is constant, and χpower,opt can also
be considered as an implicit function of χconf , because it’s
the feedback of χconf in the secondary slave model, seen
in Fig. 1. The reconfiguration schedule χconf is the only
control variable in this stage. Eq. (20) ensures that for a
feasible reconfiguration schedule, there exist an RDG power
control strategy such that the constraints in the third level can
be all satisfied.

2) CONTROL VARIABLE ENCODING
The distribution network is reconfigured by opening/closing
sectionalizing-switches and tie-switches. The reconfiguration
can be treated as a ‘‘1’’ and ‘‘0’’ combinatorial optimiza-
tion of the switches. In this paper it is assumed that all the
feeders are equipped with remote switches. The fundamental
loops (FLs) are determined for themeshed network by closing
all tie-switches, seen in Fig. 2 as an example.

To preserve the radial structure of the network, there is
at least one switch open in each FL. On the other hand,

FIGURE 2. FLs in the 33-bus distribution system [27].

according to graph theory [28], the number of open switches
in a radial structure is equal to the number of tie-switches,
which is equal to the number of FLs, too. So we can draw
the conclusion that all the feasible radial structures could be
formed through opening one switches from each FL respec-
tively. The encoding strategy is to use a number to represent
the opening switch in each FL. For example, configuration
vector [8, 13, 7, 7, 2] represents a feasible structure with the
8th, 13th, 7th, 7th, 2nd switch in the 1-5 FLs respectively.

The annual operation costCope is calculated based on daily
operation cost in typical scenarios. The control variable χconf
includes the hourly reconfiguration schedule of each daily
scenario, which needs 24 configuration vectors to represent
the network structure in each hour. The encoding of χconf is:

χconf = [

Scenario 1︷ ︸︸ ︷
CV 1,1

− CV 24,1, · · ·

Scenario s︷ ︸︸ ︷
CV 1,s

− CV 24,s
· · ·

ScenarioNs︷ ︸︸ ︷
CV 1,Ns

− CV 24,Ns] (21)

CVt,s is the configuration vector of time t in scenario s.
Ns is the number of scenarios.
Some notes about the encoding should be given:
(1) There is a simplification of the reconfiguration model

in the encoding strategy. The main effect of network recon-
figuration is to balance the load rate between feeders and to
improve the voltage profile. The minor growth of the loads
will not significantly influence the load rates of the feeders or
the system voltage condition, so the network reconfiguration
schedule in each scenario are not changed by years. This
simplification can considerably reduce the dimensionality of
the control variable.

(2) All the feasible structures can be represented by the
FL encoding strategy, but not all of the configuration vectors
correspond to a feasible structure because the FLs have public
feeders. For example, if the switch 26-27 is opened in FL1
and switch 28-29 is opened in FL2, then nodes 27 and 28
are islanded. So the structure constraints should be contained
in Eq. (7)-(8).

3) DETAILED FORMULATION
Cope is calculated by Eq. (22)-(26):

Cope =
Y∑
y=1

1
(1+ r)y

(Cy
om + C

y
rec + C

y
uti − C

y
sub) (22)
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Cy
om =

∑
i∈�Cand

xi,loc · com · Capi (23)

Cy
rec =

∑
s∈�s

N s
d · N

s
sw · crec (24)

Cy
uti =

∑
s∈�s

24∑
t=1

N s
d · c

t
uti · P

t,s,y
uti (25)

Cy
sub =

∑
s∈�s

∑
i∈�Cand

24∑
t=1

N s
d · xi,loc · csub · P

t,s,y
i,DG (26)

where, t , s and y are the symbols of time, scenario and year
respectively.Cy

om, C
y
rec, C

y
uti are the RDG operation and main-

tenance cost, switch operation cost, electricity purchasing
cost in the yth year. According to the government policy, the
compensation of the renewablesCy

sub is also considered in the
economic evaluation. com is the operation and maintenance
price of RDG per capacity, crec is the cost of single switch
operation, cuti and csub are the electricity price and compen-
sation price, respectively. �s is the set of typical scenarios,
|�s| = Ns. N s

d is the occurrence number of scenario s in
a year. N s

sw is the number of switch operations in scenario
s, Pt,s,yuti and Pt,s,yi,DG are the injected active power from the
transmission system and the RDG active output in time t ,
scenario s and year y.
In Eq. (23),Cy

om is a function of χallo because the operation
and maintenance cost of RDG is considered to be propor-
tional to the RDG capacity. In Eq. (24), Cy

rec is a function
of χconf because N s

sw is determined by the dynamic reconfig-
uration schedule. In Eq. (26) and (25), Cy

sub and C
y
uti are the

functions ofχpower,opt becauseP
t,s,y
i,DG is the RDG active power

determined in the third level, i.e., Pt,s,yi,DG is a part of χpower,opt ,
and the injected active power from the transmission system
Pt,s,yuti is determined by the output of RDG, i.e., is determined
by χpower,opt :

Puti =
∑
j

(Pj,L +
∑
i∈u(j)

(
(Pij)2 + (Qij)2

(Ui)2
rij)− Pj,DG)∀t, s, y

(27)

where, Pj,L is the active load in node j. u(j) is the set of
sending ends of the lines which have node j as the receiv-
ing end, Pij is the active power of the sending end of
line ij.
The constraints (7)-(8) include the structure radiality con-

straint and switch operation frequency constraint:

det(A) = 1 or − 1 (28)

N s
sw ≤ Nmax

Switch (29)

where, A is the bus incidence matrix of the network which
can be determined by the configuration vector. This con-
straint should be satisfied at any time in each scenario.
Nmax
Switch is the upper limit of the switch operation times.

4) ALGORITHM
The dynamic reconfiguration problem (Eq. (19)-(20),
(22)-(29)) is solved by the learning automata based algorithm
introduced in Section III.

D. SUB-SLAVE PROBLEM: RDG POWER CONTROL
1) ABSTRACT FORMULATION
The output power of RDG is non-completely controllable:
the maximum active power is effected by the environment
(e.g., wind speed and light intensity). Generally the RDG
operates under the MPPT mode for renewable energy con-
sumption and economic benefit. The active output power can
be curtailed from the maximum value and some of the RDG
has the capability of reactive power compensation. In this
level, the RDG power control strategy aims to maximize the
renewable energy consumption, and both power curtailment
and reactive power compensation are considered to satisfy the
system operation constraints.

Max
χpower

(R enewableEnergy Consumption) (30)

subject to:

Eq.(9)− (10)

where, χallo and χconf are constant in this level. The control
variable χpower includes P

t,s,y
i,DG and Qt,s,yi,DG for each candidate

node i, time t , scenario s and year y. The optimization result
of χpower is denoted as χpower,opt .

2) DETAILED FORMULATION
The constraints (9)-(10) can be explicitly expressed
by (31)-(36). The constraints should be satisfied for any
time t , scenario s and year y, so the symbols are omitted for
easy reading.∑

i∈u(j)

(Pij −
(Pij)2 + (Qij)2

(Ui)2
rij)+ Pj,DG + Pj,uti − Pj,L

=

∑
k∈ν(j)

Pjk (31)

∑
i∈u(j)

(Qij −
(Pij)2 + (Qij)2

(Ui)2
xij)+ Qj,DG + Qj,uti − Qj,L

=

∑
k∈ν(j)

Qjk (32)

(Uj)2 = (Ui)2 − 2(rijPij + xijQij)

+ ((rij)2 + (xij)2)
(Pij)2 + (Qij)2

(Ui)2
(33)

Pi,DG ≤ Capi · η (34)

(Pi,DG)2 + (Qi,DG)2 ≤ (Capi)2 (35)

Umin ≤ Ui ≤ Umax (36)

where, u(j) is the set of sending ends of the lines which have
node j as the receiving end, v(j) is the set of receiving ends
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of the lines which have node j as the sending end. If j is the
substation node, Pj,uti = Puti and Qj,uti = Quti, otherwise
Pj,uti = Qj,uti = 0. Pij and Qij are the active power and
reactive power of the sending end of line ij respectively,
Pi and Qi are the net active and reactive power injection in
node i. Pi,L and Qi,L are the active and reactive power of the
load in node i respectively. η is the coefficient of renewable
energy determined by the environment, which varies by the
time t and scenario s. Ui is the voltage magnitude in node i,
Umin and Umax are the upper and lower limits of the voltage
magnitude respectively.

Eq. (31)-(33) are the distribution network Disflow equa-
tions, Eq. (34)-(35) are the RDG power constraints, Eq. (36)
is the voltage constraint.

3) STRATEGY
The RDG power control strategy is given in Section III.

E. STOCHASTIC MODEL OF RENEWABLE ENERGY
AND LOADS
The normal distribution is applied to describe the stochastic
characteristics of renewable energy and loads:

η ∼ N (ηexp, σDG) ∀t, s, y (37)

Pi,L ∼ N (Pi,exp, σi,P) ∀t, s, y (38)

Qi,L ∼ N (Qi,exp, σi,Q) ∀t, s, y (39)

where, ηexp, Pi,exp and Qi,exp are the expected values of
renewable energy coefficient, active load and reactive load
respectively. σDG, σi,P and σi,Q are the standard deviations.

III. ALGORITHM AND STRATEGIES
In the 3-level structure, the master, slave and secondary slave
problems are all formulated as optimization models. The
learning automata based algorithms, which can deal with the
stochastic environment, are proposed to solve the master and
slave problems. The RDG power in sub-slave problem is
determined by a fast and efficient strategy based on MPPT
considering the computation complexity of the entire problem
and the real-time requirement in actual power systems.

A. LA BASED ALGORITHMS FOR MASTER AND
SLAVE PROBLEMS
Adaptive learning algorithms are efficient for optimization
and control in complex no-linear systems [29], [30]. Learn-
ing automata are adaptive decision makers that learn to
choose the optimal solution from the feasible region by using
noisy reinforcement feedback from the stochastic environ-
ment [31]. The goal of LA is to find the optimal solution,
where the expectation of the feedback from the stochastic
environment is minimized. In the LA based algorithm, the
value in each dimension of the control variable is set to
obey a hypothetical probability distribution. At each iter-
ation, the control variable is randomly selected according
to the distributions, and the environment variable is also
generated randomly based on its stochastic characteristics.

The reinforcement of the control variable distribution is
obtained from the environment. The iteration ends when the
state, where the probability of choosing the optimal set of
actions is high enough, is evolved.

LA can be divided into CALA (continuous action-set learn-
ing automata) and FALA (finite action-set learning automata)
according to whether the control variable is continuous or
discrete. In proposed model, χallo and χconf are all discrete
variables, so only the FALA based algorithm is introduced in
this paper.

For finite decision variables, the feasible region is formed
by limited areas. The decision variables are assumed to obey a
discrete probability distribution in the feasible region. Denote
the finite control variables as χ and the environment stochas-
tic variables as ξ . The flow of the FALA based algorithms are
as follows:

(1) Step 1: n=1. Initialize the probability distributions
of decision variable χ . Suppose the decision variable has
k-dimensions (χ = (χ1, . . . , χk )) and the variable in dimen-
sion i has mi possible values. Denote M as the maximum mi
for all i, and the feasible region can be divided intoM k areas.
The action probability vector can be expressed by a k × M
matrix, Pn(k ×M ), at the nth iteration, where:

P1(i, j) =


1
mi

j = 1, 2, 3, . . . . . . ,mi

0 j > mi i = 1, 2, . . . . . . , k
(40)

In the master problem, for example, if there are 2 candidate
nodes and the capacity can be 100kW, 200kW and 300kW in
the first level model, then Pn(k ×M ) is initialized as:

Pallo,1(k ×M ) =


1/2 1/2 0
1/3 1/3 1/3
1/2 1/2 0
1/3 1/3 1/3

 (41)

Pallo,1(1,1) and Pallo,1(1,2) are the possibility that there
is and there isn’t a RDG in candidate node 1 respectively.
Pallo,1(2,1), Pallo,1(2,2) and Pallo,1(2,3) are the possibility
that the capacity of RDG in node 1 is 100kW, 200kW
and 300kW respectively. The decision that ‘‘a 200kW RDG
is located in node 1 and no RDG is located in node 2’’
is a feasible solution in the solution space, and the pos-
sibility that this solution is selected by the automaton is
Pallo,1(1,1) ×Pallo,1(2,2) ×Pallo,1(3,2) =1/12.

In the slave problem, for example, there are 3 loops in
the network and there are 3, 5 and 4 switches in the loops
respectively, then the vector for can be initialized as:

Pconf ,1(k ×M )=


. . .

1/3 1/3 1/3 0 0
1/5 1/5 1/5 1/5 1/5
1/4 1/4 1/4 1/4 0
. . .

 (42)

This 3 rows correspond to one configuration vector in the
dynamic reconfiguration control variable.

(2) Step 2: Initialize the optimal value best1. Set ξ to
be its expected value. The optimal value of master problem
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bestallo,1 is assigned to be the annual cost without consid-
ering RDG penetration or network reconfiguration. For the
slave problem, the optimal value bestconf ,1 is assigned to be
the annual operation cost considering RDG allocation and
RDG power control strategy, but not considering network
reconfiguration.

(3) Step 3: Generate a set of random environment vari-
ables ξn randomly according to the probability distributions
respectively.

(4) Step 4. Generate a set of control actions χn randomly
based on Pn(k ×M ).
(5) Check the constraints and calculate the value of the

objective functions fobj(χn, ξn). The variable FLAG is a sym-
bol of whether the constraints are satisfied, defined as:

FLAG =

{
1 when no constraint is violated
0 otherwise

(43)

Calculate the response of the environment using:

β(χn) =

exp(−
bestn

fobj(χn, ξn)
), if FLAG(χn) = 1

1, if FLAG(χn) = 0
(44)

where, bestn the is current optimal value of the objective
function. The designation of the reinforcement formula is
based on 3 concerns: β ∈(0,1), β is continuous, and β is
monotonically increasing with fobj.
(6) Update the probability distributions of the decision

actions.
For the values that χi (i = 1 . . . n) are selected, the proba-

bilities are updated by using:

Pn+1(i, j) =

{
Pn(i, j)+ af · (e−1 − β(χn))β(χn) < e−1

Pn(i, j)β(χn) ≥ e−1
(45)

For the other intervals, the probabilities are updated by
using:

Pn+1(i, j)

=

Pn(i, j)−
af · (e−1−β(χn))

mi − 1
j ≤ mi and β(χn)<e−1

Pn(i, j) j > mi or β(χn) ≥ e−1

(46)

where, af is a constant parameter.
(7) Update the current optimal value of objective function.

bestn+1 =

{
f (χn, ξn) β(χn) < e−1

bestn β(χn) ≥ e−1
(47)

(8) Terminate condition:
The optimization process ends when (48) or (49) is

satisfied:

n ≥ Niteration (48)

γ (n) = min
i
(max

j
Pn(i, j)) ≥ γ0 (49)

where, Niteration is the maximum iterations, γ0 is a constant
number. Eq. (49) means there is a high enough possibil-
ity (more than γ k0 ) that a certain solution (the optimiza-
tion result) in the feasible region will be selected by the
automaton.

(9) Return the results: for each dimension of the control
variable, the value with maximum probability is returned as
the result. The annual cost (total cost in the master problem,
operation cost in the slave problem) is returned as the fitness
of the control variable.

B. POWER CONTROL STRATEGIES IN THE THIRD LEVEL
The principle of the RDG power control strategy is to
maximize the renewable energy consumption under the sys-
tem constraints. In distribution system, the voltage over-limit
is the most significant problem which generally occurs
before the current over-limit. So, this strategy consid-
ers two situations when the voltage constraint might be
violated:

(1) The output of RDG is too high that the voltage mag-
nitudes of the nodes where RDGs are allocated exceed the
upper limit.

(2) With the load growth, the minimum voltage magnitude
of the network exceeds the lower limit.

FIGURE 3. Pseudo code of the RDG power control strategy.

Based on this consideration, a MPPT based strategy
considering active power curtailment and reactive power
compensation is given in this paper. The pseudo code of
the strategy is shown in Fig. 3. It should be noted that the
stochastic characteristics of renewable energy and loads have
been dealt with in the FALA based algorithms. In the third
level, the strategy is faced with a deterministic environment.
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FIGURE 4. The entire solving process of the 3-level model.

C. THE ENTIRE SOLVING PROCESS OF THE
3-LEVEL MODEL
The entire process of the simultaneous algorithm to solve the
3-level model is shown in Fig. 4. The logical structure of
3 levels is the same with Fig. 1. The stochastic characteristics
of renewable energy and loads are dealt with in the slave
problem.

IV. CASE STUDY
A. PARAMETER SETTINGS
The proposed method is demonstrated in the 33-bus [27] and
69-bus [32] distribution test systems. The planning horizon
is 10 years. Spring, summer, autumn and winter are consid-
ered as 4 typical scenarios in a year, and the mean value of
the daily profiles of residential load and commercial load in
a real distribution system [33] are used to represent the load
characteristics in 4 scenarios, as shown in Fig. 5.

Photovoltaic (PV) is considered as the renewable energy,
and the daily PV output profiles in 4 seasons are provided
in Table 1 [34]. The PV output in summer is based on the
statistical data and is multiplied by coefficients to generate
the output profiles in other seasons.The loads in buses 37,
38 and 48 of the 33-bus system and the load in buses 37, 38
and 48 of the 69-bus system are set as commercial loads and
others are set as residential loads. The standard deviations in
normal distributions of PV and load are all set to be 10%of the

FIGURE 5. Power profile (in percentage of peak) for residential (Re.) and
commercial (Co.) loads, in spring (Sp.), summer (Su.), autumn (Au.), and
winter (Wi.)

expected value. The parameters in FALA are set as follows:
af = 7; Niteration = 100; γ0 = 0.8.
Other parameters are listed in Table 2.
For each test system the optimization results or operation

status of following cases are compared:
Case 1: The original systems without considering RDG

penetration or network reconfiguration. There is no optimiza-
tion process in this case. A note is that in this case the voltage
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TABLE 1. Daily PV output in 4 seasons as a fraction of yearly peak.

TABLE 2. Parameters in the case study.

constraints (36) will not be satisfied in the 33-bus or 69-bus
systems since the 8th and 7th year respectively because of the
load growth.
Case 2: The optimal siting and sizing of RDG are consid-

ered, but the network reconfiguration is not considered. The
modeling of this case is modified from proposedmodel: in the
second stage of the master—slave structure, the optimization
of χconf is omitted. χconf is set to be constant so that the
network structure is not reconfigured.
Case 3: Both the optimal siting and sizing of RDG and the

dynamic network reconfiguration are considered. Proposed
model, algorithm and strategy are applied to solve the prob-
lem in this case.

B. RESULTS OF RDG ALLOCATION AND
RECONFIGURATION STRATEGY
The optimal RDG allocation in Case 2, 3 and the network
reconfiguration strategy in Case 3 are shown in Table 3-6.
According to Table 3 and Table 5, in the 33-bus and 69-bus
systems the optimal capacity of PVs in Case 3 are 34%
and 30% higher than that in Case 2 respectively. According
to Table 4 and Table 6, the network reconfiguration occurs
mostly in 10:00-15:00, when the maximum output of PVs is
relatively high.

TABLE 3. RDG location and capacity in the 33-bus system.

TABLE 4. Network reconfiguration schedule of the 33-bus system
in case 3.

TABLE 5. RDG location and capacity in the 69-bus system.

C. ECONOMIC AND TECHNICAL ANALYSIS
The results of Case 1-3 are analyzed and compared on aspect
of economic benefit, RDG consumption and power loss.
Table 7 and Table 8 show the detailed result of investment
and operation costs.

In the 33-bus system, the total annual cost in Case 3 is
7.27% less than that in Case 2, and in the 69-bus system this
proportion is 6.74%. The penetration of PV can reduce the
system total cost by 15-18%when network reconfiguration is
not considered and by 21%-24% when considering network
reconfiguration, respectively. The benefits are mostly caused
by government compensation, however, with development of
PV technology, price reduction of PV modules and extension
of PV life cycle and planning horizon, the economic advan-
tage of PV will gradually show.

The PV energy consumption and curtailment data is shown
in Table 9. According to Table 9, there is a significant growth
in the renewable energy consumption when considering
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TABLE 6. Network reconfiguration schedule of the 69-bus system
in case 3.

TABLE 7. Economic analysis of the 33-bus case.

TABLE 8. Economic analysis of the 69-bus case.

TABLE 9. Renewable energy consumption analysis.

network reconfiguration, however, there is still similar
amount of energy curtailment even in Case 3. That’s because
the optimization process always leads to the balance that
the marginal benefit caused by the unit capacity is equal
to the marginal cost, and a level of energy curtailment is
the essential condition of this situation. However, the total

capacity of PVs and the renewable energy consumed by
the system have increased significantly (about 30%-34%)
when network reconfiguration is considered. The curtailment
occurs during 12:00-15:00, and the proportion of curtailment
in summer is 78%. The detailed distribution of renewable
energy curtailment is shown in Fig. 6(a)-(d).

FIGURE 6. The distribution of renewable energy curtailment.

TABLE 10. Annual power losses.

The annual power losses of the system in three cases is
shown in Table 10. The analysis is on following aspects:

(1) The power loss is depend on the current magnitude and
the resistance of the lines in the network;

(2) The power losses of the systems with RDG penetration
is not decreased compared with the original network, because
the power from RDG to loads also causes line loss in the
periods when the output of RDG is high.

(3) For a certain system, the network reconfiguration can
balance the line power and reduce power loss. However, the
total RDG capacity in 3 cases are not the same, so the power
loss reduction caused by network reconfiguration cannot be
reflected in Table 10.

(4) The reactive power compensation in the third level is a
strategy to help satisfy the voltage constraints, while the com-
pensation power is not optimized precisely consideringmodel
complexity, and the reactive power compensation ability of
the RDG is not totally used. A simple test is given by increase
the lower limit of voltage magnitude. When the lower limit is
set as 0.92, the annual power loss of the 33-bus and 69-bus
systems in Case 3 will be 792 MW·h and 725 MW·h respec-
tively. The loss will get higher again if keeping increasing the
lower limit because the active power flow from the RDG to
loads will increase the current magnitude.
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TABLE 11. Performance of FALA and PSO algorithms.

D. ALGORITHM ANALYSIS
To demonstrate the effectiveness and applicability of pro-
posed algorithm, the particle swarm optimization (PSO) algo-
rithm which has been widely used is also applied in Case 3.
The comparison between FALA based algorithm and PSO
algorithm is shown in Table 11. In Case 3, the first level and
second level control variables need to be optimized, and the
second level process is called in each iteration of the first level
optimization. Considering the stochastic characteristics of PV
and loads, the sampling method (e.g., chance constrained
programming) should also be introduced if applying PSO
algorithm in the second level, leading the total calculating
time unacceptable (more than 48 hours) or even memory
overflow. So in this comparison the PSO is only applied in
the first level model and the second level is still optimized by
FALA based algorithm. In the PSO, the pop population is set
as 20 and the number of total iteration times is set as 100.

FIGURE 7. Convergence process of FALA and PSO algorithms.

The convergence process is shown in Fig. 7. γ is defined in
Eq. (49). γ is not monotone increasing because it is possible
that in some dimension the control variable is not generated
as the ‘‘most probable one’’ while the fitness value of the
control variable is current optimal, which may lead the γ
updated smaller (seen Eq. (44)- (46)). In the 33-bus and
69-bus systems the FALA based algorithm converges after
67 and 91 iterations respectively. The computing time of PSO
algorithm is much longer than that of FALA algorithm, while
there is no significant difference between 2 algorithms on
the aspect of searching capability: in the 33-bus system the
result of PSO algorithm is better while in the 69-bus system
the result of FALA algorithm is better, and both of the gaps

are very small. So we can draw the conclusion that FALA
algorithm is more efficient in proposed model.

The PSO convergence curves are not very typical because
there are some small variations in ‘‘current minimum cost’’,
seen in Fig. 7. For example, during 34-56 iteration the current
minimum cost in PSO optimization for the 69-bus system is
changed slightly for several time while the current optimal
solution (capacity and location variable information) is not
changed. That’s because the objective function calculation of
current optimal solution calls the second level FALA based
algorithm each iteration to determine the reconfiguration
schedule, and the result could be different since the FALA
optimization is a stochastic process.

V. CONCLUSION
In this paper, an optimal RDG siting and sizing method
considering network reconfiguration and RDG power con-
trol strategy is proposed. A 3-level iterative master—slave
structure is established following the order of RDG planning
and distribution system operation. Considering the model
complexity, a practical strategy is given to determine the RDG
power in the secondary slave problem, while the RDG alloca-
tion in the master problem and reconfiguration schedule opti-
mization in the slave level are solved by learning automata
based algorithms which can deal the stochastic characteristics
of load and renewable energy.

Results shows that the optimal capacity of the RDG is
increased and higher economic benefits can be achieved if
network reconfiguration is considered in the system operation
stage, and that proposed learning automata based algorithms
have higher optimizing efficiency compared with conven-
tional intelligent algorithm.

In future work, the automation level of distribution systems
and the relay protection system which may add constraints of
the network reconfiguration and RDG power control should
be taken into consideration. On the other hand, proposed
RDG allocation model has reference meaning for switch
placement and expansion planning of future active distribu-
tion systems with high penetration of RDG.
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