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ABSTRACT Software-defined satellite network (SDSN) is a novel framework, which brings software-
defined network technologies in the satellite networks. It has great potential to achieve effective and
flexible management in the satellite networks. There are two burning issues to be solved for the flow table
management in SDSN. First, the ternary content addressable memory (TCAM) space is limited on satellites
and the flow table size should be reduced. Second, the frequent handovers will lead to an increase in the flow
table size in SDSN. Due to the limited flow table space, a lot of flows will be dropped if the flow table is full
during the handover. To address these issues, we first give a description of our focused flow tablemanagement
problems. Then, we propose SAT-FLOW, a multi-strategy flow table management method for SDSN.
SAT-FLOW considers three key points, limited TCAM space, classified traffic, and handover. SAT-FLOW
contains two heuristic algorithms, named dynamic classified timeout (DCT) algorithm and timeout strategy-
based mobility management (TSMM) algorithm. DCT aims to reduce the flow table size and TSMM aims
to reduce the drop flows during the handover. We implement SAT-FLOW and conduct contrast experiments.
The experimental results verify the good performance in terms of transmission quality, idle_timeout values
distribution, a 15.27%–24.34% decrease in flow table size, an 8.2%–10.4% decrease in drop-flow rate, and
a 4.92%–5.7% decrease in table misses for the high priority traffic during the handover.

INDEX TERMS Software defined satellite network, timeout, flow table management, SAT-FLOW.

I. INTRODUCTION
In the past few decades, satellite communication technolo-
gies have developed rapidly. Satellite networks can provide
global efficient broadcast or multicast services anywhere and
anytime due to the advantages of global coverage, mobility,
and scalability. Now, the satellite communication becomes
one of the most important parts of modern communication
systems. However, with the development of satellite net-
works, current and emerging satellite applications become
increasingly complex. It is difficult to achieve effective and
flexiblemanagement due to coarse-grained controls and time-
consuming network configuration in the traditional satellite
communication networks.

Software Defined Networking (SDN) [1] paradigm and
OpenFlow [2] have attracted a lot of attention from both

the industry and research institutes. SDN has the charac-
teristic of separating the data plane from the control plane.
Software Defined Satellite Networks (SDSN) is an emerging
framework that implements SDN technologies in the satellite
networks. SDSN is designed to solve the problems, for exam-
ple, ineffective and inflexible management in the traditional
satellite networks. In recent years, there have been some
researches, for example [3]–[5], and [6] respectively, focus-
ing on designing SDSN.However, the flow tablemanagement
for SDSN remains to be studied.

In order to provide high-speed parallel lookup on wildcard
patterns, SDN switches usually use Ternary Content Address-
able Memory (TCAM) to store their forwarding rules given
by a controller [1]. However, it is reported that a commodity
switch can store about only 1500 entries [7] because of the
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high cost and energy consumption of TCAM. Therefore,
efficient flow table management is very important to improve
the performance of SDN. There have already been researches
about flow table management, for example, [8] and [9] aggre-
gate the flow entries by using wildcard rule, thus reducing the
flow table size. However, flow table management in SDSN
is different from that in terrestrial networks because of the
following characteristics of satellite networks.
• The TCAM limit is severer in SDSN. The energy on
satellites is limited and the cost of satellite hardware is
much higher than that of the terrestrial switch hardware.
Therefore, the number of TCAM entries that a satel-
lite can hold is smaller than terrestrial switches. More
consideration should be taken on flow table space limit
when making flow table management strategies.

• Satellite traffic can be divided into different classes and
has different requests for link resources and QoS. Dif-
ferent priorities should be given to different classes of
traffic when making flow table management strategies.
Thus, the transmission quality of high priority traffic
should be guaranteed when the TCAM space is limited.

• The satellite handover occurs frequently, which is differ-
ent from that in ground wired networks. Rule replace-
ment will occur very frequently in Software Defined
Satellites. However, the existing flow entries will still
be maintained for a while in the flow table after han-
dover. These unexpired entries occupy the flow table
space and are useless because they will not be matched
any more. The subsequent flows may be dropped if the
TCAM space is limited.

There are two timeout mechanisms in OpenFlow, namely,
idle_timeout and hard_timeout to release the overload flow
table. In this paper, we are motivated to focus on flow table
management in SDSN by adjusting idle_timeout dynami-
cally. We aim to control the flow table size, especially during
the handover process. In this way, the performance of trans-
mission in SDSN will be improved. We propose SAT-FLOW,
a multi-strategy flow table management method for SDSN.
SAT-FLOW is composed of two heuristic algorithms, named
Dynamic Classified Timeout (DCT) algorithm and Timeout
Strategy-based Mobility Management (TSMM) algorithm.
DCT aims to work out a basic idle_timeout value for the
table-miss flow taking limited TCAM space and classified
traffic into consideration. TSMM aims to work out a further
idle_timeout value based on the result of DCT considering
link handover in satellite networks. Then, we describe the
implementation of SAT-FLOW in our prototype, which is
supported by a state-level program and introduced in [10].
The prototype adopts Delay Tolerant Network (DTN) [11]
for data transmission and OpenFlow for network control.
The experimental results show that DCT and TSMM have a
better performance in terms of flow table size, drop-flow rate,
table-misses, transmission quality and idle_timeout values
distribution than other strategies.

To sum up, our main technical contributions in this work
are as follows.

• We propose SAT-FLOW, which contains two heuristic
algorithms, DCT and TSMM, and considers three key
points, limited TCAM space, classified satellite traffic,
and satellite link handover. To the best of our knowledge,
we are the first ones to study the flow table management
problem in SDSN in way of adjusting the idle_timeout
dynamically.

• We implement the two heuristic algorithms of
SAT-FLOW in the OpenFlow-based and DTN-based
prototype. We deploy DCT and TSMM in the prototype
by installing python modules in the POX controller-
based [12] satellite control node and shell scripts in the
Open vSwitch-based [13] satellite forwarding nodes.

• We conduct experiments in our prototype. The exper-
imental results show that SAT-FLOW can achieve
good performance in terms of transmission qual-
ity, idle_timeout values distribution, a 15.27%-24.34%
decrease in flow table size, an 8.2%-10.4% decrease
in drop-flow rate, and a 4.92%-5.7% decrease in table-
misses for the high priority traffic during the handover.

The rest of the paper is organized as follows. Section II
reviews the related work. Section III presents a description
of our focused flow table management problem. Section IV
gives the description and implementation of the SAT-FLOW
strategy. Section V presents the tests of the proposed heuristic
algorithms and the experimental results. In Section VI, we
further discuss the study. Finally, Section VII sums up the
paper and presents our future work.

II. RELATED WORK
In this paper, we focus on flow table management in SDSN
by reducing the flow table size, especially when a handover
occurs. In recent years, most of the SDSN related researches
are about architecture designing, for example [3], [4], and [5].
Yang et al. [6] propose a seamless handover mechanism
based on SDSN and conduct physical layer simulation, which
shows significant improvement over the existing hard han-
dover and hybrid handover mechanisms. However, [6] mainly
focus on handover mechanism while our focus is on flow
table size control. Even so, [6] still inspires us a lot. Because
handover is one of the most important points that we consider
when designing SAT-FLOW. Flow table management is a
hot topic in SDN and still needs to be explored in depth
in SDSN. There have been many researches about flow table
management in ground scene. These researches can bemainly
divided into three directions.

The first one is designing local policies to process
some requests inside switches, thus reducing the number
of requests sent to the controller [7], [14]. DIFANE [14]
keeps all traffic in the data plane by selectively directing
packets through authority switches that store the necessary
rules. The controller is responsible for partitioning rules over
authority switches. Devoflow [7] separates the management
of small flows from the giant flow to handle most ‘‘mice’’
(brief and individual) flows in switches and ‘‘elephant’’
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(long-lived and high-throughput) flows in controller. How-
ever, these designs are not suitable for satellite networks. For
example, [14] leaves heavy load on forwarding nodes, which
are limited in processing and storage resources. In [7], the
controller may lose control of some flow that may be sent by
high class tenants.

The second one is flow table aggregation by using the wild-
card rule for reducing flow table size in a switch [8], [9]. The
designing idea in common is that these approaches restructure
the OpenFlowwildcard matching rules to aggregate the flows
that have some common prefixes. However, it is required
to modify the original switch design, raising concerns about
compatibility with SDN standards and increased deployment
costs.

The third one is assigning proper static/dynamic timeouts
to rules for flow eviction based on OpenFlow rule time-
out mechanism. This direction is the most relevant one to
our work. There are many researches about the first two
directions, while the problem of assigning dynamic and
proper timeouts still needs to be explored in depth, espe-
cially in SDSN. [15] is the first article that explores the
impact of the timeout length on performance in SDN. Miss
rate and table occupancy are tested when timeout values
changed. And Zarek et al. [15] proposes a hybrid flow table
management method that combines timeouts with explicit
controller eviction messages. However, [15] uses a static
timeout and leaves dynamically tuned timeouts for future
work. Kim et al. [16] propose an approach to predict the inter-
arrival time of packets in a flow by collecting various traffic
network parameters. Then, the controller adjusts the timeout
value based on the predicted information to reserve flow table
spaces for newly arrived flows in advance. Zhu et al. [17]
predict the suitable timeout by recording the last expire time
and adjust the max timeout to avoid the overflow of the
flow table. SmartTime [18] combines an adaptive timeout
heuristic to compute idle timeouts with proactive eviction of
flow rules and implement the flow management strategy in
an OpenFlow controller.

However, these approaches are not suitable for satellite
networks because the handover and classified traffic are not
considered. In our work, we will consider the limited TCAM
space, handover, and classified traffic, all of which are char-
acteristics in satellite networks.

III. PROBLEM DESCRIPTION
For the sake of clear description, we make the definitions as
shown in Table 1.

Fig. 1 illustrates the architecture and the transmission pro-
cess in SDSN. The controller is located in Geostationary
Earth Orbit (GEO) satellites and the switches are deployed
in Medium Earth Orbit (MEO)/ Low Earth Orbit (LEO)
satellites in SDSN. When a packet arrives at the forwarding
satellite, the satellite performs lookup in its internal flow
tables. If the lookup hits a table entry other than table-miss,
the satellite will forward the packet to the next one in a con-
ventional way. Otherwise, the packet is supposed to belong

TABLE 1. Definition of the parameters.

FIGURE 1. Illustration of software defined satellite networks.

to a new flow. In such case, the forwarding satellite requests
the control satellite for instructions by sending a packet_in
message encapsulating the arrived packet. The control satel-
lite determines the respective flow rule and installs it into
the flow table located in the forwarding satellite. After that,
all packets within the flow are correctly forwarded to their
destination without requesting the controller. In Fig. 1, the
satellite traffic arrives at LEO1 satellite and matches the entry
in the flow table. Then the traffic is forwarded to the next
satellite along the path. The traffic arrives at MEO satellite
while matches no local entries. Therefore, MEO satellite
sends out packet_in message to the controller in GEO satel-
lite for forwarding rules. After receiving flow_mod message
that contains instructions from the controller, MEO satellite
forwards the traffic to LEO2. Then, LEO2 satellite forwards
the traffic to the next node according to the matched entry.

There are two timeout mechanisms in OpenFlow specifica-
tion, namely, hard_timeout and idle_timeout. The flow entry
is evicted if the hard_timeout is up nomatter whether the flow
that matches the entry is ongoing or not.While idle_timeout is
the time period fromwhen there are no active flows thatmatch
the entry towhen the idle_timeout is up. Both of hard_timeout
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and idle_timeout can prevent too much flow entries installed
in the flow table. While using hard_timeout may lead to
extra packet_inmessages if the hard_timeout value is shorter
than the flow transmission time. Now we will analyse the
differences between the hard_timeout and the idle_timeout.

FIGURE 2. Comparison of hard_timeout and idle_timeout.

Fig. 2 illustrates the comparison of the hard_timeout and
the idle_timeout. Fig. 2 (a) and (d) show the situation that
there are no repeated flows. If T (h)flow(1) < Tflow(1), table-
miss will be triggered and if T (h)flow(1) > Tflow(1), there
will be TCAM space waste because useless flow entry occu-
pies the flow table space, Twaste = T (h)flow(1) − Tflow(1).
Only when T (h)flow(1) = Tflow(1), neither table-miss nor
TCAM space waste will be triggered, while it is very hard
to predict flow duration exactly. idle_timeout will lead to
TCAM space waste in this case, Twaste = T (i)flow(1).
Fig. 2 (b), (c), (e), and (f) show the situation that there are
repeated flows. The flow 1 and the flow 2 have the same
tuples. In Fig. 2 (b), tarriveflow(2) ≤ T (h)flow(1) < tarriveflow(2)+Tflow(2),
table-miss is triggered and Twaste = tarriveflow(2)−Tflow(1).While in
Fig. 2 (e), tarriveflow(2)−Tflow(1) ≤ T (i)flow(1) < Tflow(2)+tarriveflow(2)−

Tflow(1), no table-miss is triggered and Twaste = tarriveflow(2) −

Tflow(1). In Fig. 2 (c), Tflow(1) ≤ T (h)flow(1) < tarriveflow(2),
table-miss is triggered and Twaste = T (h)flow(1) − Tflow(1).
While in Fig. 2 (f), T (i)flow(1) < tarriveflow(2)−Tflow(1), table-miss
is triggered and Twaste = T (i)flow(1).
We can conclude that using hard_timeout triggers more

packet_in messages than using idle_timeout. And both of
hard_timeout and idle_timeout can lead to TCAM space
waste. We must predict the flow duration time if we want
to reduce the space waste in the case of using hard_timeout.
In addition, hard_timeout may cause the situation that the
flow entry is evicted while the flow is still active. Therefore,
we decide to manage the flow table by allocating proper
idle_timeout.
In this paper, we have three goals when designing

SAT-FLOW. Firstly, we aim to work out proper idle_timeout
value considering TCAM space limit. Secondly, classified
traffic should be considered when there is not enough flow
table space. Thirdly, we aim to eliminate the effect of link
handover on the TCAM space. The analysis of the three goals
are as follows.

As we know, OpenFlow rules are more complex than for-
warding rules in traditional IP routers. They support fine-
grained control of the traffic and more flexible matchings.
OpenFlow enabled switches are based on wildcard rules that
fit naturally with TCAM.However, using TCAM is expensive
and power-hungry. For example, TCAM is 400 times more
expensive [19] and 100 times more power-consuming [20]
per Mbit than RAM-based storage. Therefore, the limited
TCAM space should be considered in OpenFlow enabled
networks, especially in SDSN, where resources, such as
computing and storage, are limited and cost of hardware is
extremely expensive.
The resources in the satellite networks are limited and

we cannot allocate enough resources to every tenants. It is
necessary to classify the tenants and traffic according to their
properties and requirements. Here, we define three Types of
Service (ToS), namely ToS = {tos1, tos2, tos3}. tos1 identi-
fies the data that needs the highest priority, which means that
tos1 traffic should have the smallest table-miss probability.
The tos1 traffic may be sent by the users in government,
military, or the tenants that have paid much to the operators.
tos2 identifies the data that need real-time transmission. The
instruction data, or signal data, or point-of-sale data may be
marked as tos2. tos3 identifies the traffic that is delay-tolerant.
The file transmission data, or database querying data can be
marked as tos3. The priority of the three classes of traffic is
tos1 > tos2 > tos3 when making flow table management
strategies.

FIGURE 3. Drop-flow in handover scenario.

Finally, we will analyze why handover is an important
point that we should consider. Fig. 3 illustrates the drop-flow
in the handover scenario. The flow 1 and the flow 2 have
the same tuple and the flow 2 is the repeated flow of the
flow 1. While the flow 3 is a new flow. When new flows
arrive while there is no TCAM space left, the flow will be
dropped, namely, drop-flow. In Fig.3 (a) and (b), there are no
repeated flows, In Fig. 3 (a), Tflow(1) ≤ thandoverlink(n) < tarriveflow(3),
thandoverlink(n) < tarriveflow(3) < Tflow(1) + T (i)flow(1). If Nentry =
TCAM limit , the flow 3will be dropped. In Fig. 3 (b), Tflow(1) >

thandoverlink(n) . A handover occurs when the flow 1 is still active
and then no flow 1 packets arrive. If thandoverlink(n) < tarriveflow(3) <

thandoverlink(n) +T (i)flow(1) andNentry = TCAM limit , the flow 3will
be dropped. In Fig. 3 (c) and (d), there are repeated flows and
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Tflow(1) ≤ thandoverlink(n) ≤ tarriveflow(2). If t
arrive
flow(2) ≤ t

arrive
flow(3) ≤ t

arrive
flow(2) +

T (i)flow(2), t
arrive
flow(2) ≤ tarriveflow(3) ≤ Tflow(1) + T (i)flow(1), and

Nentry = TCAM limit , the flow 3 will be dropped. In Fig. 3 (d),
if we adjust T (i)flow(1) ≤ thandoverlink(n) − Tflow(1), there may be
space in the flow table for the flow 3. We can conclude that a
handover process may cause an increase in flow table size and
a proper idle_timeout can reduce drop-flows during handover.

IV. ALGORITHM AND IMPLEMENTATION
Considering the key points in Section III, we propose
SAT-FLOW. In this section, we will introduce the design and
implementation of SAT-FLOW.

A. ALGORITHM DESCRIPTION
The descriptions of DCT algorithm and TSMM algorithm are
as follows.

1) DYNAMIC CLASSIFICATION TIMEOUT (DCT) ALGORITHM
DCT takes two key points into consideration, limited TCAM
spaces and classified traffic.

a: LIMITED TCAM SPACES
As discussed in Section III, TCAM-based flow table space is
limited in OpenFlow enabled networks, especially in SDSN.
Therefore, TCAM space is one of the most important param-
eters in the algorithm. We use TCAM limit as the threshold.
If Nentry reaches 80% of TCAM limit , it means that most of
the flow table space is occupied and the increment speed of
idle_timeout value should be slowed down. If Nentry reaches
95% of TCAM limit , it means that the flow table is almost used
up and the subsequent flows may be dropped due to no more
spaces in the flow table. The idle_timeout should be reduced
to accelerate the expiration of the flow entries.

b: CLASSIFIED TRAFFIC
As discussed in Section III, when it is necessary to reduce
the entries, the idle_timeout of the flow entries with differ-
ent priorities is reduced in different proportion. We define
f1, f2, and f3 as the decrease factor for the traffic of tos1, tos2,
and tos3, f1 > f2 > f3.
The process of DCT algorithm can be divided to three

stages.
Stage 1: Small start (Nentry < TCAM limit × 80%). We set

the initial idle_timeout a small value (for example, 1s) rather
than a big one to probe the upper limit of the flow table space.
The idle_timeout value increases exponentially in order to
probe the upper limit fast.

Stage 2: Limit voidance (TCAM limit × 80% ≤ Nentry ≤
TCAM limit × 95%). The idle_timeout value increases addi-
tively to avoid reaching the upper limit too fast because the
remaining space is not too much.

Stage 3: Fast decrease (Nentry > TCAM limit × 95%). The
idle_timeout value is reduced immediately according to the
decrease factors. We aim to reserve space for the following
flows in order to avoid drop-flow.

Algorithm 1 DCT Algorithm
Input:

decrease factors f1, f2, and f3;
initial idle_timeout T (i)init ;

Output:
Appropriate T (i)DCTflow(k) for flow k;

1: for packet_in message arrives do
2: if packet_in message of flow k is new then
3: T (i)flow(k) = T (i)init ;
4: Nflow(k) = 1;
5: else if packet_in message of flow k is not new then
6: if Nentry < TCAM limit × 80% then
7: T (i)flow(k) = T (i)init × 2Nflow(k) ;
8: else if TCAM limit × 80% ≤ Nentry ≤ TCAM limit ×

95% then
9: T (i)flow(k) = T (i)flow(k−1) + 1;
10: else if Nentry > TCAM limit × 95% then
11: if ToS of flow k is tos1 then
12: T (i)flow(k) = T (i)flow(k) × f1;
13: else if ToS of flow k is tos2 then
14: T (i)flow(k) = T (i)flow(k) × f2;
15: else if ToS of flow k is tos3 then
16: T (i)flow(k) = T (i)flow(k) × f3;
17: end if
18: end if
19: Nflow(k) = Nflow(k) + 1;
20: end if
21: T (i)DCTflow(k) = T (i)flow(k)
22: end for
23: return T (i)DCTflow(k);

The basic procedure of DCT algorithm is shown in
Algorithm 1.

It accepts the decrease factors f1, f2, and f3, and the initial
idle_timeout T (i)init as input. When the packet_in message
arrives at the controller, we judge if the flow information
that is encapsulated in the packet_in message is new. If so,
T (i)flow(k) is set as T (i)init and we begin to count Nflow(k).
If not, we will judge if flow table space is enough. If it is in
Stage 1, T (i)flow(k) = T (i)init×2

Nflow(k) . If we judge that it is
in Stage 2, T (i)flow(k) = T (i)flow(k−1)+ 1. If it is in Stage 3,
T (i)flow(k) will be decreased by f1, f2, and f3. Then, we will
get T (i)DCTflow(k).

2) TIMEOUT STRATEGY-BASED MOBILITY
MANAGEMENT (TSMM) ALGORITHM
TSMM takes one key point into consideration, namely satel-
lite link handover.

a: SATELLITE LINK HANDOVER
As discussed in Section III, the handover in satellite net-
works may cause a sudden increase in flow table size. If the
TCAM-based flow table space is limited, some flow may
be dropped. Therefore, the idle_timeout value should not be
bigger than the remaining time of the connection.
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Algorithm 2 TSMM Algorithm
Input:

result of DCT algorithm: T (i)DCTflow(k);
connection information of link n: Tlink(n), thandoverlink(n) ;

Output:
Appropriate T (i)TSMMflow(k) for flow k;

1: for packet_in message arrives do
2: Record the arriving time tarriveflow(k) of flow k;
3: if flow k is forwarded via link n then
4: if thandoverlink(n) + Tlink(n) − t

arrive
flow(k) > T (i)DCTflow(k) then

5: T (i)TSMMflow(k) = T (i)DCTflow(k);
6: else if thandoverlink(n) + Tlink(n) − tarriveflow(k) ≤ T (i)DCTflow(k)

then
7: T (i)TSMMflow(k) = thandoverlink(n) + Tlink(n) − t

arrive
flow(k);

8: end if
9: end if

10: end for
11: return T (i)TSMMflow(k);

The basic procedure of TSMM algorithm is shown in
Algorithm 2.

It accepts the result of DCT algorithm, T (i)DCTflow(k) and the
connection information of the links, Tlink(n) and thandoverlink(n) .
When the packet_in message arrives at the controller, we
record its arriving time tarriveflow(k). Because satellite networks are
scheduled, we can get the information about the start time and
terminal time of the satellite links. We also know on which
link this flow is forwarded from the connection information.
Then, we can get the remaining time of this connection by
thandoverlink(n) + Tlink(n)− t

arrive
flow(k). We compare the remaining time

and T (i)DCTflow(k) and choose the smaller one as T (i)TSMMflow(k).
The SAT-FLOW method is composed of DCT and TSMM.

In SAT-FLOW, TSMM comes afterDCT and together with the
functions of the two algorithms can we achieve the goal of
flow table management in SDSN. The time complexity of the
two algorithms is O(n).

B. IMPLEMENTATION
The tests of SAT-FLOW are conducted in the SDSNprototype,
which is based on Kernel-based Virtual Machine (KVM)
and OpenStack. The prototype is implemented in five high-
performance servers (DELL PowerEdge R720 rack-mount
servers). It is necessary to introduce the implementation of
SDSN and SAT-FLOW.

We adopt the three-layer constellation named Tr [21].
We deploy Tr in Satellite Tool Kit (STK) [22] and the param-
eters listed in Table 2 are based on Tr .
As introduced in [21], the constellation has 66 LEO layer

satellites (LEO1 ∼ LEO66), 10 MEO satellites (MEO1 ∼
MEO10), and 3 GEO layer satellites (GEO1 ∼ GEO3). The
constellation can achieve the following design objectives:
(1) Higher layer satellites cover all of the lower layer satellites
(or ground stations). (2) The number of satellites and orbits

TABLE 2. Parameters of the three-layer framework.

is minimal. These design objectives satisfy our need for con-
stellation: hierarchical satellite coverage and simple system.
The connections among the satellites are illustrated in Fig. 4.

FIGURE 4. Illustration of three-layer constellation.

We set one ground stations, Beijing station (116◦E , 40◦N ).
One GEO satellite keeps continuous connection to Beijing
station.MEO layer satellites keep continuous connections not
only to GEO layer satellites, but also to LEO layer satellites.
And at the same time, some LEO layer satellites cover the
Beijing station continuously. To make emulation practicable
and close to a real scenario, two points of settings are consid-
ered in the prototype as follows.

a: LINKS
We try to simulate the real delays of satellite links by abstract-
ing parameters from STK. Then, we approach the real delay
of satellite links with the help of Linux Traffic Control tool.

b: TRANSMISSION
We implement DTN in the satellite networks to meet the need
of high transmission delay with the help of Interplanetary
Overlay Network (ION) [23]. DTN is a clean-slate solution
in satellite networks. It adopts the concept of store-and-
forward and processes packets in a hop-by-hop fashion. DTN
is designed for the extreme scenes where end-to-end trans-
mission is not guaranteed [24]. Therefore, DTN has better
performance in satellite networks than TCP [25]. DTN uti-
lizes bundles [26] to transmit data and utilizes a convergence
layer called Licklider Transmission Protocol (LTP) [27] to
provide retransmission mechanism. ION is an implementa-
tion of DTN architecture and is designed to enable inexpen-
sive insertion of DTN functionality into embedded systems.
We deploy OpenFlow over ION by a method of tunnel.
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That is, signaling data are transmitted in bundle tunnel when
switches (MEO/LEO satellites) set up connections to con-
troller (GEO satellite) and when controller sends instructions
to switches. We run two different sets of ION configura-
tion files on the control link (between GEO satellite and
MEO/LEO satellites) and the data link (among MEO/LEO
satellites) to separate the control plane and the forwarding
plane.

POX controller is embedded on the GEO satellite node.
We add a python-based module in the POX code to gener-
ate idle_timeout values for different flows before they are
allocated to the switches. Open vSwitch is embedded on the
MEO/LEO satellite nodes. We write and install shell scripts
on the MEO/LEO satellite nodes mainly for two purposes.
One is to help generate flows and mark the ToS field for
different flows at the source node. We define the flows with
ToS field modified to 48 as tos1 traffic, the flows with ToS
field modified to 56 as tos2 traffic, and the flows with ToS
field modified to 80 as tos3 traffic. The other one is to help
count real time flow table size at the forwarding nodes and
send warnings to the controller when the TCAM utilization
reaches 80% and 95%.

V. EXPERIMENTAL EVALUATION
In this section, we will introduce the design and the results of
the experiments.

A. EXPERIMENTAL DESIGN
We design five kinds of idle_timeout strategies that we com-
pare in the experiments.

S1: Static idle_timeout without considering handover:
As the name suggests, these strategies use a constant
idle_timeout value for all the flows. We set three different
timeout values, 50s, 70s, and 100s.

S2: Dynamic idle_timeout without considering han-
dover: This strategy uses a dynamic but simple police. The
idle_timeout value increases exponentially with the arrival
times of packet_in messages. If the number of flow entries
reaches 95% of the TCAM space limit, the idle_timeout
value of the subsequent flows will be reduced to 1s until the
space utilization is less than 95%. This strategy is marked as
dynamic-no handover.

S3: DCT without considering handover: This strategy
only uses Dynamic Classification Timeout (DCT) algorithm
without considering the handover.

S4: Dynamic idle_timeout considering handover: This
strategy uses S2 to generate the idle_timeout value. Then
the value is re-calculated considering the handover. S4 is
somewhat like TSMM, except that the input of S4 is calculated
by S2 but not DCT (S3). This strategy is marked as dynamic-
handover.

S5: TSMM: This strategy uses Timeout Strategy-based
Mobility Management (TSMM) algorithm. That is, this
strategy uses DCT to generate the idle_timeout value and
then re-calculated considering the handover. S5 is actually
SAT-FLOW.

FIGURE 5. Flow sizes.

In the experiments, we set T (i)init = 1s, the decrease
factor f1 = 0.8, f2 = 0.5, and f3 = 0.1, respectively. The
proportion of tos1 flows, tos2 flows and tos3 flows is 1:2:3.
As is shown in Fig. 5, we generate 100 flow sizes that follow
the lognormal distribution (mean=7.2374, std=1.9618) [28]
to form a flow size set. Every flow chooses a flow size from
the set randomly. We send 10 flows per second at a speed
of 5Mbit/s. Different flows are distinguished by the UDP port
numbers. We create a set of 600 port numbers and every flow
chooses a port number from the set randomly. The experiment
time is 1500s. The parameters of link delay that we get from
STK are shown in Table 3.

TABLE 3. Parameters of link delay.

We have implemented two topologies to test the algo-
rithms. As is shown in Fig. 6, Topology 1 is simple and
static.Topology 1 has one GEO satellite, twoMEO satellites,
four LEO satellites (LEO1 ∼ LEO4) and one ground station.
Three classes of traffic are sent from LEO1, LEO2, and
LEO3, respectively. Then the traffic is forwarded by MEO1,
MEO2, and LEO4 to the station.

Topology 2 is complicated and changing. We focus on
the connections between Beijing Station and the LEO satel-
lites. There are 11 LEO satellites that cover the station
gradually from 8:00:00 am to 8:25:00 am, totally 1500s.
Handover occurs at 8:04:26 (266s), 8:11:20 (680s), 8:12:12
(732s), 8:16:23 (983s), and 8:23:29 (1409s), forming six time
durations, duration 1 to duration 6. Fig. 7 illustrates the
distances between Beijing station and LEO layer satellites.
Based on the shortest distances, we choose LEO2, LEO3,
LEO4, LEO5, LEO7, and LEO9 as the relay satellites dur-
ing the six time durations. There may be multiple selection
criteria, but our focus is on a handover scene, rather than
how to choose relay satellite. Therefore, we do not consider
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FIGURE 6. Experiment topology 1.

FIGURE 7. Distances between beijing station and LEO satellites in
experiment topology 2.

FIGURE 8. Experiment topology 2.

other selection criteria. Then, we choose MEO2 from the ten
MEO satellites. MEO2 covers all the relay LEO satellites
from 8:00:00 am to 8:25:00 am at the six time durations.
Fig. 8 illustrates the connections among the satellites in
Topology 2. For example, from 8:11:21 to 8:12:12, LEO3,
LEO4, LEO5, and LEO6 cover Beijing station and we choose
LEO4 as the relay satellite. Traffic is transmitted along the
path MEO1→ MEO2→ LEO4→ Beijing station. Then, the
handover occurs at 8:12:13 am and the relay LEO satellite
is switched to LEO5. Traffic is transmitted along the path
MEO1→MEO2→ LEO5→ Beijing station.

FIGURE 9. Flow table size of S3 vs S2 with different TCAM limit.

B. EXPERIMENTAL RESULTS
We design three sets of experiments. Experiment 1: DCT
algorithm (S3) vs dynamic-no handover (S2) in Topology 1
with TCAM space limit. Experiment 1 is designed to verify
the performance of DCT algorithm in terms of reducing the
flow table size when there is a TCAM limit and no handover.
Experiment 2: TSMM algorithm (S5) vsDCT algorithm (S3)
in Topology 2 without TCAM space limit. Experiment 2 is
designed to verify the performance of TSMM algorithm in
terms of reducing the flow table size when handover occurs.
Experiment 3: TSMM algorithm (S5) vs dynamic-handover
(S4) vs dynamic-no handover (S2) vs static idle_timeout
(S1) in Topology 2 with TCAM limit=300, 400, and 500,
respectively. We design Experiment 3 to verify the per-
formance of TSMM at different TCAM limit. The TCAM
limits (300 entries, 400 entries, and 500 entries, respectively)
are on the flow table in MEO2 satellite node. We test five
parameters in the three experiments, the flow table size at
MEO2 satellite node, the drop-flow rate at MEO2 satellite
node, the normalized number of table-misses of the traffic
with different ToS at MEO2, the throughput at Beijing station
node, and the cumulative idle_timeout values of the flow
rules. Then, we compare the three experiments based on the
five parameters. The details are as follows.

1) COMPARISON 1: THE FLOW TABLE SIZE
S3 vs S2: The flow table size of S3 and S2 with different
TCAM limit is shown in Fig. 9. We aim to validate that
the DCT algorithm can reduce the flow table size under the
limited TCAM space conditions. The TCAM space limit is
300, 400, and 500, respectively. We can see from Fig. 9 that,
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FIGURE 10. Flow table size of S5 vs S3.

in comparison to S2, when the TCAM space limit is 300, the
average flow entry number is reduced 9.05% by S3 (S3: 211,
S2: 232). When the TCAM space limit is 400, the average
flow entry number is reduced 9.22% by S3 (S3: 307, S2: 340).
When the TCAM space limit is 500, the average flow entry
number is reduced 9.39% by S3 (S3: 328, S2: 362). The flow
table size increases slowly at the beginning. The idle_timeout
value is small because of the Stage 1, so the flow entries
are evicted quickly as the new flow entries are installed.
At a result, the total number of flow entries increases slowly
during the first several hundred seconds.

We can conclude that the S3 has an advantage in control-
ling the flow table size under limited TCAM space conditions
in comparison to S2. The main difference between S3 and S2
is that S3 has the Stage 2. When the remaining TCAM space
is not toomuch, the Stage 2 can ensure that the flow entries do
not increase too fast. In addition, Stage 2 starts before it is too
late to control the flow table size. Therefore, S3 does well in
reducing the flow table size. By analysing the experimental
data, we find that the bigger the TCAM space limit is, the
more obvious effect S3 has on the flow table size.
S5 vs S3: Fig. 10 shows the flow table size of S5 and S3

when the satellite links handover occurs. We aim to validate
that the TSMM algorithm can reduce the flow table size under
the handover conditions.We can see fromFig. 10 that the flow
entries are evicted as soon as the handover occurs by imple-
menting S5. In this way, the flow entry number is reduced
and reaches 600 at most when there is no TCAM space limit.
However, only using S3 performs not so well in Topology 2.
The flow entry number reaches 1100 at most. The average
flow entry number is reduced 37.7% by S5 (S5: 352, S3: 565).
We analyze the experimental data in detail and find that: in
comparison to S3, the average flow entry number is reduced
0.75% by S5 in duration 1, 2.61% in duration 2, 71.28%
in duration 3, 37.53% in duration 4, 40.66% in duration 5,
and 68.24% in duration 6.

We will give some analyses about Fig.10. (1) The maxi-
mum flow table size reaches 600 because we send 600 kinds
of different flows in our experiment. That is to say, there
is a flow entry for every different flow. (2) In duration 1,

FIGURE 11. Flow table size of S4 vs S2.

the average flow table size of S5 and S3 are nearly the same
because there is no handover occurs. (3) In duration 2, the
average flow table size of S5 is slightly smaller than that
of S3. Because the flow entries still remain in the flow table
after handover without S5. The percentage of decrease is not
big because the idle_timeout values are relatively small at the
beginning. (4) In duration 3 to duration 6, the flow table
size of S3 increases quickly after handover occurs. Because
the flow entries are still maintained after handover and the
idle_timeout values are very big. The installation of new
flow entries will lead to rapid increase in the flow table size.
(5) In duration 2 to duration 6, the flow table size of S3
decreases after handover occurs. Because the flow entries that
belong to the former connection begin to expire. We can con-
clude that implementing S5 has an advantage in control the
flow entry number under handover conditions in comparison
to only using the S3. That is to say, the mechanism of evicting
the flow entries that belong to the former connection can help
to reduce the TCAM space occupation.

S4 vs S2: The flow table size of S4 and S2 is shown
in Fig. 11. In comparison to S2, when the TCAM space
limit is 300, the average flow entry number is reduced 6.9%
by S4 (S4: 189, S2: 203). When the TCAM space limit is
400, the average flow entry number is reduced 8.54% by S4
(S4: 225, S2: 246). When the TCAM space limit is 500, the
average flow entry number is reduced 11.18% by S4 (S4: 270,
S2: 304).

We can see that the curve trends of S4 and S2 in
Fig. 11(a), (b) and (c) are almost the same. Because the first
part of S4 is actually S2. That is to say, both S4 and S2 have
the same mechanism to generate the initial idle_timeout. The
difference is that the flow entries are evicted as soon as the

14960 VOLUME 5, 2017



T. Li et al.: SAT-FLOW: Multi-Strategy Flow Table Management for SDSN

FIGURE 12. Flow table size of S5 vs S2.

handover occurs by using S4. By analysing the experimental
data, we find that most of drop-flows of the S2 appears after
handover. Because the old flow entries are unexpired and still
maintained in the flow table. The new arrived flows cause a
sudden increase in flow table size. Then, some of the new
flows are dropped because the TCAM space is not enough.
In addition, we can conclude that the higher the upper limit
is, the bigger the proportion of decrease of the average flow
entry number is.

S5 vs S2: The flow table size of S5 and S2 is shown in
Fig. 12. We can see that the flow entries are evicted as soon
as the handoff occurs. (1) When the TCAM limit is 300
(as is shown in Fig. 12 (a)), the average flow entry number is
reduced 15.27% by S5 (S5: 172, S2: 203). The detail analysis
is that, the flow entry number is reduced 2.31% by S5 in
duration 1, 17.35% in duration 2, 53.12% in duration 3,
10.62% in duration 4, 8.94% in duration 5, and 24.29% in
duration 6. (2) When the TCAM limit is 400 (as is shown
in Fig. 12 (b)), the average flow entry number is reduced
19.10% by S5 (S5: 199, S2: 246). In details, the flow entry
number is reduced 2.14% by S5 in duration 1, 6.09% in
duration 2, 58.68% in duration 3, 27.48% in duration 4,
22.72% in duration 5, and 32.36% in duration 6. (3) When
the TCAM limit is 500 (as is shown in Fig. 12 (c)), the
average flow table size is reduced 24.34% by S5 (S5: 230,
S2: 304). In details, the flow table size is reduced 2.96% by
S5 in duration 1, 5.02% in duration 2, 63.06% in duration
3, 35.39% in duration 4, 25.37% in duration 5, 42.77% in
duration 6.

We can see that comparing to Fig. 10, the tendency of
duration 1 for S5 and S2 is the same as Fig. 10. How-
ever, duration 2 to duration 6 are different in Fig. 12 (a).

FIGURE 13. Maximum flow table size of different timeout strategies in
Experiment 3.

Because S5 is in Stage 2 and Stage 3, and S2 reaches the
upper limit when the TCAM space limit is 300. As a result,
the proportion of decrease of the average flow entry number
in Fig. 12 (a) is smaller than that of Fig. 10. Similarly, the
upward trend which is the same as Fig. 10 ends at duration 2
and duration 3when the TCAM limit is 400 and 500. In addi-
tion, we can conclude that the proportion of decrease of the
average flow entry number is bigger when the TCAM limit is
high. When there is no TCAM limit (as is shown in Fig. 10),
we get the biggest decrease proportion (37.7%). At last, we
can conclude that S5 has an advantage in control the flow
table size under the conditions of limited TCAM space and
satellite links handover.

S5 vs S4 vs S2 vs S1: The maximum flow table size
Experiment 3 is shown in Fig. 13. (1)When the TCAMspace
limit is 300, the maximum flow table sizes of S1, S2, and
S4 are 300. That is, the flow entry number of S1, S2, and
S4 reaches the TCAM space limit. However, the maximum
flow table size of S5 is 277 and is less than the TCAM space
limit. (2) When the TCAM space limit is 400, the maximum
flow table sizes of S1, S2, and S4 reach the upper limit of
TCAM space. Only S5 is an exception (maximum flow table
size is 364). (3) When the TCAM space limit is 500, S5, S4,
and one case of S1 (static idle_timeout is 50s) do not reach
the upper limit. The maximum flow table size of S5 (423) is
smaller than that of S4 (460) and S1 (451). The percentage
of decrease for S5 is 7.67%, 9%, and 15.4% respectively
relative to the TCAM space limit (300, 400, and 500). We can
conclude that S5 dose better in decreasing the maximum flow
table size under the conditions of limited TCAM space and
satellite links handover in comparison to the other strategies.
In addition, the percentage of decrease is bigger when the
TCAM space limit is higher.

2) COMPARISON 2: THE NORMALIZED NUMBER
OF TABLE-MISSES
Fig. 14 (a), (b), and (c) illustrates the normalized number of
table-misses of S5, S4, S2, and S1 when the TCAM space
is limited and satellite links handover occurs. We aim to
verify the performance of the Stage 3 in S5 in terms of the
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FIGURE 14. Normalized number of table-misses of different tos traffic for S5 vs S4 vs S2 vs S1. (a) TCAM limit = 300. (b) TCAM limit = 400. (c) TCAM
limit = 500.

table-misses. Here, we take S5 as an example to show how to
calculate the normalized number of table-misses for different
ToS traffic. We count the sum of packet_in messages for S5,
and the number of packet_in messages for tos1 traffic, tos2
traffic, and tos3 traffic in the tests for S5, respectively. Then
the packet_in messages for tos1 divided by the sum is the
normalized value of tos1 traffic for S5. (1) When the TCAM
limit is 300 (as is shown in Fig. 14 (a)), the normalized
numbers of table-misses of tos1 traffic and tos2 traffic for
S5 are decreased by 4.92% and 2.79%. (2)When the TCAM
limit is 400 (as is shown in Fig. 14 (b)), the normalized
numbers of table-misses of tos1 traffic and tos2 traffic for
S5 are decreased by 5.7% and 2.22%. (3) When the TCAM
limit is 500 (as is shown in Fig. 14 (c)), the normalized
numbers of table-misses of tos1 traffic and tos2 traffic for S5
are decreased by 5.16% and 2.64%.

We can see from Fig. 14 that the normalized value of tos1
traffic, tos2 traffic, and tos3 traffic for S1, S2, and S4 stay at
16.67%, 33.33%, and 50%. Because the proportion of tos1
flows, tos2 flows, and tos3 flows that are sent at the source
node is 1:2:3. If there are no strategies about classified traffic
and the number of flows in the experiment is big enough,
the proportion of table-misses for tos1 traffic, tos2 traffic,
and tos3 traffic should be 1:2:3 in one trial. In addition,
because the decrease factors f1 > f2 > f3, the proportion
of flow entries maintained in the flow table for tos1 and
tos2 traffic is bigger than that of tos3. Then, we can see
that the proportions of table-misses of tos1 traffic and tos2
traffic for S5 are smaller than 16.67% and 33.33% while
the proportion of table-misses of tos3 traffic is bigger than
50% after normalization. We can conclude that the classified
decrease factors in Stage 3 can reduce table-misses for high
priority traffic.

3) COMPARISON 3: THE DROP-FLOW RATE
The drop-flow rate of S5, S4, S2, and S1, which is caused by
the limited TCAM space is shown in Fig. 15. Here, we count

FIGURE 15. Drop-flow rate of S5 vs S4 vs S2 vs S1.

the number of drop-flows in each trial and calculate the drop-
flow rate for each strategy respectively. We can see from
Fig. 15 that when the TCAM space limit is 300 and 400,
the drop-flow rate of S5 is the smallest (0%). When the
TCAM space limit is 500, S5, S4, and one case of S1 (static
idle_timeout is 50s) cause no drop-flows. We can say that if
the TCAM space limit is high and the static idle_timeout is
small, there will be no drop-flows either. But a large number
of packet_in messages will be triggered in this case. S4 has
a low drop-flow rate because S4 use a flow entries eviction
mechanism considering handover. As the experimental data
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FIGURE 16. Throughput of S4 vs S2. (a) TCAM limit = 300. (b) TCAM limit = 400. (c) TCAM limit = 500.

FIGURE 17. Idle_timeout value of S2 vs S5. (a) TCAM limit = 300. (b) TCAM limit = 400. (c) TCAM limit = 500.

show, most of the drop-flows are caused by handover. There-
fore, S4 also has a good performance in terms of drop-flow
rate. When the static idle_timeout is set to 100s, the drop-
flow rate is the biggest (10.4%, 9.1%, and 8.2%) among the
rest strategies. Because the flow entries are evicted after a
long time, the old flow entries occupied the flow table and
cause not enough space for the subsequent flows. The drop-
flow rate of S4, S2 and S1 is smaller when the TCAM limit is
high than that when the TCAM limit is low. We can conclude
that the drop-flow rate can be reduced 8.2%-10.4% at most
by using S5.

4) COMPARISON 4: THE THROUGHPUT
The throughput of S4 and S2 is shown in
Fig. 16 (a), (b), and (c), respectively. The experimental data
are captured by wireshark at the Beijing station node. We can
see that the throughput stays at about 4.9 Mbps. The trans-
mission quality is effected slightly only when satellite link
handover occurs when using S4. However, the throughput
significantly decreases after the second, third, and fourth
handover when using S2. Because a lot of flows are dropped
at MEO2 after handover due to limit TCAM space and
the Beijing station node receive less flows. The difference
between S4 and S2 is that S4 considers handover. Therefore,
we can say that the flow entries eviction mechanism consid-
ering handover in S4 and S5 can improve the transmission
quality.

5) COMPARISON 5: THE idle_timeout VALUE
The cumulative idle_timeout values of the flow rules for
S2 and S5 is shown in Fig. 17 (a), (b), and (c), respec-
tively. Here, we collect the experimental data from the
POX controller at the GEO satellite node. It is clear
that the idle_timeout values of S5 have a concentrated
distribution. Comparing the three cases, the idle_timeout
values in Fig. 17 (c) are evenly distributed while in
Fig. 17 (a), more idle_timeout values are big. The ranges
of idle_timeout values of S5 in Fig. 17 (a), (b), and (c)
are almost the same. However, the largest values of
S2 increase with the TCAM limit increases. Comparing
S2 and S5, the proportion of small idle_timeout values
(1s-15s) for S2 is bigger than that of S5. The largest
idle_timeout values of S2 (about 2 × 103s-4 × 103s) are
far bigger than those of S5 (about 102s-2 × 102s). We can
say that the idle_timeout values of S5 stay in a reasonable
range, that is, not too small and not too large. Too small
idle_timeout values will lead to packet_in messages being
triggered frequently while too large idle_timeout values will
lead to large flow table size.

We can conclude from Comparison 1, Comparison 2,
Comparison 3, Comparison 4 and Comparison 5 that the
performance of flow table management in SDSN can be
improved by implementing SAT-FLOW in terms of flow table
size, drop-flow rate, table-misses, transmission quality during
handover, and idle_timeout values distribution.
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VI. FURTHER DISCUSSION
In this paper, we have proposed SAT-FLOW to achieve flow
table management by adjusting the idle_timeout dynamically.
There are some directions that could be further explored.
We list some important ones as follows.

Firstly, more considerations on the table-misses. In this
paper, our focus is mainly on reducing the flow table size
and the drop-flows. We only try to reduce the table-misses
for the high priority traffic. However, a lot of table-misses
mean too many packet_inmessages. The control link delay is
very high (about 85ms to 117ms) in SDSN. Therefore, the
transmission delay will be too high if there are too many
packet_in messages. The balance between flow table size
and table-miss has to be studied necessarily. We can solve
this problem by adding a game theory-based algorithm to
reach the equilibrium point between flow table size and
table-misses.

Secondly, multiple GEO satellites coordination. In this
paper, one GEO satellite covers theMEO/LEO satellites from
8:00:00 am to 8:25:00 am continuously. However, there may
be the case that more than one GEO satellite participates in
the control task, for example, when the transmission path is
too long. Therefore, it is necessary and challenging to inves-
tigate the coordination mechanism among the GEO satellites.
Preliminarily, the coordination mechanism should include
an eastbound and westbound communication protocol that
handles the flow entries synchronization and strategies
negotiation.

Thirdly, generalized model for the flow table manage-
ment problem. We have modeled the OpenFlow-based and
DTN-based SDSN system in our previouswork. However, the
model did not contain analysis about flow table size or table-
miss. We may expect to give a generalized model to analyze
the flow table management problem.

VII. SUMMARY AND FUTURE WORK
In this paper, we studied the flow table management prob-
lem in SDSN. A multi-strategy flow table management
method for SDSN, SAT-FLOW, is proposed to solve this prob-
lem. SAT-FLOW is composed of two heuristic algorithms,
DCT and TSMM. Then, we introduced the implementation
of SAT-FLOW in the prototype. Finally, the experimental
results show that SAT-FLOW can achieve the goal of flow
table management in SDSN. Our future work will follow
three directions. Firstly, we plan to expand the scale of the
experiments and design more proper scenarios to valid SAT-
FLOW. We will extend the current work to a integrated space-
terrestrial scenario. Secondly, a thorough investigation on the
SAT-FLOW is desired, such as the overhead and cost in a
large-scale deployment scenarios. Finally, we will do our best
to search for real satellite traffic trace and test SAT-FLOW.
In this way, we will make the conclusion more convincing.
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