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ABSTRACT According to the requirement of real-time monitoring of the conversion rate of vinyl chloride
in the production process of polyvinyl chloride polymerization and the nonlinearity of the industrial data,
the Elman neural network with strong nonlinear performance is chosen to build the soft-sensor model.
However, because of the early stage of the Elman neural network to train the connection weights between
the layers, the training effect is difficult to guarante with the connection weights. So the whale optimization
algorithm (WOA) is adopted to optimize the Elman neural network, to avoid it falling into the local optimum.
At the same time, to solve the problem that the position of the search agent is randomly distributed in the
initialization process of theWOAalgorithm, and to introduce the idea of chaos, a chaosWOA (CWOA) based
on the idea of chaos is proposed to improve the diversity of all search agents and egocentricity of agent search
by utilizing the chaotic features. At the end of this paper, considering that the input vector dimension is too
large, the neural network topology is very large, which will lead to the complexity of the training process.
Therefore, the locally linear embedding method is introduced to reduce the dimension of high-dimensional
input vectors. The simulation results show that the chaotic whale algorithm can significantly improve the
prediction accuracy of economic and technical indexes of PVC polymerization process, which especially has
a significant improvement in the prediction effect in the early stage and meets the requirements of real-time
control of the production process of the polymerization reactor.

INDEX TERMS PVC polymerization process, Elman neural network, Soft sensor, Whale optimization
algorithm, Locally linear embedding method.

I. INTRODUCTION
Polyvinyl chloride (PVC) resin is one of the plastic vari-
eties which is the first industrialization realization of the
plastics in the world and is one of the most widely used
polymers [1]. By using the vinyl chloride monomer (VCM)
as raw materials, the production of PVC resin by suspen-
sion polymerization method is a typical intermittent chemical
production process. The different VCM conversion has a
certain impact on the molecular weight of PVC resin, thermal
stability, porosity, the residues of VCM, the absorption of
plasticizes and processing liquidity [2].With the development

of the large-scale polymerization and in-depth study on the
polymerization process of vinyl chloride, the conversion
velocity in single tank is further improved in order to increase
production capacity and reduce production cost. A large num-
ber of uncertain information, diversification of massive data
led to the use of traditional control methods andmathematical
models for local control often cannot get satisfactory results.
When recycling the VCM, a low conversion rate will obtain
the resin with higher porosity. That is to say a high conversion
rate will get the resin with lower porosity. However, the
absorption rate of the plasticize decreases with the increase
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of the VCM conversion rate. Due to the restrictions by
on-site conditions and the lack of mature measurement
devices, it is hard to measure the real-time VCM conversion
rate in the actual production process. Therefore, it is difficult
to achieve the direct closed-loop control.

Elman NN is a typical local recursive neural network with
time delay feedback, which introduces the feedback signal
and stores the internal states to realize the dynamic mapping
function based on the BP neural network [3]. But because
most of the industrial production process is dynamic,the use
of the static neural network, such as BP neural network or
RBF neural network, to be used to build the neural network
model, often cannot obtain the desired predictive results.
For example, it is necessary to prioritize the nonlinear auto-
regressive model of the hypothetical system. It is necessary
to determine the order of the model. When the system order
is unknown or too high, the network structure will become
complicated and affect the convergence speed of the network.
The increase in the input node will also make the systemmore
sensitive to noise. The ElmanNNmodel was used for the tran-
sient estimation and a good prediction result was obtained [4].
The genetic algorithm (GA) was used to optimize the weights
of Elman NN to realize the detection of the motor fault [5].
The pressure of the emulsion pump was predicted by using
the Elman NN [6]. Through the design of the self-feedback
connection with fixed gains and the feedback of nodes in the
output layer, the improved Elman NN has faster convergence
speed and generalization ability [7]. Elman NN was inte-
grated with the quantum computation to improve the preci-
sion based on the approximation and information processing
ability of quantum computation [8]. The whale optimization
algorithm (WOA) is a global swarm intelligent optimization
algorithm inspired by the hunting behavior of the Humpback
whales byMirjalili and Lewis [9], which is applied in produc-
tion optimization problems [10] and the sizing optimization
of skeletal structures [11]. The Elman NN soft-sensor model
optimized by chaos whale optimization algorithm is proposed
to predict the VCM conversion velocity in polymerization
process. Simulation results proved the effectiveness of the
proposed strategy.

The paper is organized as follows. In section II, the tech-
nique flowchart of the PVC polymerization process is
introduced. The Elman NN is described in section III.
In section IV, the Elman NN soft sensor model based on
CWOA is introduced in details. The simulation experiments
and results analysis are discussed in sectionV. The conclusion
illustrates the last part.

II. TECHNIQUE FLOWCHART OF PVC
POLYMERIZATION PROCESS
PVC production process includes polymerization, stripping,
drying and packaging process. The techniques of the PVC
polymerization production process has four kinds: suspen-
sion method, bulk method, emulsion method and micro sus-
pension polymerization [2]. The suspension method accounts
for 80%, the bulk method accounts for 10%, and the emulsion

andmicro suspension polymerization accounts for 10%.Most
of the countries adopts the suspension method. This method
makes the liquid VCM under its saturated pressure stirring
and dispersing. The dispersing agent is adopted tomakeVCM
liquid beads under protection and dispersion. Then the oil
soluble initiator is adopted to produce the polymerization
reaction in monomer phase. The advantages of suspension
polymerization are described as:

1) The system has low viscosity, easy control of heat
transfer and temperature and the molecular weight and
its distribution are stable.

2) The molecular weight of the product is higher than that
of solution polymerization;

3) The post-treatment process is simpler than the emulsion
polymerization and solution polymerization, and the
production cost is low.

The disadvantage of suspension polymerization is that the
product has a small amount of desperation residues. So in
order to produce transparent and excellent insulation prod-
ucts, these residues need to be removed.

In this paper, the PVC production process is a typ-
ical intermittent chemical process to produce SG5 resin
products, whose technique is very complex, flammable,
explosive and easy to poison. In order to ensure the safe
production and stable product quality, the higher requirement
is needed on the degree of automation control system. The
main raw material used in the PVC production process is
VCM and PVC is produced by VCM polymerization, whose
technique flowchart of polymerization kettle production pro-
cess is shown in Fig. 1.

PVC production process has a certain production cycle,
which includes materials feed, polymerization, recycling,
packaging and other steps. The first stage is to feed materials,
where various materials are fed into the polymerization kettle
in sequence according to a certain proportion.In the feeding
stage, the wall coated agent is first fed into the polymeriza-
tion kettle so as to remove residues and reduce the impurity
content in the finished product. Then the quantitative buffer,
monomer andwater, desperation and initiator are sequentially
fed into the kettle. When the monomer and water are added
into the polymerization kettle, the stirrer starts to stir and the
polymerization reaction begins. The polymerization process
is the core of PVC batch production process, is a key step to
guarantee the production safety and product quality. In this
stage, the process parameters of polymerization reactor (such
as temperature and pressure) changes according to a certain
time trajectory. When the pressure drop down to 0.05 Mpa
and the conversion rate reached about 80-82%, the terminator
are added and the reaction is terminated. The slurry is dis-
charged from the bottom of the polymerization kettle. After
a series of processing for slurry, such as recovery, stripping,
condensation, drying and so on, the finished products are
packed. A typical PVC polymerization kettle technological
process is shown in Fig. 2 [12].

The PVC polymerizing process is a typical batch produc-
tion process. In PVC polymerizing process, all kinds of raw
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FIGURE 1. Polymerization kettle production process flowchart.

materials and auxiliary agents are placed into the reaction
kettle. They are fully and evenly dispersed under the function
of stirring. Then, we begin to ventilate the cooling water to
the clip set of the reaction kettle and baffle plate constantly
in order to remove homo-polymer. When the conversion rate
of VCM reaches a certain value, the reactions are terminated
and the finished product is got. The polymerization degree
decreases with an increase in temperature. Therefore, poly-
merization degree only has a relationship with temperature
for the VCM polymerization reaction. Ultimately, the accu-
racy of the conversion velocity predictive model has a direct
influence on the product quality and type of PVC. According
to the characteristics of a polymerization process, 10 process
variables related with the conventional rate and velocity of
VCM are identified as the secondary variables of the soft-
sensor model, which are listed in the Table 1.

III. ELMAN NEURAL NETWORK
A. OVERVIEW OF THE ELMAN NEURAL NETWORK
Elman NN is a kind of typical dynamic neural network,
which contains dynamic link, and does not need to use more
system state as inputs, so the number of input layer units is
reduced. Moreover, the approximation ability is better than

TABLE 1. Process variables of the discussed polymerization.

the general static network, and the convergence speed is
faster. For the dynamic system identification on the unknown
model order, the Elman network does not appear the problem
of network structure expansion. However, it is limited to the
identification of the first order system, so it is difficult to
be used in the high order system, so an improved Elman
network is proposed. ElmanNN belongs to a kind of feedback
neural network. In order to make the network has the memory
function,the feedback is added between the hidden layer and
the structure layer [13]. The structure of Elman NN is shown
in Fig. 3.

It has a special structural unit besides the input layer,
hidden layer and the output layer. Feedback network is an
important type of neural network. The addition of the feed-
back link among layers or within the layers makes it possible
to have a delay between the input and the output. So the
dynamic equations are used to describe this kind of model.
However, the feed-forward neural network can only achieve
the nonlinear mapping. But it is also because of this feedback,
this network has thememory ability so that it is widely used in
a lot of research areas, such as time series prediction, system
identification and process control, and so on. In addition to
the input layer, the hidden layer and the output layer, it also
has a special structural unit. This structural unit is used to
remember the output value of the hidden layer unit at the
previous moment, which can be considered as a delay oper-
ator. So the weights of the feed-forward connection can be
revised,while the recursive part is fixed and the corresponding
weights cannot be revised [14], [15].

It can be seen from Fig. 3 that the output in structural layer
at k moment is equal to the output in the hidden layer at
k-1 moment plus α times of the output in the structural unit
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FIGURE 2. Technique flowchart of polymerization kettle.

at k-1 moment.

xc,l(k) = α · xc,l(k − 1)+ xl(k − 1) l = 1, 2, 3, . . .n, (1)

where xc,l is the output of the lth structure layer, xl(k) is the
output of the lth hidden layer, α is a self-connected feedback
gain factor. So the mathematical model of OSF-Elman NN is
shown as follows.

x(k) = f (W 1(xc(k)+ y(k))+W 2u(k − 1)) (2)

xc(k) = α · (xc(k − 1)+ y(k − 1))+ x(k − 1) (3)

yk = g(W 3x(k)), (4)

where, is W 1 the weights between structural layer and hid-
den layer, W 2 is the weights between the input layer and
hidden layer,W 3 is the weights between the output layer and
hidden layer, f (x) is the Sigmoid activation function of hidden
layer neurons, g(x) is a linear activation function of output

layer neurons. Their expressions are listed as follows.

f (x) =
1

1+ e−x
(5)

yk = W 3x(k), (6)

where, yk is the output of the network model.

B. LEARNING ALGORITHM OF ELMAN NEURAL NETWORK
The error function E is defined as:

E =
1
2
(yd (k)− y(k))T (yd (k)− y(k)), (7)

where, yd (k) is expected output and y(k) is the expected
output. The calculation expression y(k) is fed into (7) to
obtain:

∂E

∂w3
ij

=−(yd,i(k)− y(k))
∂yi(k)

∂w3
ij

=−(yd,i(k)− y(k))g
′

i(·)xj(k),

(8)
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FIGURE 3. Structure of Elman neural network and OSF Elman neural
network.

where w3
ij is the weight between the hidden layer and the

output layer, yd,i represents the target values and yi is the
predicted output of the model.

Set δ0i = (yd,i(k)− y(k))g
′

i(·) to obtain:

∂E

∂w3
i,j

= −δ0i xj(k) i = 1, 2, . . . ,m j = 1, 2, . . . , n, (9)

where g
′

i(·) is the derivative of activation function of the
output layer neurons. On the same time, the partial derivative
of W 2 is described as follows.

∂E

∂w2
ij

=
∂E
∂xj(k)

∂yi(k)

∂w2
ij

=

m∑
i=1

(−δ0i w
3
ij)f
′

j (·)uq(k − 1), (10)

wherew2
ij is the weight between the input layer and the hidden

layer, uq(k−1) is the input values of the input layer at previous
moment and f

′

j (·) is the derivative of activation function of the
hidden layer.

Alike, set δhj =
∑

(δ0j w
3
ij)f
′

j (·) to obtain:

∂E

∂w3
ij

= −δhj uq(k − 1)(j = 1, 2, . . . , n; q = 1, 2, . . . , r).

(11)

At last, the connection weightW 1 from the following layer
to the hidden layer is carried out the partial derivation to
obtain:

∂E

∂w1
jl

=

m∑
i=1

(δ0i w
3
ij)
∂xj(k)

∂w1
jl

(j = 1, 2, . . . , n; l = 1, 2, . . . , n) (12)

∂xj(k)

∂w1
jl

=
∂

∂w1
jl

[
fj(

h∑
i=1

w1
jl(xc,j(k)+ yi(k − 1))+

r∑
i=1

w2
jlui(k − 1))

]

= f
′

j (·)

[
xc,j(k)+ yi(k − 1)+

∑
w1
jl
∂xc,j(k)

∂w1
jl

]
, (13)

wherew1
jl is the weight between the input layer and the hidden

layer.
It can be seen from the structure diagram that the basic

relationship between xc(k) and w1
jl can be ignored. So when

the dependence of xc(k) on the connection weight w1
jl is not

considered, the following equation can be obtained.

∂xj(k)

∂w1
jl

= f
′

j (·)(xc,l(k − 1)+ yl(k − 1)), (14)

where xc,j(k) is the output of the jth structural unit and xj(k)
is the output of the jth hidden layer unit.

f
′

j (·)xc,j(k) = f
′

j (·)(xc(k − 1)+ yl(k − 1))+ αf
′

j (·)xc,j(k).

(15)

Eq. (15) is fed into (14) to obtain:

∂xj(k)

∂w1
jl

= f
′

j (·)(xc(k − 1)+ yl(k − 1))+ α
∂xj(k − 1)

∂w1
jl

. (16)

Based on 1W = −η ∂E
∂w , the learning algorithm of Elman

NN can be described as:

1w3
ij = η1δ

0
i xj(k) i = 1, 2, ..,m; j = 1, 2, . . . , n (17)

1w2
jq = η2δ

h
j ug(k − 1) q=1, 2, .., r; j=1, 2, . . . , n (18)

1w1
ij = η3

m∑
i=1

(δ0j w
3
ij)
∂xj(k)

∂w1
jl

l=1, 2, ..,m; j=1, 2, . . . , n

(19)

where η1, η2 and η3 are the learning steps ofW 1,W 2 andW 3,
respectively.

δ0i = (yd,i(k)− y(k))g
′

i(·) (20)

ghj =
∑

(δ0i w
3
ij)f
′

i (·) (21)

∂xj(k)/∂w1
jl can be deduced from (16). The flowchart of the

learning algorithm of the Elman NN is shown in Fig. 4.

IV. ELMAN NEURAL NETWORK SOFT-SENSOR
MODEL BASED ON CWOA
A. STRUCTURE OF SOFT-SENSOR MODEL
The discussed process variables are the input and the VCM
conversion velocity is the output. The nonlinear relationship
f {·} between input and output variables are fitted by using
Elman neural network so as to establish the soft-sensor model
of the VCM conversion velocity. The structure of the pro-
posed soft-sensor model is shown in Fig. 5.
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FIGURE 4. Flowchart of learning algorithm of the Elman neural network.

FIGURE 5. Structure of the proposed soft-sensor model.

B. DATA DIMENSION DEDUCTION
BASED ON LLE METHOD
The data with high dimension will make the sample size
required by the whole data analysis reach the level that the
system is far from bearing. However, there will be some
redundant data in the data with high dimension, which may
influence the performance of many real-time algorithms.
In order to solve this problem, the idea of dimension reduction
is proposed. There are three main types of dimension reduc-
tion methods: linear dimension reduction, nonlinear dimen-
sion reduction and manifold learning dimension reduction.
The linear dimension reduction algorithm is easy to compute
and understand. But in many cases the linear exists only in the
theoretical assumptions and the data structural characteristics
in real life are often nonlinear. This leads to the emergence of
nonlinear dimension reduction algorithms.

The main principle of nonlinear dimension reduction
method based on kernel idea is to map the nonlinear structure
data in the low dimensional space to the high-dimensional
space by using the kernel technique. It is hoped that the
linear non-separable data in the low dimensional space can

be represented as a linear structure in the high-dimensional
space. Its limitations are:

1) The problem of how to selected kernel function.
2) The algorithm is derived to focus more on the formula,

so people can not recognize specific expression of the
original data in the kernel feature space through obser-
vation, which led to the non-linear dimension reduction
algorithm based on kernel theory is very obscure.

Manifold learning dimension reduction, simply speaking,
is a method of mapping high-dimensional data into low
dimensional space. Its main principle is to observe the struc-
tural characteristics of the data in the high dimensional space,
and to establish a one-to-one mapping relationship from
the high dimension to the low dimensional space by the
mathematical model. The original data obtained in the low
dimensional space can retain the information of the original
high dimensional space and reduce the data dimension to
the maximum extent. Locally linear embedding (LLE) algo-
rithm is a kind of manifold learning dimension reduction
methods, which mainly calculates the samples with enough
dense. Under the condition that the relative position between
each sample point and the adjacent point does not change,
according to the method that the local topology is unchanged
to solve the low dimensional coordinates, the data dimension
reduction is realized. This algorithm is to calculate the local
linear combination, so it is equivalent to cut the data into
a smaller areas from a high dimensional manifold. Then
these areas in the low dimensional space according to the
characteristics of the invariant relative position are integrated
into a complete manifold in order to achieve the dimension
reduction.

According to the characteristics of the sample data and the
characteristics of LLE, it is concluded that the choice of LLE
can reduce the dimension of the data to achieve the best effect.
The reasons are described as follows:

1) The data manifold used in this simulation is not com-
pletely closed.

2) The sampling is not difficult so that the sample points
with very high dense can be obtained.

3) Because the chemical reaction process can be consid-
ered that the change of the data is linear in a short
period of time, it complies with the characteristics of
LLE reduction method.

For soft-sensor model by using neural networks, that the
input vector dimension is too large will make the network
topology structure and training become very complex. So the
local linear embedding (LLE) algorithm, one of the nonlin-
ear dimension reduction method based on manifold learn-
ing, is adopted to reduce the dimension of high-dimensional
data [18], [19]. Its basic idea is to assume that each data point
and its neighboring point lie in a linear or nearly linear region
of the manifold. The global nonlinear was transformed into
the local linear and the overlapping local neighborhoods can
provide information about the global structure. The specific
procedure is described as follows.
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(1) Select local neighbor. For a given data set X =

{x1, x2, . . . , xN }(xi ∈ RD), D is the euclidean distance matrix,
D = {dij}n×n.the distance between a sample point xi in a high
dimensional space and its k(k < N ) th nearest neighbor point
is calculated by the following equation.

dij =

[
D∑
k=1

∣∣xik − xjk ∣∣2]
1
2

(22)

(2) Calculate the local reconstructed weight matrix of the
sample points. Define the error function as:

min ε(W ) =
N∑
i=1

∥∥∥∥∥∥xi −
N∑
j=1

wijxj

∥∥∥∥∥∥
2

2

(23)

where xij(j = 1, 2, . . . , k) is the jth nearest neighbor of xi
(There is no xij in this formula, xij just to illustrate themeaning
of wij), wij is a weight between xi and xij. In order to ensure
that the reconstruction is independent of the translation, rota-

tion and scaling of coordinates,
N∑
j=1

wijxj = 1. Combining the

restrictive conditions, Eq. (23) can be rewritten as:

min ε(W ) =
N∑
i=1

∥∥∥∥∥∥xi −
N∑
j=1

wijxj

∥∥∥∥∥∥
2

=

N∑
i=1

∥∥(xi − xij)∥∥2 = N∑
i=1

(wi)TZiwi, (24)

where Zi = (xi − xij)T (xi − xij) is the local covariance matrix
of the ith sample location and wi = {wi1,wi2, . . . ,wik}T is
the local reconstruction weights of the ith sample location.
The Lagrange-multiplier is introduced to solve this constraint
problem.

L(W ) =
N∑
i=1

(wi)TZiwi + λ(
k∑
j=1

wij − 1)

=>
∂L
∂wij
= 2Ziwi + λ× 1 => Ziwi. (25)

Usually a simple solution is used. Set Ziwi = 1 and then
re-adjust the weights in order to make the corresponding sum
equal to 1 and obtain wi.
(3) The weight matrixW is used to find the low dimension

embedding Y of the sample set.
Minimizing the reconstruction error sum function

min8(Y ) =
N∑
i=1

∥∥∥∥∥xi − N∑
j=1

wijxj

∥∥∥∥∥
2

can achieve this pur-

pose. In order to fix Y and avoid the data set collaps-
ing to the origin of coordinates,we can give Y a limit:∑N

i=1 yi = 0, 1
N

∑N
i=1 yiy

T
i = I . I is N dimensional unit

matrix [20].

Then the corresponding optimization problem can be trans-
ferred into the following constraint optimization problem.

min 8(Y ) =
N∑
i=1

‖YIi − YWi‖
2
2

=

N∑
i=1

‖YIi − YWi‖
2
2 = min tr(YMY T )

s.t YY T

(26)

where M = (I − W )T (I − W ), tr(YMY T ) is the trace of
matrix YMY T . By using the Lagrange multiplier method,
obtain MY T = λY T . Then the eigenvalues of M are the
embedded coordinates.

The feature vectors of the d nonzero eigenvalues corre-
sponding to the minimum value of theM are used as the low
dimensional coordinates. Usually the minimum eigenvalue
is almost zero, so the characteristic vector corresponding to
the eigenvalues located 2 ∼ (d + 1) is used as the output
result [21].

TABLE 2. Accuracy rate under different dimension d for training and
testing data sets.

In this paper, one thousand sets of data mentioned above
were randomly selected to two groups. 50% of the sample
points are the training data and the remaining 50% of the data
are the testing data. The LLE algorithm is used to reduce the
dimension of the data and the maximum number of neighbors
is kmax = 10. For the selection of dimension d ,there are
no effective method to determine the proper value before
the experiments so that all dimensions must be carried out
the experiments form 2 to 10 in order to obtain the best
dimension. The training accuracy and the test accuracy under
different dimension d obtained by simulation experiments
are shown in Table 2. It can be seen from Table 2 that the
correctness of the testing set is optimal in the case of d = 5
and d = 10. Therefore, in order to meet the premise of the
accuracy, d = 5 is selected as the number of themodel inputs.
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C. WHALE OPTIMIZATION ALGORITHM
The whale optimization algorithm (WOA) is a global opti-
mization algorithm based on swarm techniques which is
inspired by the hunting behavior of the Humpback whale
proposed by Mirjalili and Lewis [9]. In order to establish
the mathematical model of the humpback whale searching
path, each humpback whale is set as a search agent. At the
same time, the algorithm is divided into three steps: the
search for prey, encircling prey and bubble-net attacking
method (exploitation phase). Then these three kinds of behav-
ioral mathematical model are established. In the process
of modeling the bubble-net attacking method, the shrink-
ing encircling mechanism and the spiral updating position
method are proposed. Among them, the searching for prey
can be regarded as the exploration stage, whose main purpose
is to find a better solution. The bubble-net attacking method
can also be called the exploitation phase, whosemain purpose
is to use this better solution more fully.

FIGURE 6. Theoretical basis of two-dimensional plane.

In the exploration phase (searching for prey), in order
to make the search more extensive, the search agents are
pushed away from each other by the positive and negative
of a random vector EA. At the same time, the position of the
search agent is replaced by a randomly selected search agent
to replace the current optimal search agent. The mathematical
model is described as follows:

ED =
∣∣∣ EC · EXrand − EX ∣∣∣ (27)

EX (t + 1) = EXrand − EA · ED, (28)

where EXrand is a random location vector selected from the
current population. Fig. 6 shows a possible location of a
solution when EA > 1. When

∣∣∣EA∣∣∣ > 1, the search agent selects

a random agent, and when
∣∣∣EA∣∣∣ < 1, the search agent is

selected as the current best agent to replace the location of
the search agent.

At the initial stage, the optimal location in the search space
is unknown when the prey is surrounded. In this algorithm,
the best candidate is regarded as the target prey or the best tar-
get. After that, the best search agent will be defined, and other
agents will try to update their location with the best agent.
The mathematical model of this behavior can be described as
follows:

ED =
∣∣∣ EC · EX∗(t)− EX (t)∣∣∣ (29)

EX (t + 1) = EX∗(t)− EA · ED, (30)

where t is the current iteration number, EA and EC are the
coefficient vector, X∗ is the known optimal location vector,
EX is the location vector of other search agents. It is proposed
that, in each iteration, if a better solution occurs, the X∗ will
be replaced with a better one.

The calculated expressions of EA and EC are described
follows:

EA = 2Ea · Er− Ea (31)
EC = 2 · Er (32)

The Ea is linearly reduced in the interval (0, 2) in the iterative
process (including the whole exploration and development
phase), and the vector Er is a random vector in interval [0,1].

FIGURE 7. Theoretical basis of two-dimensional plane.

Fig. 7 illustrates the theoretical basis of (30) in two dimen-
sional plane. The search agent (X , Y ) can update its location
based on the location of the current best agent (X∗, Y ∗).
It can be seen from this point that if the choice of (X∗, Y ∗)
is not good, it will be easy to make the algorithm fall into
the local optimum. It can be seen from Fig. 7 that anywhere
near the best agent can be achieved by changing the value of
the EA and EC .
The third stage is the bubble-net attacking method. In order

to realize the model in this stage, two ideas are introduced.
(1) Shrinking encirclingmechanism. By reducing the value

of Ea in (5), the value of is limited in [−1,1]. So the new
search agent can be defined any EA location between the initial
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FIGURE 8. Theoretical basis of shrinking encircling mechanism.

FIGURE 9. Sketch map of spiral renewal position method.

position and the current search agent’s best position. The the-
oretical illustration of the shrinking encircling mechanism is
shown in Fig. 8. It can be seen that any position between
(X , Y ) and (X∗, Y ∗) in the two dimensional plane can be
reached by adjusting the value of A between [0,1].

(2) Spiral updating position method. The sketch map of
spiral renewal position method is shown in Fig. 9, which
is the path of the search agent proposed by the original
WOA. It calculates the distance between whale (X , Y ) and
(X∗, Y ∗) prey. The equation imitating the humpback whales
spiral moving mode is described as follows.

EX (t+ 1) = ED′ · ebl · cos(2π l)+ EX∗(t), (33)

where ED′ =
∣∣∣EX∗(t)− EX (t)∣∣∣ represents the distance between

the ith whale and the prey, b is used to define the constant to
limit the logarithmic spiral and l is a random number between
the interval [−1,1].

To be mentioned, the humpback whales swim around the
prey in a gradual contraction of the circle and a spiral shape.

In order to facilitate the establishment of the model, it is
stipulated that each of the fifty percent of the whales may
choose to surround the contraction path or spiral model to
update their locations. The mathematical model is described
as follows.

EX (t + 1) =

{
EX∗(t)− EA ·

−→
D p < 0.5

ED′ · ebl · cos(2π l)+ EX∗(t) p ≥ 0.5,
(34)

where p is a random number between [0,1].

D. CHAOS WHALE OPTIMIZATION ALGORITHM
In the analysis of the original WOA, the shortcomings of
WOA can be found.

(1) The initialization process is random. Generally speak-
ing, the stochastic process can make the initial solutions be
random distribution, but the quality of the individual cannot
be guaranteed. Some solution in the population is far from the
optimal solution. If the initial population has good quality,
it will help to improve the optimization efficiency and the
quality of the solution. That is to say that the random of
initial location for each search agent will therefore affect the
convergence rate of the training process.

(2) WOA adopts (30) and (31) to update the position of
each search agent. Its essence is to use the information of
itself and the information of the global optimal value to guide
the next iteration of the search agent. This is actually a pos-
itive feedback process, which is easy to make the algorithm
fall into the local optimal solution.

By making full use of the advantage of the WOA’s
fast convergence and the egocentricity of chaotic motion,a
chaos whale optimization (CWOA) algorithm is proposed
so that the ability of the WOA to get rid of the local
extreme points is improved and the convergence speed and
precision of the algorithm are improved. The simulation
results show that the performance of chaotic whale optimiza-
tion algorithm is superior to the initial whale optimization
algorithm.

1) CHAOS AND ITS CHARACTERISTICS
Generally, the random state of motion obtained by the
deterministic equations is called chaos. The chaotic state
is widespread in natural phenomena and social phenomena.
It is a common phenomenon in nonlinear systems and its
behavior is complex and similar to random. It seems that a
chaotic changing process is not completely chaotic and there
is a fine inherent regularity. A chaotic variable in a certain
range has the following characteristics: Randomization (its
performance is as random as random variables), ergodicity
(it can go through all the states in the space without repetition)
and regularity (the variable is derived from the determined
iterative equation).

The chaos optimization method is a novel optimization
method, which uses the unique ergodicity of chaotic system to
achieve global optimization, and it does not require the objec-
tive function to be continuous and differentiated. Chaotic
motion can be used to optimize the search capabilities.
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Its basic idea is to generate a set of chaotic variables with
the same number of optimization variables firstly. Chaos is
combined with the optimization variables using a similar
carrier in order to make the optimization variable appear
chaotic state. Let the range of the chaotic motion be the
same as the range of the optimal variable. Then, the optimal
value of the chaotic variable is used to search the optimal
value. Because the chaotic motion has the characteristics of
randomness, ergodic and sensitivity to initial conditions, it is
no doubt that the chaos based search technology will be more
superiority than other random search. The following Logistic
equation is a typical chaotic system.

zn+1 = µzn(1− zn) n = 0, 1, 2, . . . (35)

where µ is the control parameter. When µ = 4 and 0 ≤
z0 ≤ 1, the system (35) will be completely in a confused
state. From any initial value z0 ∈ [0, 1], a deterministic time
series may be iterated.

2) BASIC PRINCIPLE OF CWOA
The basic idea of CWOA is mainly embodied in two aspects:

(1) The position of search agent is initialized by chaotic
sequence, which does not change the stochastic nature of the
WOA in initialization, and improves the diversity of search
agents and ergodicity of agents by adopting chaos principle.
Based on the produced initial agents, a set of better initial
agents are selected as the initial population.

(2) The chaotic sequence is generated based on the optimal
location of all the current search agents. The search agent
which is the best position in the chaotic sequence replaces
the position of a search agent in all search agents. The search
algorithm which introduces the chaotic sequence can gen-
erate many neighborhood points around the local optimal
solution in the iterative process, which can help some search
agents that are easy to fall into the local optimum to escape
from the local minima and quickly search for the optimal
solution.

3) CHAOTIC ALGORITHM TO SEEK INITIAL POSITION
The distance between search agents and the prey is defined
as the objective function:

f (t) =
∣∣∣EX∗(t)− EX (t)∣∣∣ , (36)

where EX∗(t) is the position of the prey and EX (t) is the position
of a certain search agent.

The algorithm procedure of CWOA is described as follows.
Step 1: Initialize the maximum number of allowed itera-

tions or the fitness error limits, and the corresponding param-
eters of CWOA.
Step 2:Generate the positions of individuals by using chaos

idea.
(1) Randomly generating a n vector, whose each compo-

nent is located in the scope (0,1), z1 = (z11, z12, . . . , z1n), n is
the number of variables in the objective function. According
to the Eq. (35), N vectors z1, z2, z3, . . . zn can be obtained.

FIGURE 10. Flowchart of WOA-Elman algorithm.

(2) The various components of the zi carrier to the corre-
sponding variable range.

(3) The fitness value of the search agent is calculated, and
the M solutions with better performance are selected as the
initial solution from N initial agents.
Step 3: If the search agent is better than the current global

extreme, the search agent is set to the optimal search agent.
The value is set to the optimal value, where the smart body
position is set to the best position
Step 4: According to the (30) and (31), the positions of the

search agents are updated.
Step 5: The optimal position Pw = (pw1, pw2, pw3, . . . pwi)

is optimized by chaos optimization. pwi(i = 1, 2, . . . ,m)
is mapped to the definition domain [0,1] of Logistic equa-
tion (34) is defined in the domain [0,1], that is to say
zi = (pwi − ai)/(bi − ai). Then, the Logistic equation is

used to generate the chaotic sequence z(k)i (k = 1, 2, . . .).
The generated chaotic variables are returned to the original

space by inverse mapping P(k)wi = ai + (bi − ai)z
(k)
i to

obtain:

P(k)w = (p(k)w1, p
(k)
w2, p

(k)
w3, . . . p

(k)
wi ). (37)

In the original solution space, the fitness value of each
feasible solution p(k)w (k = 1, 2, . . .) is calculated to obtain
the best feasible solution p∗.
Step 6: Replacing the position of any search agent in the

current group with p∗.
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FIGURE 11. Predictive results of VCM conversion velocity under BP and Elman model.

FIGURE 12. Predictive error of VCM conversion velocity under BP and Elman model.

Step 7: If the termination condition required by the algo-
rithm is satisfied, the search stops and the global optimal
position is outputted. Otherwise return Step 3.

4) ALGORITHM PROCEDURE OF CWOA TO
OPTIMIZE ELMAN NEURAL NETWORK
Seen from the basic principle of Elman neural network,
the main parameters include the weightsW 3 from the hidden
layer to the output layer, the weightsW 2 from the input layer
to hidden layer and the weightsW 1 from the undertake layer
to the hidden layer. So, optimizing the Elman neural network
is to optimize the above three matrices. In the training phase
of the Elman neural network, the best intelligent agents’ posi-
tions of WOA are in accordance to the connection weights
of the Elman neural network. The algorithm flowchart of
CWOA to optimize Elman neural network is shown in Fig. 10.

(1) Initialization. Initialize the number of searching
agents N , the maximum number of iterations num.
(2) Calculate the fitness value. The degree of fitness used

in this paper is also the reciprocal of the previous objective
function 1/f (t), which is shown as:

g(t) =
1∣∣∣EX∗(t)− EX (t)∣∣∣ . (38)

(3) According to the random value p, the implementation
of the surrounding shrinkage mechanism or spiral location
updating strategy for the search agents is determined. In fact,
this judgment can be a whole, because when the humpback
whale spit bubbles, the radius of the spiral path is gradually
increased.

(4) According to the value of the coefficient vector
−→
A ,

the implementation of the surrounding prey or the search for
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FIGURE 13. Predictive results of VCM conversion velocity under WOA-Elman model and Elman model.

FIGURE 14. Predictive error of VCM conversion velocity under WOA-Elman model and Elman model.

prey is determine. Performing the search for prey is to let
the agent as far as possible dispersion so as to achieve the
global optimization. Execution surrounds the prey is to allow
the more intelligent body concentration.

(5) Judge the termination conditions. Judge whether the
number of iterations to reach the maximum or not. If it is
satisfied, output the calculation results. Otherwise, num =
num+ 1, turn to Step (2).

V. SIMULATION EXPERIMENTS AND RESULTS ANALYSIS
In this paper, the polymerization industrial process of a chem-
ical factory with 40000 tons/year polyvinyl chloride (PVC)
production device is taken as background, whose technology
is introduced by America B · F · G company, taking vinyl

chloride monomer (VCM) as raw material, and using suspen-
sion polymerization technology to produce polyvinyl chlo-
ride (PVC) resin. A soft-sensormodel of the VCMconversion
velocity in the polyvinyl chloride (PVC) production process
based on CWOA-Elman NN is put forward. The parameters
when initializing WOA are set as follows: the number of
search agents N = 100, the maximum number of iterations
is 500. In order to reflect the performance of the recurrent
neural network with feedback is better than that of the feed-
forward neural network, the BP neural network is selected to
be compared with the original Elman NN. In order to measure
the performances of prediction models, several performance
indicators are defined in Table 3 [12], where, y(t) is predicted
value and yd (t) is actual value.
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FIGURE 15. Predictive results of VCM conversion velocity under CWOA-Elman and WOA-Elman model.

FIGURE 16. Predictive error of VCM conversion velocity under CWOA-Elman and WOA-Elman model.

TABLE 3. Definition of model performance index.

The production historical data of PVC polymerization pro-
cess are collected and 2 kettle including 1600 sets historical
data with the uniformity and representations are chosen.

Then after data prepossessing the data is divided into two
parts, the front 1500 sets data is the training data, and the
rest 100 sets data is used to validate the performance of soft-
sensor model. Fig. 11 shows the comparison between the
original Elman neural network model and BP neural network
model for the prediction of VCM conversion rate. Fig. 12 is
the error comparison between the BP model and the Elman
model. It is found that the Elman NN model is better than the
BP neural network model in soft sensing by observing the
comparison results. Fig. 11 and Fig. 12 is to compare the
forecasting performance of the BP neural network model and
the original Elman neural network model. It can be seen
from Fig. (11-12) that in the primary stage of prediction,
the convergence of the Elman neural network model is bet-
ter than the BP neural network model. But seen from the
whole prediction process, the prediction accuracy of Elman
neural network is higher than that of BP neural network.
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FIGURE 17. Results of continuous prediction for two kettle data under CWOA-Elman model.

FIGURE 18. Error of continuous prediction of two kettle data under CWOA-Elman model.

However, it still can be seen fromFig. 11, in the initial stage of
prediction, the prediction accuracy of Elman neural network
model is better than the BP neural network model, but there
is still a great error, which prompted to improve the algorithm
performance.

Fig. 13 is the predicted output of the Elman NN model and
the WOA-Elman NN model. Fig. 14 is the error comparison
between Elmanmodel andWOA-ElmanNNmodel. Fig. 15 is
the comparison of WOA-Elman NN model and CWOA-
Elman NNmodel. Fig. 16 is the comparison of the prediction
error between CWOA-Elman NN model and WOA-Elman
NN model. Fig. 17 is the verification of the stability of the
system after the introduction of the perturbation. Fig. 18 is a
continuous prediction of the error of the two kettle. Table 4 is
the performance comparison.

It can be seen from Fig. (13-14) that after introducing the
WOA algorithm, the prediction accuracy of Elman neural

TABLE 4. Performance comparison results of different
soft-sensor models.

network has been greatly improved. But in the initial stage
of prediction, we can still see that the Elman neural network
optimized byWOA algorithm has very good prediction accu-
racy, but there are still some shortcomings in the early predic-
tion, the error is obvious. After analysis, the error may be due
to the initial position of search agents of WOA and the initial
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weights of Elman neural network are random. Therefore, the
chaos algorithm is adopted to optimize the initial positions
of the search agents in the WOA so as to enhance the search
ability and the diversity of the search agents.

It can be seen from Fig. 15-16, the prediction performance
of the CWOA-Elman neural network model based on chaos
theory has been very good, especially in the early stage of
prediction. At the same time, the anti-disturbance ability of
CWOA-Elman neural network model based on chaos theory
is also very strong.

In order to verify the robustness of the CWOA-Elman NN
model, this paper argues that after the end of each production,
the initial stage of the second production can be considered
as a perturbation. Therefore, this paper will train the neural
network to predict the two kettle data continuously. It can
be seen from the Fig. 17-18, after the end of the first reactor
at 371st sample points, the initial stage of the production of
the second kettle appeared a large oscillation, but it imme-
diately converges. Therefore, the robustness of the model is
worthy of recognition.

In conclusion, the proposed soft-sensor model based on
CWOA-Elman NN has higher prediction accuracy than the
WOA-Elman NN model and BP NN model for predicting
the VCM conversion velocity in the PVC polymerization
process. Its application of predicting the VCM conversion
velocity in PVC polymerization process has great signifi-
cance in improving the capacity of equipment and reducing
the production cost.

VI. CONCLUSIONS
Based on the good nonlinear approximation ability of Elman
NN and the simplicity and easiness to realize and obtain the
global extreme, avoid local extreme and have the certain char-
acteristics of the adaptive ability to the search space of WOA,
CWOA is proposed to optimize the connection weights of
Elman NN among layers. Then a CWOA-Elman soft-sensor
model is proposed to predict the conversion velocity of
VCM. The simulation results show that the soft-sensor model
based on the proposed CWOA-ElmanNN has high prediction
accuracy.
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