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ABSTRACT A number of modern metaheuristic optimization techniques are being exploited to work out a
single-objective economic dispatch (ED) problem. The dispatch problems even become more complicated
and complex when they consider operational and system constraints, such as network transmission losses,
valve-point loading effects originating due to sequential opening of a number of steam admission valves
to meet the ever-increasing demand, ramp rate limits, prohibited operating zones, multiple fuel options,
spinning reserve, and so on. The heavy constraints make the otherwise convex linear smooth dispatch
problem as highly nonconvex nonlinear nonsmooth one. Finding optimal solution for such kind of
a constrained nonlinear problem through the deterministic numerical and convex characteristics-based
optimization techniques is a difficult task to accomplish. Researchers have frequently employed one
of the metaheuristic optimization techniques with powerful computational ability named particle swarm
optimization (PSO) to deal with this rather a complicated and toilsome dispatch problem. In Part I of the
two-part paper, a comprehensive review or a survey of PSO and its modified versions (involve alterations
in the basic structure of PSO) to resolve the constrained ED problem is presented. Part II covers purely
the survey of hybrid forms of PSO (hybridization of PSO with other optimization techniques) to tackle the
ED problem. The survey is presented in such a way that readers may understand how PSO can be made
computationally more efficient.

INDEX TERMS ED problem, optimization techniques, operational and system constraints, PSO and its

variants and modified versions, POZ, survey, VPL effects.

I. INTRODUCTION

One of the hottest issues of power system planning and oper-
ation is the optimum solution of the practical ED problem.
With the ever increasing energy or power demand, shortage
of the energy resources, and rapid escalation in fuel prices,
ensuring accomplished and optimum economic operation of
thermal power generating units is the need of the hour. Effi-
cient scheduling of the committed units results in significant
cost savings. The situation becomes even more complicated
when more and more thermal power generating units need to

be introduced into the power system to meet the load demand
while diminishing the total fuel cost. Scheduling optimally
the all-thermal generating units while considering all the
practical constraints in the form of equalities and inequalities
even complicates the thermal dispatch problem. In addition,
selection of multi-fuel (coal, oil, or natural gas) operated
generating units should be made with care to ensure economic
operation.

In an idealized form, the input-output characteristics of a
boiler—turbine—generator unit are characterized by a smooth
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and convex curve [1], [2]. The electrical power output mea-
sured in megawatts of a thermal power unit is related to the
input fuel cost measured in dollars per hour quadratically.
Traditionally, a quadratic cost curve has been considered for
the purpose of the ED problem solution. The ED problem
considering the smooth and convex curves can be easily
solved using the various mathematical programming tech-
niques. However, inclusion of network transmission losses,
POZ, VPL effects, MF options, etc. makes the convex ED
problem as the nonconvex and nonlinear one. The inherited
nonsmooth, nonlinear, and nonconvex cost curve of a gener-
ating unit may have multiple local points.

The classical calculus-based methods or the determin-
istic numerical methods such as Lagrangian multipliers
(LM) method [1], the lambda-iteration method [3], the base
point and participation factors method [3], the interior point
method [4], [5], the gradient method [6], the gradient pro-
jection algorithm (GPA) [7], the Newton method [1], the
linear programming (LP) [8]-[10] and nonlinear program-
ming (NLP) [11], [12] algorithms, the quadratic programm-
ing (QP) [13]-[15] algorithm, the dynamic programming
(DP) method [16]-[20], the decomposition technique [21],
the advantageous decision spaces approach [22], the Maclau-
rin series approximation [23], [24], etc. cannot be employed
to solve the more complicated and nonlinear dispatch prob-
lem for optimal scheduling as they often trap at local min-
imum. Either these methods do not suit effectively to ELD
problems involving nonlinear or nonconvex fuel cost func-
tions or suffer from the ‘“‘curse of dimensionality”’. These
methods require a monotonically increasing incremental cost
function, where the derivative information of the cost func-
tion exists for their better convergence. Although DP method
does not impose any restriction on the shape of the cost curve
and may be employed to solve both convex and nonconvex
dispatch problems, but it requires much more simulation time
to solve particularly the power systems having larger sizes.
Another method proposed in [21] solves the ED problem
with prohibited operating zones by decomposing nonconvex
decision space formed due to disjoint sub-regions into a small
number of subsets so that conventional Lagrangian relax-
ation (LR) approach may be employed.

In order to ensure the most optimal solution of the
highly nonlinear real ED problem, many modern meta-
heuristic optimization techniques have been disclosed in the
literature. They include: particle swarm optimiza-
tion (PSO) [25], genetic algorithm (GA) [26]-[29],
differential evolution (DE) [30]-[32], evolutionary pro-
gramming (EP) [33]-[35], biogeography-based optimiza-
tion (BBO) [36]-[38], simulated annealing (SA) [39], [40],
ant colony optimization (ACO) [41], [42], bee
algorithms (BAs) [43], [44], bacterial foraging optimization
(BFO) [45], [46], firefly algorithm (FA) [47], [48], cuckoo
search algorithm (CSA) [49]-[52], bat algorithm (BA)
[53]-[55], grey wolf optimization (GWO) [56], [57],
shuffled frog leaping algorithm (SFLA) [58], [59], krill
herd algorithm (KHA) [60], [61], flower pollination
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algorithm (FPA) [62]-[64], teaching learning based opti-
mization (TLBO) [65], [66], Tabu search (TS) algo-
rithm [67], [68], harmony search algorithm (HSA) [69]-[71],
gravitational search algorithm (GSA) [72]-[74], cross-
entropy (CE) method [75], [76], imperialist competition
algorithm (ICA) [77], [ 78], artificial immune network (AIN)
algorithm [79]-[81], distributed auction-based algori-
thm [82], big-bang and big-crunch (BB-BC) [83], [84],
chemical reaction optimization (CRO) [85], [86], Hopfield
neural networks (HNN) [87]-[89], artificial intelligence (AI)
technique [90], mean-variance mapping optimiza-
tion (MVMO) [91], etc. These metaheuristic techniques have
the potential to ensure global or near global solution while
handling non-differentiable and discontinuous cost curves.

Even though literature is enriched with the optimization
techniques employed to solve the practical ED problem but
still a lot of papers are being published incorporating the
dispatch problem through the variants of metaheuristic opti-
mization techniques. Among the metaheuristic techniques,
PSO has been brought into play extensively to solve the
thermal ED problem. This is due to the fact that PSO offers
many salient features such as simple implementation, well-
balanced mechanism, flexibility, robustness, less memory
storage, ability to find global superior quality solutions with
less computational time, substantial convergence characteris-
tics than that of other metaheuristic optimization approaches,
incorporation of inherent parallelism feature in its structure,
etc. Owing to these characteristics, researchers and power
system designers are intended to employ preferably PSO in
dealing with the economic load dispatch (ELD) problem.
In addition, in order to enhance both the exploration and
exploitation characteristics of PSO, a number of its modified
versions have been addressed in the literature.

In this paper, special attention has been devoted to review
PSO and its modified forms applied to solve the practical ED
problem considering the heavy constraints such as the VPL
effects, MF options, etc. during the realistic operation. The
other purpose of the paper is to provide, to a larger extent,
a complete and a comprehensive literature review or survey of
the PSO handling the dispatch problem so that engineers and
designers may mainly focus on the modified and improved
versions (not yet introduced) of the PSO algorithm rather than
consuming time to review the literature. While presenting
the survey, special attention has been devoted to mention all
the possible amendments proposed in PSO to improve its
performance.

The paper is constructed in the following way. Section II
provides a comprehensive detail about the formulation of
a single-objective ED problem with operational and system
constraints. A table summarizing all the objective or eval-
uation functions to be minimized available in the literature
is constructed to facilitate the researchers. Section III details
briefly the overview of PSO algorithm to understand its work-
ing principle. A detailed and comprehensive survey of PSO
along with its modified versions applied to solve ED problem
considering equality and inequality constraints is presented
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in Section IV. Review of the modifications suggested or
proposed in each of the PSO parameters while solving the ED
problem is presented in separate subsections. Some remarks
about the already-conducted PSO surveys (giving limited
information) are given in Section V. Conclusion is drawn
in Section VI.

Il. FORMULATION OF THE DISPATCH PROBLEM

The ED problem is essentially a constrained optimization
problem in which the total fuel cost of all the online thermal
units of a power plant has to be minimized while determining
the power output level of each of the generating units over
a specific period of time. The constraints are in the form
of equalities and inequalities that need to be fulfilled while
solving the ED problem. The constrained dispatch problem
may take different forms the comprehensive detail of them is
given in this subsection.

A. ED PROBLEM
The objective function of a standard ED problem neglecting
the VPL effects is constructed by [92]
n n
minFr =Y F Py =3 (a,' +biP;i+ c,-P,.Z) (1
i=1 i=1
where Fp and F;(P;) denote the total fuel cost and the cost
of the ith generating unit in $/h respectively; P; stands for
the ith generating unit’s output power in MW, n represents
the total number of generating units; a;, b;, and ¢; are the
cost coefficients of the ith generating unit. From (1), it can
be examined that the fuel cost of each of the units is directly
related to the output power delivered by it to the power system
and is typically modelled by a quadratic function.

B. ED PROBLEM WITH VPL EFFECTS (EDVPL)

In large steam turbine generators due to the sequential open-
ing of a number of steam admission valves to meet the
ever-increasing demand, the input—output characteristics of a
generating unit vary from convex to nonconvex. This results
in nonlinear, nonconvex and nonsmooth cost curves. In order
to incorporate the VPL effects, a higher-order nonlinearity
is introduced into the quadratic cost function. The objective
function (to be minimized) involving the cost function taking
into account the VPL effects is expressed by

min Fr

n
=Y Fi(P). ifPimin < Pi < Pjma
i=1

n
- (ai + biPi + ¢iP? + |e; x sin(fi x (P min — P,~))|)
i=1
@)
where e; and f; represent the ith generating unit’s cost coeffi-
cients reflecting the VPL effects. Consideration of ripples in

the heat-rate curve of boilers in the form of recurring rectified
sinusoidal term into basic quadratic cost curve introduces
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multiple minima thus making the ED problem nonconvex and
nonlinear. While minimizing Fr, operational limitations and
constraints should be taken into consideration to ensure the
most feasible and optimal solution. The detail of dispatch
problem’s equality and inequality constraints is given below.

1) ACTIVE POWER BALANCE EQUATION

One of the basic constraints of the dispatch problem is the
power balance equation. Surely, the total generated power of
all the thermal units should be the sum of the total system
demand and the transmission network losses. The equality
constraint in the form of a power balance equation is given by

n
Z(Pi)_(PLoad+PLoss):§0:O 3)

i=1
where Proq,q and Pp,s represent the total system demand
and transmission losses respectively. The transmission losses
are considered due to the fact that load center is usually
far away from the remotely-spread power plants. In order to
incorporate these losses, usually a (traditional) B matrix loss
formula proposed by Kron [92] is employed which is given by

n n n
Pross =Y > PiByPi+ Y BioPi+ By “
i=1 j=1 i=1

where Bjj, Bip and By signify the loss coefficients or the B
coefficients. Specifically, B;; represents the ijth element of the
loss coefficient square matrix, B;o the ith element of the loss
coefficient vector, and By the loss coefficient constant.
Alternatively, in some of the papers, network transmission
losses are calculated on the basis of the solution of the load
flow problem (LFP) taking into account the equality con-
straints (real and reactive power) at each bus as follows [93]

ng
Pi_PLaad,i—V,'ZVj
j=1
X [Gij cos(p; — ;) + Bjj sin(g; — (Pj)] =0 5)
ng
Qi — QLoad,i — Vi Z V/
j=1
x [Gij sin(pi — ¢j) — Bjj cos(pi — )] =0 (©6)

where i = 1,2, ..., np; np represents the number of buses;
Q; and Qroqq,; are the generator and demand reactive power
respectively; Bj; and Gy; are the susceptance and the transfer
conductance between bus i and bus j respectively. V; and V;
are the voltage magnitudes at bus i and bus j respectively;
@; and @; are the voltage angles at bus i and bus j respectively.

The nonlinear constraint described in (5) and (6) obtained
through the solution by Newton—Raphson method and the
LFP solution, give all bus magnitudes and angles. Then, the
real power loss is calculated as

nL
Pross =Y [V2+ V2 = 2ViVjeos@i—g)| (D)
k=1
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where ny is the number of transmission lines; g is the
conductance of kth line that connects bus i to bus j.

2) GENERATOR CAPACITY LIMITS

Each of the power generating units should operate within its
minimum and maximum limits while delivering the economic
power output. The inequality constraint pertaining to the
power limits is given by

Pi‘min =< Pi < Pi,max (8)

where P; min and P; max designate the minimum and maxi-
mum output power of the ith generating unit respectively.

3) GENERATOR RRL

Online generating units should settle down to new genera-
tion values within no time when there is a change in load
demand. Accomplishing this specifically in case of larger
steam generator units considering limits is a challenging task.
Practically by imposing down and up ramp rate limits during
each scheduling period, operating range of all the committed
thermal units can be constricted. The operation of the units
thus is restricted between the two adjacent operation periods.
The inequality constraint pertaining to the generator ramp
rate limits is characterized below:

: P — P? < UR;, when generation raises )

P? — P; < DR;, when generation lowers

where UR; and DR; denote the up ramp limit and the down
ramp limit of the ith generator (MW/h) and P? represents
the previous output power of the ith generator. Combining
(8) and (9) gives the refined power limit for ith generator as

max (Pimin, P! = DR;) < Pi = min (Pimax, P{ + UR;)
(10)

4) POZ
Multiple reasons such as introduction of shaft bearing tremor
due to a steam admission valve, fault due to the machine
or its associated supplementary equipment such as pump,
boiler, etc. cause POZ [21], [94], [95] in the cost curve of
a thermal unit. A thermal unit exhibits discontinuous input-
output characteristics due to POZ making the cost curve
highly nonlinear, noncontinuous and nonsmooth. By intelli-
gently circumventing operation in these zones, best economy
can be ensured. The POZ shown in Fig. 1 should be taken
into account for the most optimal ED problem solution. The
output power delivered by the ith generator while considering
POZ is given by
P < Py < P
Pie{Pl <P <P (k=23,....Nz) (1)
Py < Pi < P™ (k= Nz)

where Nz; designates the number of POZ in the cost curve of
the ith generator, k is the index of POZ of the ith generator,
Pﬁ  and ng represent the lower and higher limit of the kth
prohibited zone of ith generator.
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FIGURE 1. Fuel cost curve with POZ.

5) LINE FLOW CONSTRAINTS

In order to incorporate the effect of undesired line loadings
due to power distribution, the line flow constraint is intro-
duced which is given by

|ng|gpg§, k=1,...,L (12)

where Pys ;. and PrL‘}a’,‘( represent the real power flow and the
power flow up-limit of line k respectively, and L denotes the
number of transmission lines.

6) SYSTEM SPINNING RESERVE CONSTRAINTS
System reliability is maintained through adequate spinning
reserves. That is to say

n
> Pimax = Proad + PLoss + R (13)
i=1

The ED problem in its simpler form considers only the
active power balance constraint (equality) and the generat-
ing capacity limits (inequality). However, the practical ED
problem considers most of the constraints described from
(3) to (13). The more the constraints are utilized, the more
the dispatch problem is realistic.

C. ED PROBLEM WITH MF OPTIONS (EDMF)

The power generating units may use multi-fuels for their
operation. Each of the units may be characterized by several
piecewise quadratic functions. The piecewise quadratic func-
tion of the ith generator considering multiple fuels (neglecting
the VPL effects) is expressed by

Fi1 (P), fuell, Piyin < P; < Pjy
Fp (P), fuel2, Py <P; <Pp
F; (P) = . (14)
Fi (P;), fuelk, Piy—1 < P; < Pimax
where

F; (P) = ai + by Pi + cix P?
ifPimin,k < Pi < Pimax,k

fuel optionk, k=1,2,...,k (15)
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where P;min x and P;max « represent the minimum and maxi-
mum power generation limits of generator i with fuel option £
respectively; a;x, bir, and cj; refer to the fuel cost coefficients
of generator i for fuel option k. The objective of the EDMF
problem is to minimize total generator fuel cost subject to the
constraints.

D. ED PROBLEM WITH VPL EFFECTS

AND MF OPTIONS (EDVPLMF)

To ensure the most optimal solution to the precise and
practical ED problem, both the MF options and the VPL
effects should be incorporated simultaneously into the fuel
cost function. The cost (quadratic) function of ith generator
considering the MF options looks like as described in (14).
However, the cost function of ith generating unit considering
both the MF options and the VPL effects is expressed as

Fi (Pi)

= aj + biP; + ci P + leix x sin(fx x (Pi,min — P))
if Pimink < Pi < Pimax.k

k=1,2,...,k (16)

’

fuel option k,

In constrained EDVPLMF problem, minimization of the
total fuel cost is the ultimate objective to be achieved. Dif-
ferent authors use different single-objective fitness or cost
or evaluation functions to solve the ED problem. For better
understanding, the cost or fitness functions used in the litera-
ture with necessary detail are summarized in Table 1.

Ill. OVERVIEW OF PARTICLE SWARM

OPTIMIZATION (PSO)

Inspired and motivated from the observations of the social
behavior of animals, such as fish schooling, bird flocking, and
swarm theory, particle swarm optimization (PSO) first sug-
gested by Kennedy and Eberhart [96] in 1995 is a population-
based self-adaptive stochastic modern heuristic global search
algorithm which has found its extensive use for the solution of
heavily constrained ED problem considering the VPL effects
and other operational and system constraints in the form of
equalities and inequalities.

In PSO, the initialization process starts with the generation
of a fixed number of randomly generated particles (potential
solutions) scattered in a multidimensional solution space.
A swarm of birds (particles) moves around in a multidimen-
sional search space (where the solution really exists) until
they find the food (optimal solution). Each particle in the
swarm represents a candidate solution to the problem and
moves towards the optimal point by appending a velocity
with its position. Using its own experience (pbest) and the
experience attained by the neighboring particles in the swarm
(gbest), each particle updates its position during its flight.
In this way, each particle makes use of the pbest and gbest.
The update mode is termed as the velocity of particles.
Particles update their positions and velocities in a heuristic
manner. The velocity and the position of ith particle for fitness
evaluation at (¢ + 1) iteration in m-dimensional search space
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are computed by

vijl = a).vﬁd + c1.110. (pbestid - xl-’d)
+ ¢2.120). (gbestoa — x1y) (17)
xg =g Hvigt, V=0,
i=1,2,....,n,d=1,2,...,m (18)
where
i particle’s index;
t discrete-time index;
d dimension being considered;
n number of particles in a group;
m dimensions of a particle;
w inertia weight factor;
cl, ¢ acceleration coefficient for the cognitive and
social component respectively
re, uniform random values in the range [0, 1];
pbest;  best position found by ith particle (personal
best);
gbest best position found by swarm (global best);
vf 4+ X, velocity and position of particle i in dimension

d at iteration ¢ respectively.

As can be seen, three components, namely, inertial, cogni-
tive, and social impinge the velocity of a particle. The inertial
component, i.e., the inertia weight factor w administrates both
the local and global exploration capabilities of the particle
while ensuring less iteration on average to find a sufficiently
optimal solution. In the simplest form of PSO, it usually takes
a fixed value between 0 and 1 for all the particles in a single
generation. Large value of inertia weight enables the PSO to
explore globally whereas its small value enables the PSO to
explore locally. By practice, a larger inertia weight factor is
employed to ensure global exploration at the beginning of
the search and its value is gradually decayed to ensure local
exploration at the end of the execution. All this is accom-
plished through the time-varying inertial weight (TVIW)
introduced in [97] and [98] and is defined by

iter
® = Wmax — (Wmax — @min) X < > (19)
1termax
In some of the papers, TVIW takes a slightly different form
given by (20)

itermax

— iter
) (20)

® = Wmin + (Wmax — Omin) .
1fermax

where wmax and wnpiy represent the initial and final weights
respectively; ifermax is the maximum number of iterations
(generations); iter is the current number of iteration.
Through empirical studies conducted by
Shi and Eberhart [99], it has been observed that usually a
value of w changes in a linear fashion from about 0.9 (at initial
iterations) to 0.4 (at final iterations) during a simulation time.
The constants ¢y and ¢, signify the learning factors,
or the acceleration constants/coefficients for the cognitive
and social component respectively, or the weighting of the
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TABLE 1. Typical cost (fitness) functions to be minimized.

Single-Objective Cost (Fitness) Function Explanation/Description

F=2F(R)
=l It is the simplest form of the total fuel cost function (without
where constraints) to be minimized [92].

F,(P)=a,+bP+cF’

n

F= ZE (Pz)
i=l The total fuel cost function (unconstrained) includes the VPL effects
where [144].

F(R)=a,+bP+cP +

e, xsin(f,x (P, — P))|

i,min

F=3F (P,)+a[z(P,>—(PL,,M B)

i=1 i=1

The fitness function is constructed on the basis of penalty function
] method (pfm). Here & represents the penalty price factor (ppf) for real
power balance constraint [157], [234], [249].
2
< & The evolution function involves ppf for ‘security’ constraint violation
F, =;E(R)+a[2(wolatwn)k:| 33].

k=1

E:XE@H%i@%EmﬁhJ+4i%J

where
{l, if B, ; violates the POZ
ki

0, otherwise

Here o and [ are ppf associated with the power balance and POZ
constraints, respectively [200], [255].

n n 2 n > Here & and f are the ppf for real power balance and POZ constraints
F= Z,F, (R)+ a|:§ (B) = (Proua + Bross ):| + ,5[ Z P, (violation )k:| respectively, and P, (violation) is an indicator of falling into the POZ
[158], [145].

n

2 ” ;
ﬂ=E@H%Zm%mwwMIWZMf“
i=1

i1 =

Here « is the penalty parameter for real power balance constraint, S

handles power generation limits and ramp-rate constraints, and ¥

Z p _ procim handles the POZ constraints. The penalty parameters may assume a
value of 5000 [177].

+7

i=1

i i

2
F= SRR ra(1-1) +B(R-R=) ¢

i=1 i

Security penalty functions for the line flow limits and the bus voltages at
each bus along with the total fuel cost is included in the overall

" nl
=

Vi(VL, i )2 objective function [133].
i=l
F,= !
FTJVorm + F‘L.Na/‘m
where
N Another form of the cost function which is the reciprocal of the
ZE. (B)-Fp combination of the generation cost function and power balance
Fy o =1+ abs ’:‘71: constraint. ., =~ and F,, = represent the normalized values of the
max -~ min functions in the range between 0 and 1 [100], [138], [188].
n 2
FL,Nur‘m =1+ |:2 (P: ) - (PLuud + P )}
i=l
lomund(logf,;m )
" FE.()+PF(I)
where Here F,,  refers to a priori value of maximum fuel cost calculated
Fi( I)zi E(P) through several trials and errors; PF(/) is the penalty function for
i=l

individual 7; V(1) denotes the generic violation function incorporating

PF() =« z"“( P)=(Py + P ) +V (D), =200, the RRL and POZ constraints; C, represents the constants; the number
i=1

of inequality constraints is denoted by “ic”’; ULD and LLD designate the
with upper limit and lower limit constraints violations respectively [235].

V()= Z C, |min(ULD,LLD)|
k=1

stochastic acceleration terms that pull each particle towards acceleration coefficients, particles wander far from the fea-
the local best position pbest and the global best posi- sible region (global best position) whereas for the higher
tion gbest position respectively. Far the lower values of values, particles move abruptly toward the best position.
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To keep balance between exploration and exploitation,
Kennedy and Eberhart [96] suggested a relatively higher
value of the cognitive component than the social component
at the beginning whereas a relatively higher value of the social
component than the cognitive component at later iterations.
It has been observed from the practical studies that setting
the mean of both acceleration coefficients equal to one forces
the particles to over fly only for half of the time of search.
By default, the acceleration coefficients are usually set to 2,
i.e., c] & ¢y &~ 2. However, these parameters may be selected
in the range of 0 to 4. In other words, memory of the bird about
its pbest and gbest is modelled through cognitive and social
components respectively.

Although v; can assume any value, however, it is usu-
ally bounded in some range [(v?’i“ = O) <y < (v;“a")]-
Particles possessing higher values of user-defined parame-
ter v™* may fly past high quality solutions without notic-
ing them whereas particles with lower values of v™* offer
poor exploration capability beyond local search. The param-
eters r; and r are the two uniform probability distribution
function based random numbers in the range [0, 1]. Through-
out the paper, the random numbers will be considered as
uniformly distributed ones unless otherwise specified.

The parameters discussed above are often held constant
or changed deterministically for the entire run of a PSO.
Constant or deterministically-changed parameters may work
fine to determine the solution of high quality for the ELD
problem. However, this approach may not yield optimal
results for many ELD problems. The situation becomes even
worst for the nonlinear constrained optimization problems
like the ELD problem with VPL effects, POZ, etc. In order to
cater these problems, several modifications in these parame-
ters or the other ways are suggested in the literature.

IV. REVIEW OF PSO APPLIED TO ECONOMIC
DISPATCH PROBLEM
A. STANDARD OR CLASSICAL PSO
PSO in its standard or traditional form has been exten-
sively adopted to deal with the constrained ED problem.
In [25] and [100], a PSO method in its standard form was uti-
lized for solving the ELD problem taking into consideration
various heavy constraints such as RRL and POZ, however,
without the VPL effects. The author defines a normalized
evaluation function in the range between 0 and 1 which is
a reciprocal of the combination of the ED cost function and
the power balance constraint. The algorithm penalizes with a
large positive constant all unfeasible individuals. A detailed
step-by-step design procedure is well-outlined in the paper.
When applied to power systems consisting of 6, 15
and 40 thermal units, PSO algorithm outperforms the real-
coded GA and the other metaheuristic approaches with regard
to solution quality and computation efficiency.

In [101], a (modified) PSO technique which was more
precisely a discrete form of the continuous PSO was used
to work out the ELD problem having a piecewise fuel cost
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quadratic curve. The discrete PSO where the particles of
swarm are guessed to fly about to the problem search space
in a discrete time step rather than continuous time step is
described b

pbestiq — x,
At

best,q — x!
At

xi = gy vig A (22)

t+1 !
Vig = 0.V +crr. <

+ca.1). <

where Ar represents the time step and usually assumes a
unity value. In addition, in the paper, in order to make certain
whether the particles fly out of the search space bounds
or violate the equality and inequality constraints, a position
check strategy is introduced. All this is accomplished after
updating the position of each particle. A particle detected
violating the bounds or constraints is forced to return to
the feasible region through a repair algorithm. The discrete
PSO with a position check strategy and a repair algorithm
exhibits better convergence characteristics when applied to
tackle ELD problems considering the network transmission
losses.

Application of the standard PSO algorithm with TVIW was
also reported in [102] to work out a number of ED problems
such as, multi-area ED (MAED) with tie line constraints,
ED problem with piecewise quadratic cost function (PQCF),
ED problem with MF options, combined economic envi-
ronmental dispatch (CEED) problem, and the ED problem
with POZ. However, all these ED problems ignore the VPL
effects. Comparative analysis shows the supremacy of PSO
method over the classical EP (CEP) and other metaheuristic
optimization approaches. In [103], applicability and perti-
nency of traditional PSO with TVIW was also justified while
resolving the nonconvex ED problems with nonlinearities
(POZ and RRL) possessing 6 and 15 generating units. Results
reveal that PSO consumes less CPU time while calculating
the total optimal generation cost in comparison to GA.

Realizing the significance of PSO technique as it has
the capability of finding global superior quality solutions in
less computational time, and offers substantial convergence
characteristics than that of other metaheuristic optimization
approaches, [104] also employed PSO to figure out the
constrained ELD problem neglecting the VPL effects. The
idea of ELD problem with the combined cycle cogeneration
plants (CCCP) having non-differentiable cost characteristics
is also presented. Traditional Lambda iterative method fails in
ensuring good quality solution for ELD problem with CCCP.
In the paper, an equality constraint (power balance equa-
tion) handling technique is also illustrated. Simulation results
exhibit that PSO ensures good quality solutions than that of
the conventional method and GA method while solving a
3 unit and a 6 unit thermal systems with transmission line
losses. Reference [105] proposed a new idea of estimating the
block incremental cost curve with and without VPL effects
optimally through PSO with a constriction factor. In order to
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bid the power outputs in blocks with the corresponding price
of each block, block incremental cost curves from higher
order instantaneous incremental cost curve are developed.
The paper then mentions a mechanism in estimating optimal
block incremental cost of a generating unit from the instan-
taneous incremental heat rate curve using PSO approach.
In [106], a user-friendly graphical user interface (GUI) was
constructed using MATLAB environment to facilitate the
electrical engineering undergraduate students to understand
the applicability of PSO to solve the ELD (with VPL effects)
and the mathematical optimization problems. The windows-
based educational simulator comes with the advantage that
one can get insight into the effects of the PSO parameters
such as inertial weight factor, acceleration coefficients, and
population size on the solution quality. Separate windows are
introduced to enter user data and display results. In order to
ensure the effectiveness and feasibility of the simulator, two
power systems consisting of 3 and 40 units are tested.

In [107], applicability and feasibility of the standard PSO
was also validated while solving the constrained ELD prob-
lem neglecting the VPL effects. In order to convert a con-
strained ELD problem into an unconstrained one, Lagrange
multiplier is employed. For this purpose, four power systems
comprising 3, 6, 15 and 40 thermal generating units are
considered. When tested on these cases, PSO outperforms
QP and GA. Some notions about the setting of population
size, stopping criteria, etc. are also presented in the paper.
Reference [108] also employed the standard PSO algorithm
with one of the acceleration coefficients being constant to
solve the ELD problem without the VPL effects. In [109],
(traditional) PSO with TVIW was found proficient in tackling
the large scale ELD problem with VPL effects. Transmission
losses are ignored. Each of the acceleration coefficients is set
to a value of 2. When tested on a 13 and 40 unit test systems,
PSO shows better performance than that of GA. In [110],
PSO algorithm in its standard form with linearly decreasing
inertia weight factor was applied for the resolution of the ED
problem with VPL effects. Transmission line losses are also
considered. When tested on various test systems of IEEE,
PSO shows better convergence properties than that of GA,
DE, etc.

An effective and reliable (standard) PSO technique with
linearly decreasing inertia weight was employed in [111]
for the solution of ELD problem with and without trans-
mission losses. VPL effects, however, are not taken into
consideration. In the paper, description of quadratic pro-
gramming (QP) method has also been given as it has to be
compared with PSO. When demonstrated on power systems
having 3 and 6 generating units, PSO offers encouraging
results as compared to QP method. In [112], PSO in its
the most simplest form (even without the inertia weight
factor) was suggested for the solution of ELD problem
(without the VPL effects) considering three different bus
systems. Simulation results reveal that PSO offers better
convergence as compared to the Lambda iteration method.
Reference [113] also employed the classical PSO to work
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out the ED problem possessing a 5 thermal generating unit
system with transmission losses and VPL effects. In [114],
an ELD problem with and without transmission losses but
without VPL effects possessing 3 and 6 generating units
was also solved through classical PSO with TVIW. In [115],
a power system possessing 6 generating units, 26 buses
and 46 transmission lines neglecting the VPL effects was
computed through TVIW based PSO. PSO demonstrates its
primacy over GA and the advanced calculus based tradi-
tional method when tried to resolve such an ED problem.
Also in [116], by taking combinations of parameters, namely
independently-generated random numbers, acceleration coef-
ficients and inertia weight factor of PSO, four different
(so-called) improved PSO (IPSO) methods named IPSO1,
IPSO2, IPSO3, and IPSO4 were suggested to solve the ED
problems considering the transmission losses. The method
involves the movement of the acceleration coefficient for the
social component and cognitive component in opposite direc-
tion while keeping other parameters constant. This results
in tremendous reduction in number of iteration. IPSOs are
compared themselves for the number of iteration and the fuel
cost when applied to three standard test systems.
Performance-wise comparison of PSO with other opti-
mization techniques is also reported in various papers.
A comparative analysis of four evolutionary metaheuristic
optimization techniques such as PSO, DE, EP, and GA was
also made in [117] while applying them to solve two IEEE
30 bus systems having 6 and 15 generating units. This time,
line flow constraints are considered in the ELD problems,
although VPL effects are neglected. Simulation results revel
that, for the typical ELD problems, PSO converges more
rapidly as compared to other three optimization techniques.
In [118], a comparative analysis of the performance of vari-
ous optimization techniques like SA, GA, PS, fmincon, min-
imax, HGA, and PSO applied to solve an ELD problem
(without VPL effects) having an IEEE-30 bus 6 generating
units system was presented. The number of trials for each
of the approaches is set to 10. Simulation results revel that
PSO offers best results as compared to other metaheuristic
optimization approaches. In [119], the performance of con-
ventional PSO and GA was also compared when they were
applied to figure out an ELD problem consisting of 15 gen-
erating units with and without transmission losses, however,
neglecting the VPL effects. Although both the metaheuristic
techniques show superior convergence characteristics but,
on observing the results minutely, it is observed that PSO
comes with less fuel cost than that of GA. This shows the
supremacy of PSO over GA for the typical ELD problem.
In [120], the performance (minimization of fuel cost) of
various optimization techniques such as QP, GA, PSO, ABC,
SA, and DE applied to a convex ED problem taking into
account transmission losses possessing 6 thermal units was
compared. Computer results reveal that DE outshines other
techniques for the considered case. Reference [121] com-
pared the performance of various metaheuristic optimization
techniques such as PSO, GA, and CS while applying them
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to compute power systems possessing 3 and 6 generating
units without considering the nonlinear VPL effects. For the
typical considered examples, CS approach has the edge over
PSO and GA.

An enhanced time effective PSO (actually a standard PSO)
was also suggested in [122] to handle constrained practical
ELD problem with VPL effects. When demonstrated on two
test cases involving 3 and 13 thermal generating units, PSO
shows its feasibility and effectiveness. In [123], the solution
of ELD problem with VPL effects and transmission losses
possessing a 3 unit system was successively accomplished
through PSO with TVIW. The ED problems comprising
3 and 10 thermal generating units with VPL effects and
network transmission losses had also been solved through
the simplest form of PSO in [124]. In [125], the solution of
ELD problems (without transmission losses and VPL effects)
having 3, 6, 15, and 20 thermal generating units for different
load demands was carried out through the (standard) PSO and
the teaching-learning based optimization (TLBO) algorithms.
Both PSO and TLBO offers the optimum solution with lowest
fuel cost as compared to classical Lambda iteration method.

In [126], standard PSO was also employed to solve an ED
problem with a solar energy system considering solar radia-
tions on an hourly basis. Total fuel cost for both the situations
(with and without solar generation) for a ten generating units
system incorporated with solar powered generators is calcu-
lated. PSO shows outstanding convergence characteristics.
Effect of the population size on the convergence character-
istics is investigated in [127] while applying PSO to the ELD
problems without VPL effects. In the paper, some notions
about the already-suggested PSO variants (hybrid, adaptive,
multiobjective, and discrete PSO) are also given. In [128],
solution of ELD problem (with transmission losses) having
6 and 15 generating units was also accomplished through PSO
with TVIW that exhibits better convergence characteristics.
Reference [129] validated the supremacy of the metaheuris-
tic PSO method in the form of easier-implementation and
solution quality over the classical Dantzig-Wolfe (D-W) com-
position approach through a comparative analysis. For this
purpose, two large-scale nonconvex dynamic ED problems
with 20 and 100 thermal units were computed through these
techniques. PSO ensures less fuel cost.

B. VARIATIONS IN CONSTRICTION FACTOR

To ensure balance between (global) exploration and (local)
exploitation of a swarm, Clerc and Kennedy [130] in 2002
proposed another parameter named constriction factor C. The
improved exploration-exploitation capabilities of PSO actu-
ally are translated into its enhanced convergence characteris-
tics. In the proposed model, the quick convergence is attained
by excluding inertia weight factor w and the maximum veloc-
ity parameter V. The constriction factor C, calculated on
the basis of user-defined acceleration coefficients ¢; and ¢y,
is introduced into the velocity update formula as

Vit = C [Viy + c1.ry. (pbestia — xty)
+ea.r. (ghestga — xg)] - (23)
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and is given by the expression [131], [132]

2
C = ,
‘2—¢—w>2—4<p

where p =cj +cp, 4.1 <@ <42; (24)

From (24), one may observe that with the increase in ¢, the
factor decreases, slowing the convergence becomes slower
due to the reduction in population diversity. Resultantly, ¢
is not made lesser than 4.1 to guarantee both stability and
fast convergence. Usually 4.1 < ¢ < 4.2 ensures quality
solutions. In this constriction factor approach (CFA), both
the velocity and position update formulas of standard PSO
are considered as difference equations. Unlike other PSO
methods, CFA utilizes mathematical theory to ensure the
convergence of the search procedure to generate high-quality
solutions than the basic PSO approach. The only weakness
associated with CFA is to consider dynamic behavior of only
one agent while ignoring the effect of the interaction among
agents.

Regarding the literature review, in order to ensure balance
between exploration and convergence, [133] suggested one of
the simplest forms of PSO (proposed by Clerc) with constric-
tion factor named Type I PSO to deal with the ELD problem
taking into account the line flows and voltage constraints.
However, valve point loading (VPL) effects are ignored. Type
I PSO essentially involves the constriction factor with PSO.
When tested on three different power systems, Type I PSO
method shows promising results than that of LP, QP, and
GA methods. In [134], an ELD problem (ignoring the VPL
effects and transmission losses) with the quadratic and more
complex cubic cost functions was solved through PSO with
constriction factor. When tested on various test cases, the
proposed PSO involving constriction factor outperforms the
other heuristic methods. In [135], constriction factor based
PSO (CPSO) algorithm was proposed to tackle ED prob-
lem having a 3 generator power system with VPL effects.
For the design example solution purpose, the acceleration
coefficients c¢; and c; are kept fixed to 2.05 giving ¢ equal
to 4.1. This results in C = 0.729. CPSO is compared with
other metaheuristic techniques like GA, EP, etc. in order to
ensure its feasibility. Reference [136] also proposed a con-
striction coefficient PSO (CPSO) method that incorporated a
constriction factor in the particle’s velocity update formula
to ensure fast convergence of PSO while solving ELD prob-
lem with VPL effects. CPSO ensures better velocity control.
In order to validate the effectiveness of CPSO, it was tested on
two systems possessing 3 and 6 generator units respectively
with VPL effects. Transmission losses are ignored. When
compared, CPSO converges more quickly than that of stan-
dard PSO (SPSO) and inertia based PSO (IPSO). Acceler-
ation coefficients in velocity update formula are kept fixed
while calculating the constriction factor. Reference [137],
however, suggested a time varying constriction factor based
PSO (VCF_PSO) for the solution of ELD problems taking
into account the VPL effects. In VCF_PSO, the dynamic
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time-varying acceleration coefficients (TVAC) based time
varying constriction factor exhibits enhanced exploitation and
exploration characteristics. When tested on two IEEE test
systems possessing 3 and 13 generating units, VCF_PSO
shows faster convergence characteristics than that of other
existing methods.

C. VARIATIONS IN INERTIAL COMPONENT

Both the local and global exploration characteristics of PSO
are enhanced through time-varying inertial weight (TVIW).
However, TVIW concept associated with classical PSO does
not guarantee of fine-tuning of the optimum solution due
to the deficiency of diversity at the end of the search. For
the complex nonlinear optimization, linearly changing inertia
weight factor (from higher to lower values) as the itera-
tions proceed on, does not remain as effective as to ensure
exploration. So to ensure optimal solutions for the real-world
applications modelled as nonlinear dynamic systems through
PSO, improved modified versions of inertia weight factor
are required. In this subsection review of PSO involving
variations in inertia weight factor is presented.

Two chaotic PSO (CPSO) methods that integrate PSO
with adaptive inertia weight factor (AIWF) and chaotic local
search (CLS) based on the logistic and Tent equations were
proposed in [138] to work out the ELD problems consider-
ing generator’s equality and inequality constraints, however,
without VPL effects. The proposed CPSO is essentially a
two phase iterative strategy. In the first phase, PSO is com-
bined with AIWF to ensure global exploration whereas in
the second phase PSO incorporates CLS into it to perform
local-oriented search (exploitation). The suggested AIWF is
characterized by

(f _fmin)
®min + (Omax — @min) | ———~ |, f <fav
= ((favg _fmin)> ¢
Wmax f zfavg
(25)

where f signifies the particles’ current objective value
whereas fy,, and fmin their average and minimum objec-
tive values respectively. The adaptiveness introduced in iner-
tia factor well-ensures the local and global exploration.
Sensitively-dependent on initial conditions, both the logis-
tic equation [139] and the Tent equation (the famous
chaos systems) imported into the CLS process are defined
by (26) and (27) respectively.

ex!™ = dex! (1 —ex!), ex? ¢10.25,0.5,0.75, 11,
i=1,2,...,n (26)
ex! Tl = 2ex;, 0 <exj <172, i=1,2,...,n
! 2(1—20xl-’), 1/2 <ext <1, T
27

where cx] denotes the ith chaotic variable at iteration ¢
distributed in the interval [0, 1]. The two proposed CPSO
methods show tremendous improvement in performance
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(optimal solution, stable convergence characteristic, etc.)
than that of classical PSO when applied to two test systems.

In [140], concept of embedding AIWF and CLS into
PSO was also efficiently utilized to tackle the hierarchi-
cal ELD problem. Moreover, during the CLS process, the
paper gives notions about the restructuring of a particle’s
position that assists it not to trap to the local optimum.
Rani et al. [141] employed the same CAPSO algorithm as
suggested by Cai et al. [138] for the solution of a rather
complicated ED problem considering cubic fuel cost func-
tions rather than quadratic cost functions. Exploration and
exploitation characteristics are ensured through PSO with
AIWF and logistic and gauss equation based CLS respec-
tively. AIWF, however, varies exponentially for better trade-
off between exploration and exploitation. When applied to a
test system having 5 generating units, CPSO shows promising
convergence characteristics as compared to PSO.

In [142], a novel heuristic optimization approach called
adaptive PSO (APSO) was proposed for the solution of con-
strained ELD problems taking care of various constraints like
transmission losses, RRL, POZ, and MF options. In APSO, in
order to ensure convergence, adjustment of the particle’s posi-
tion is made in such a way that the highly-fitted particle (best
particle) is made slower than lowly-fitted particle. This can be
accomplished by assigning different w values to each particle
according to its rank. The value between wpin, and wmax 18
assigned according to the following equation

(28)

@Wmax — Wmin
W; = Wmin + Rank;. (

Populationgyzq

From (28), it can be seen that minimum value of inertia
weight for the best first-ranked particle is set whereas a
maximum value of inertia weight is set for the lowest fitted
particle, making that particle to advance with a high velocity.
The newly introduced weighting strategy based APSO shows
promising results than that of GA, PSO and other optimiza-
tions methods when applied to three test cases consisting
of 3, 6, and 15 generator systems.

Chaturvedi et al. in another paper [143] introduced an idea
of crazy particles with PSO (CRAZYPSO) not only to deal
with the premature convergence problem of traditional PSO
but also to avoid from saturation through the re-initialization
of the velocity vector while solving the real ED problem with
VPL effects. In crazy particles concept, the velocities of some
of the particles designated as ‘“‘crazy particles” chosen by
employing a certain probability are made randomized when
they find a premature convergence of the procedure. In [144],
the probability of craziness p., (identification of agents and
randomizing its velocity), calculated on the basis of inertia
weight, is expressed by

Cl)t
Pcr = @Wmin — €XP <_ > (29)
(Wmax

where o' is the inertia weight at the zth iteration of the run.
Following logic is then employed to randomize the velocities

VOLUME 5, 2017



G. Abbas et al.: Solution of an Economic Dispatch Problem Through Particle Swarm Optimization

IEEE Access

of particles:

if per > 1(0, 1)
- t

1 V(O, Vmax)s : (30)
Vis otherwise

From (29), it is clear that, at the beginning, a higher value of
per 1s employed to generate crazy particles to avoid PSO from
saturation whereas a comparatively lower value is exploited
at later stages of search. This retains the significance of
control of inertia weight in the PSO algorithm. In addition,
constriction factor is also involved in the velocity update
formula to enhance exploration. When tested on two model
test systems possessing 3 and 6 thermal generating units,
CRAZYPSO exhibits improved convergence characteristics
than that of real-coded GA and classical PSO.

Reference [145] proposed an improved PSO (IPSO)
approach which employed two-tier approach to avoid from
premature convergence and saturation while figuring out five
different static and dynamic NCED problems considering the
system limitations and constraints. Firstly, it introduces crazy
particles with randomized velocities as suggested in [143] to
maintain momentum in the search and to avoid saturation.
However, randomization of the velocity vector is accom-
plished through the constriction and the inertia weight factors.
Secondly, tuning of the cognitive and social parameters is car-
ried out through a novel parameter called automation strategy
in a dynamic way to ensure both exploitation and exploration
characteristics. IPSO offers promising performance than that
of the classical PSO (CPSO) involving constriction factor.

In [146], solution of the complex and nonlinear EDP prob-
lem was accomplished through a novel hybrid PSO algorithm
involving dynamic inertial weight and CLS to enhance the
global search ability and improve the convergence speed.
In the suggested algorithm, the initial position of each particle
within its limit is set chaotically through the Logistic map.
Introduction of chaotic mapping into PSO actually improves
diversity thus the global convergence. Accomplishing this
also diminishes the impact imposed by the initial position
of the particle. Regarding the inertia weight, it is controlled
dynamically according to the measure function of PSO per-
formance. Two variables, namely e (represents particle’s evo-
lution degree) and a (represents particle’s polymerization
degree) are defined and are given by

€ = Pgbest(t)/Pgbesl(t—l) 31
Pxize

a = (Psize X Pgbesl(t))/z Pibest(l) (32)

i=1

where Pgpesi(—1) and Pgpesi(r) TEPresenting the previous and
the current global optimal value respectively show evolu-

tion degree of swarm speed, Pg;; is a particle number, and
P size
> Pipest(r) representing all particles’ fitness of current iter-

i=1
ation shows the concentration-dispersion properties of the
current particle swarm. Dynamic inertia weight factor  in
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terms of e and a is expressed as

w = f(e,a) = wy — 0.5¢ + 0.1a,
wo = Initial Value ~ 0.9 (33)

From (33), it is clear that w decreases with increasing evolu-
tion degree and raises with increasing polymerization degree.
The performance of PSO can be controlled by changing w
dynamically. When tested on two test systems, the proposed
hybrid PSO algorithm comes with lower fuel cost than that of
standard PSO.

Through an improved PSO (IPSO) framework proposed in
[147] and [148], both the exploration and exploitation capa-
bilities were enhanced by combining the chaotic sequences
based on Logistic map with the conventional TVIW and
adopting a crossover operation scheme. The crossover oper-
ation galvanized by GA enhances the diversity of the pop-
ulation in the PSO mechanism. In addition, constraints in
the form of equalities and inequalities are handled effectively
well through a constraint handling framework. The chaotic
inertial weight approach (CIWA) based on Logistic map sug-
gested in the paper is given by

t Wmax — @min .
cow' = | wmax — ——— X iter

itermax
: (4cxf—l (1 — cxf—l)) (34)

where cw' is a chaotic weight at iteration . o' decreases
monotonically from wmax t0 wmin Whereas cw’ decreases and
oscillates simultaneously increasing the searching capability
of the proposed algorithm. In other words, combination of
the chaotic sequences with TVIW makes the weights chaoti-
cally dynamic. When tested on three different nonconvex ED
problems, proposed IPSO shows promising results than state-
of-the-art optimization methods.

Same IPSO algorithm proposed in [147] amalgamating
the PSO with the chaotic sequences and crossover opera-
tions (borrowed from GA) was reutilized in [149] for fig-
uring out the NCED problems with VPL effects and MF
options. In addition, to enhance further the solution quality
without blistering the computational efficiency, an effective
constraint handling strategy is suggested. When compared,
IPSO outperforms the other optimization methods and the
conventional GA when applied to a 10 generating units
system.

In [150], a newly-introduced (inertia) weight-improved
PSO (WIPSO) method was suggested for the resolution
of practical OPF and ELD problems taking into account
the VPL effects. The introduced randomized inertia weight
factor exhibiting better local and global exploration is
defined by

w

Wmax — Wmin .
Wnew = Omin + | Omax — —— X iter | xr()
ltermax

w

(35)
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Along with @y, TVAC are also utilized. Simultaneous uti-
lization of these coefficients enriches the local and global
experience of the particles. When applied to deal with OPF
and ELD problems, WIPSO validates its accuracy, conver-
gence speed and applicability by calculating optimal total fuel
costs and losses with less computational time.

Hybridization of a novel PSO with the direct search
method (DSM) handled well the ELD problem with VPL
effects according to [151]. The traditional TVIW associated
with the particles suffers from the problem that it decreases
linearly at the same time for all the particles as the iteration
proceeds on. In the proposed algorithm, a newly-introduced
inertia weight function incorporated into PSO monitors the
TVIW associated with the particles and assists in further
enhancing both the global and local exploration abilities. The
proposed inertia weight function is characterized by

o

qi
@Wmax — Wmin 4 et t t
Wmax — — 7 ‘Ziter,qi’ if ti'(xi,gbest _xqi) >0
—1 P !
wqi s if ti'(xi,ghest _xqi) <0
(36)

where @ qi Tepresents ith inertia weight of particle ¢ in iter-

ation ¢. From (36), if the v;i and (x] ghest — x;l.) move in

the same direction, a);i increases linearly not to permit the
particles to fly past the target position, otherwise remains
same without decreasing to facilitate a free movement of
particles in the feasible search region. In addition, the DSM
algorithm’s ability of fine-tuning with a reduced computing
time to determine the eventual global optimal solution plays
the trick to find feasible solution. The practicability and
potency of the proposed hybrid algorithm is validated through
numerical results.

Reference [152] suggested exponentially varying inertia
weight factor (EVIWF) based PSO (PSO-EVIWF) for tack-
ling multi-area economic dispatch (MAED) problem with
tie line constraints taking into account the VPL effects in
order to enhance global exploration. The proposed EVIWF
in response to the objective values of the particles is calcu-
lated by

iter
w = (a)max — (®Wmax — @min) X (1 —exp (_510 X - )))
1fermax

(37

where ag signifies the convergence factor. When verified on
a 4 interconnected areas with a 16 generator standard test
system, PSO-EVIWF displays better quality solutions and
smooth convergence characteristics than that of PSO-TVIW.

Local and global exploration is achieved in traditional PSO
using TVIW without getting any feedback from problem
solution and by multiplying TVIW with total velocity at
each iteration in a linearly decreasing manner. In order to
avoid from premature convergence and to increase velocity
to explore optimal point, a novel intelligent inertia weight
factor calculated on the basis of each particle’s cost and its
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standard deviation of cost of best group response is proposed
in PSO with smart inertia factor (PSO-SIF) algorithm [153].
Thus, each particle has its own inertia factor which becomes
influential in the speed and position of next particle. Based
on cost of population, the newly-suggested inertia factor wg
is calculated by

0.6 x (Aj—1 cost;
Wy = .( 1) +03, y=—-7>",
|:61 3 < iter ) " 82] COStgpest
ifermax
(Smax

s=x—1; (38

where 8 and A; represent the cost and the percent change
in cost of jth population from best group cost respectively;
81 and &, are the adjustable parameters. When implemented
on four test cases, PSO-SIF ensures better convergence char-
acteristics than that of PSO.

Reference [154] suggested an improved PSO (IPSO) and
then compared its performance with water cycle optimiza-
tion (WCO) while figuring out a dynamic ELD problem.
In the proposed variant of PSO, the value of inertia weight
factor is made exponentially decreased on the basis of the
number of pass iterations and is expressed mathematically by

it
W = Wmax. €Xp (—ao (it;:r )) 39
max

Moreover, constriction factor is also exercised in particle’s
velocity equation to safeguard exploration and exploitation.
When a 6 unit power system to meet hourly-changing 24 hour
load demand is tested through IPSO, it shows better results
than that of deterministic numerical techniques like Lambda
iterative and Brent methods but takes a little bit more time
than that of WCO.

Reference [155] claimed and proved that PSO with TVIW
and constriction factor took fewer iterations while resolving
ED problem (neglecting both transmission losses and VPL
effects) having 4 and 6 generating units in comparison to PSO
with TVIW and PSO with constriction factor, although all the
three PSO approaches gave almost the same total operating
cost.

D. VARIATIONS IN COGNITIVE AND

SOCIAL COMPONENTS

Another modified version of traditional PSO named new PSO
(NPSO) proposed in [156] utilized the idea of segregation
of the cognitive component of the classical PSO into the
good experience and bad experience components in order
to effectively inspect the search space. The good experi-
ence component just like the cognitive component of the
traditional PSO keeps in memory the previously visited best
position whereas the bad experience component assists the
particle in remembering its previously visited worst position.
Resultantly, the new updated velocity equation taking into
consideration the bad experience additionally of the particle
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is expressed by

t+1 t t
Vig = @i +cig.r10). (pbestid —xl-d)

+ c1p.120). (xlfd —pworstid) + ¢3.130). (gbestgd — xfd)
(40

where the acceleration coefficients c¢1¢ and ¢y, are responsible
in accelerating the particle toward its best position and away
from its worst position respectively. The modification sug-
gested in cognitive component gives additional exploration
capacity to the swarm to identify the promising solution
region. More precisely, the introduction of the bad experience
component forces the bird (particle) to sidestep its pworst and
attempt to occupy a better position. Regarding the particles’
positions, they are updated using the original PSO position
equation. In addition, a direct search method (DSM) based
local random search (LRS) procedure is embedded with
NPSO to ensure exploitation of the promising solution region.
When tested on three ED problems involving constrains such
as VPL effects, MF options, transmission losses, NPSO-LRS
method shows better convergence behavior than that of
PSO-LRS and NPSO.

Reference [157] came up with a new PSO strategy called
anti-predatory PSO (APSO) to resolve the nonconvex eco-
nomic dispatch (NCED) problem with VPL effects. Along
with cognitive and social behaviors based foraging activity
of the swarm as in classical PSO, an anti-predatory activity is
also included in the newly proposed variant of PSO. The idea
behind the introduction of the anti-predatory property is to
assist the swarm in escaping from the predators. In APSO, the
predators are modeled as the worst result points. In order to
incorporate the anti-predatory property into APSO, both the
cognitive and social behaviors of the classical PSO are split
into personal/global good experience and personal/global
bad experience components. The velocity-update formula for
APSO then takes the following form

41 t
Virl = w2, + cig.n (). (pbestia — xl;)

+ c1p.120). (xl-ld — pworstid)
+ c26.730). (gbestgd — xi’d)
+ c2.140). (xly — gworsteq) 41)

The bad experience components resulted from the division
of cognitive and social behaviors give additional exploration
capacity to the swarm. The positions are updated using the
original position equation. APSO comes with less generation
cost than that of traditional PSO.

In [158], a new self-organizing hierarchical
PSO (SOH-PSO) algorithm was suggested for solution of
the NCED problem to eliminate the problem of prema-
ture convergence. SOH-PSO further combines with time-
varying acceleration coefficients (TVAC) to optimally find
the feasible solution. More precisely, both the exploration and
exploitation characteristics are ensured through the integra-
tion of TVAC with SOH-PSO. It has been observed that in
order to restrict the particles to roam about the search space
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instead of advancing toward the population best prematurely,
a large cognitive component and a small social component
at the beginning is required. Similarly, a small cognitive
component and a large social component during the latter
stage permit the particles to converge to the global optima.
All this is achieved by expressing TVAC as [159]

c1 = (cip — cui) - +cii (42)

c2 = (cor — c2i) + cai (43)

itermax

where cy;, cif, c2; and cyr are the initial and the final
values of cognitive and social acceleration factors, respec-
tively. The authors incorporated these TVAC in their proposed
SOH-PSO. In addition, the pbest associated with a stagnated
particle remains unchanged for a number of iterations. Simi-
larly when such more particles stagnate, the gbest associated
with them also undergoes the same fate. This forces PSO to
converge prematurely to a local optima and velocity becomes
zero. In other words, setting the previous velocity term in
traditional velocity equation to zero forces the particles to
rush towards a local optimum solution rapidly. The particles
stagnate due to the absence of momentum (zero velocity).
In proposed SOH-PSO method, this stagnancy problem in the
search space is then avoided by reinitializing the velocity vec-
tor of a particle randomly. The new velocity update formula
for SOH_PSO with TVAC is then

it
+ ((CZf — c2i) .tl A

iter

lleérmax

+ cz,-> .r(). (gbestgd — xitd)
(44)

Vi mz Ifviy =0 d 0.5
Vid==r4x d max Vid and r3 < (45)

—r5 X Vimax otherwise

When tested on different benchmarks involving ELD prob-
lem, SOH-PSO involving TVAC outperforms classical PSO
and passive congregation-based PSO (PC-PSO). Inspired
from the work of Chaturvedi et al., [160] proposed a new
improved PSO (NIPSO) algorithm which utilized exactly
the same idea of SOH and TVAC in order to tackle NCED
problem.

In [161], although the authors gave the comparative anal-
ysis of improved fast EP (IFEP), GA, and various form of
PSO algorithms, namely canonical PSO, hybrid PSO with
inertia weight as well as with constriction factor approach,
and velocity update relaxation momentum factor induced
PSO (VURMFIPSO), but they majorly focused on applying
a novel PSO algorithm named CRAZYPSO to a constrained
ELD problem with VPL effects. Regarding the concept of
CRAZYPSO, either too large or too small values of inde-
pendently and randomly generated two weighting parame-
ters corresponding to personal and social experiences do not
ensure quality solution. The proposed algorithm uses only
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one random parameter in such a way that if one weighting
parameter gets large, the other becomes small, and vice versa
by making the sum of the two interrelated weighting parame-
ters equal to 1. In addition, the balance of global and local
searches is controlled through the introduction of another
random parameter 7, along with the parameter sign(r3) in the
velocity equation. This models the reversal of the direction
of the bird’s velocity so that it may fly back to the promising
region. The velocity formula now extends to [162]

vgl = r2.sign(r3).v§d + (1 —rp).c1.r1. (pbestid — xfd)

+ (1 —r).co.(1 —rp). (gbestgd — xfd) (46)

All the numbers involved in the equation are uniformly dis-
tributed random numbers and sign is a sign function which is
defined as

-1 < 0.05

sign(r) = (r= ) 47

1 (r > 0.05)
Sudden change in direction of a bird is incorporated by a
craziness operator which ensures that the particle would have
a predefined craziness probability to maintain the particles
diversity. Resultantly the crazed velocity is given by

Vig =i+ p(ra)sign(ra)vy aziness (48)
where vgmzmm is a random parameter selected uniformly
within the range [vg‘m, vg“”‘]; p(r) and sign(r) are defined as

1 <P
p(r) = , (r<Pg) (49)
0, (r>Pe)
. 1, (r=20.5)
= 50
sign(r) {—1, (r <0.5) (50)

where P, designates a predefined probability of craziness.
The suggested CRAZYPSO shows superior performance as
compared to other optimization techniques. Reference [163]
advocated exactly the same idea of CRAZYPSO for the
solution of the automatic generation control (AGC) problem.
The problem involves a two area thermal power system taking
into consideration governor dead-band nonlinearity. In the
strategy, the evaluation of the control, however, is considered
as an optimization problem.

A modified PSO (MPSO) algorithm was suggested in [164]
and [165] for handling constrained ELD problems (with VPL
effects) considering 6 and 15 unit systems with higher order
general cost polynomials. In addition to basic constraints,
constraints like MF options, POZ, etc. are considered.
By fixing the values of the parameters, namely the inertia
weight factor and the acceleration coefficients involved in the
PSO velocity equation or changing their values according to
the mechanisms proposed in the standard PSO, handling the
constrained ELD problems bearing multi-fuel higher order
cost polynomials becomes difficult. For example, in standard
PSO, in case if ghest = pbest; = x; and assuming the current
position x; a local minimum, then the direction of velocity
remains the same during the next iterations. Enough iterations
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have to be performed in order to jump from the local mini-
mum thus slowing the convergence. In the proposed MPSO,
an additional third (random) part called ‘““promising part”
(embedded with cognitive and social parts) is introduced
for calculating the velocity vector, which assists in jumping
from the local minimum quickly to ensure fast convergence.
Randomness of PSO also reduces. In addition, the constraints
are handled using the penalty method in MPSO. MPSO shows
promising results than that of GA and PSO.

In [166], an improved version of coordinated aggregation-
based PSO (CA-PSO) [131] called (ICA-PSO) was devel-
oped for working out the constrained ELD problem with VPL
effects. Conventional CA-PSO suffers from the drawbacks
that not only the particles do not consider the cognitive
operator (the ability of retaining memory of its best posi-
tion achieved thus far) but also they do not organize their
search adaptively thus exhibiting poor convergence charac-
teristics. The proposed ICA-PSO eliminates the drawbacks in
CA-PSO and incorporates various mechanisms to ensure the
improved convergence. It takes into account the cognitive
operator by retaining a memory of its pbest. As a result,
a particle is captivated by those particles having achieved
better position than its own. More specifically, at iteration-¢,
the velocity of particle-i having lesser achievement than
particles-j is regulated by means of coordinators multiplied
by weighting factors, i.e.,

J () —f () .
vi= (x(t) — xi(1)) x — T | leT;
= WO 50 | S - | ’
particle-i coordinator )
weighting factor w;;
(51

where T; denotes the set of particles-j with better achievement
than particle-i. In addition, improved CA-PSO’s ability of
selecting the number of search intervals adaptively, varying
the population size adaptively, and searching accuracy for
particles up to two digit points, result in the improved conver-
gence characteristics. When tested on power systems having
6, 13, 15, and 40 thermal units, ICA-PSO ensures minimum
fuel cost than that of other optimization techniques.

In order to deal with large-scale ELD problem considering
various constraints such as POZ, RRL, transmission losses,
and VPL effects, an advanced parallelized PSO algorithm
with modified stochastic acceleration factors (PSO-MSAF)
was suggested in [167]. In proposed PSO-MSAF, a set-up
of parallel computing platform consisting of average-
performance computers with a manger passing on the dif-
ferent values of acceleration parameters cy, ¢ and the upper
and lower limits of each of the random numbers r; and r
to each of the workers is initialized. The algorithms, thus,
are run simultaneously on multiple machines in such a way
that they use different bounded values of the stochastic accel-
eration factors. The results produced by these workers are
subsequently compared and the best result is selected as
the final optimal solution. In the paper, architecture of the

VOLUME 5, 2017



G. Abbas et al.: Solution of an Economic Dispatch Problem Through Particle Swarm Optimization

IEEE Access

PSO-MSAF is highlighted in detail. Accomplishing this pre-
vents the particles from premature convergence especially
while figuring out the ED problems involving a sizeable
number of thermal units. Through the set-up, extenuation
of the burden of multimodality and heavy computation is
accomplished with ease. Moreover, the performance of the
proposed algorithm is further enhanced by introducing a
penalty parameterless constraint handling strategy capable
of handling power balance (equality), POZ and RRL. When
solved the three ED problems consisting of 3, 15 and 40 gen-
erating units though PSO-MSAF, it shows better convergence
properties than other techniques like, GA, asynchronous par-
allel PSO (PAPSO), etc.

Reference [168] suggested variable acceleration coeffi-
cients based PSO (VACPSO) method which incorporated the
idea of the partitioning of the cognitive component into its
good and bad experience components and TVAC simulta-
neously into the classical PSO to enhance the exploration
capability with less computational burden while solving an
ELD problem taking into account POZ and VPL effects.
On the solution of two power systems comprising 3 and 4
thermal generating units with nonlinear characteristics, it has
been inferred that VACPSO shows promising results than that
of the other calculus-based and metaheuristic optimization
approaches.

In [169], four different metaheuristic algorithms, namely
classical PSO (CPSO), PSO with TVAC (PSO_TVAC), DE,
and BFO are compared in the form of solution quality, con-
vergence characteristics thus convergence speed, etc. while
applying them to NCED problem taking into account VPL
effects, POZ and RRL. For the sake of comparison, the
algorithms are tested on three test systems having 3, 13
and 40 thermal units. Results show that PSO_TVAC takes less
convergence time as compared to other algorithms.

An effective PSO algorithm with social weight called
ESWPSO was suggested in an IEEE conference paper [170]
to handle the ELD problems considering the network trans-
mission losses. VPL effects are not taken into consideration.
In ESWPSO, the exploitation and the exploration character-
istics are improved by introducing a social weight factor into
the velocity update formula which then takes the following
form:
vgl = w.vﬁd + c1.r10). (pbestid — xi’d)

+cr.(1 — w). (gbestgd — xfd) (52)

The extremum disturbance operator is then introduced in
ESWPSO to find high quality solutions by generating ran-
dom points in promising area. When demonstrated on two
power system cases considering 6 and 15 generating units,
ESWPSO ensures higher quality solutions as compared to
other metaheuristic methods.

In the extended version [171], however, the VPL effects
are considered in the ELD problems. Through the mathe-
matical treatment, the effect of inertia weight on the con-
vergence speed is highlighted. In order to deal with equality
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constraint (real power equation), an additional random cor-
rection operator is introduced. When tried to solve the
EDVPL and EDVPLMF problems consisting of 15 and 10
generating units respectively, hybrid SWPSO shows promis-
ing results than that of IGA_MU and MPSO.

In [172], a variant of PSO named an iteration PSO (IPSO)
was proposed to solve constrained ED problems without VPL
effects (although considered the other realistic constraints
such as RRL, generation limitation, POZ, and transmission
losses). In IPSO, in order to enrich the searching behavior,
improve solution quality, and increase the convergence rate,
a new index called “iteration best” is consolidated into the
original velocity equation of PSO. The velocity update for-
mula for IPSO method bearing the new index is calculated by
vgl = a).vﬁd + c1.r10. (pbestl-d — xitd)

+ ¢2.120). (gbesteq — xiy) + ¢3.730). (Iblmt,d — xl-td)
(53)

with
c3 =c1 (1 —exp(—cy X iter)) 54)

Here Ié est.q represents the best value of evaluation function
attained by any particle in iteration ¢ and the exponentially-
changing weighting parameter for the stochastic accelera-
tion term c3 is responsible for pulling each particle towards
Ilim’ 4 [173]. When tested on two power systems consisting
of 6 and 15 units, IPSO outperforms the other optimization
techniques like classical PSO, chaotic PSO, hybrid GAPSO,
etc. In [174], Abdullah ef al. employed exactly the same
concept of a new index named ““iteration best” as in IPSO to
solve the practical ED problem. Here, however, VPL effects
are considered. When tested on two power systems consisting
of 3 and 13 units, IPSO shows superior results than that
of PSO. Abdullah et al., in another paper [175], introduced
the idea of rbest (a novel best neighbor particle) rather than
Ibest in traditional PSO’s velocity formula to eliminate the
premature convergence problem while dealing with the ELD
problem involving POZ and RRL constraints. The novel
variant of PSO involving rbest was given the name modi-
fied PSO (MPSO). The randomly selected parameter rbest
obtained from the best position of another neighbor particle
pbest diversifies the particle movement (to avoid premature
convergence) by sharing extra information with each parti-
cle. MPSO is then amalgamated with TVAC (MPSO-TVAC)
to keep balance in exploration and exploitation capabili-
ties. When tested on various test cases, MPSO-TVAC offers
promising results. In [176], an improved version of IPSO
named a modified iteration PSO (MIPSO) incorporating two
new indices named, “iteration best 1>’ and ““iteration best 2"’
into the velocity equation rather than one index as was in
IPSO was suggested while solving the ELD problem with
VPL effects. MIPSO further enhances the searching behavior
and solution quality and avoids itself from being trapped
into local optimum. The updated velocity of MIPSO method
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incorporating the new indices is calculated by
t+1
Vid
= a).vﬁd + c1.710). (pbestid —xfd) + ¢2.1(). (gbestgd — xi’d)

+c3.730). (Ib'ml’d —xi’d) + ¢4.720). (Ib’mz’d —xi’d) (55)

To ensure the feasibility and efficiency of MIPSO, it is admin-
istrated to four test systems possessing 3, 6, 13 and 15 thermal
units respectively and gives minimum mean cost as compared
to other metaheuristic optimization techniques.

Ivatloo et al. utilized the idea of the integration of
TVAC and index-based IPSO in his work successfully.
In [177] and [178], iteration PSO with TVAC (IPSO-TVAC)
method inheriting salient features of both TVAC-PSO and
IPSO methods simultaneously was proposed to handle the
constrained nonconvex ED problem considering the VPL
effects. On one hand, IPSO suggests the addition of a new
index called “iteration best” to the original velocity equation
to ameliorate searching behavior thus to avoid premature con-
vergence. On the other hand, TVAC are employed to enhance
the solution quality. As a result, the velocity update formula
takes the form.

iter
VEJ‘I = (,().V?d + <(le — Cli) itermax + C1,‘>
-r10. (pbestid — xfd)
+ ((CZf - Czi)

+ (c1 (1 — exp (—cy x iter))) .r3(). (I}fmlvd —xi’d>
(56)

+ 021‘) 120. (gbestga — xly)

itermax

Velocity term involving the constriction factor is considered
while calculating the position of the particle. The feasibility
of IPSO-TVAC is investigated by applying it to a 6, 13,
and 40 unit test systems. IPSO-TVAC is found to exhibit bet-
ter convergence characteristics than that of other optimization
techniques.

The idea of time-varying acceleration coefficients (TVAC)
based PSO was also utilized efficiently in [179] for tack-
ling ED problems with VPL effects. The solution of
two test systems consisting of 6 generating units with
26 buses and 46 transmission lines and 15 generating units
through TVAC-PSO validates its feasibility and effectiveness.
Reference [180] efficiently made use of TVIW with con-
striction factor and TVAC in PSO while dealing with various
nonconvex nonlinear ELD problems with VPL effects. The
particles were not made crazy, i.e., the current velocity term
was not set to zero. When tested on various power systems,
PSO-TVAC shows promising results than that of other opti-
mization techniques. Reference [181] also employed TVAC
based PSO (TVAC-PSO) for the solution of ELD problem
without VPL effects. Through TVAC, convergence rate is
enhanced by well-exploring the search space. The effective-
ness and feasibility of TVAC-PSO is validated by applying it
to solve power system possessing 3 and 6 generating units.
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TVAC-PSO exhibits better convergence characteristics than
that of PSO.

Reference [182] suggested an intelligent PSO (INPSO)
to enrich the social behavior by incorporating an additional
novel index named “‘another particle best position (pbest,y)”
into the PSO’s velocity update formula for the quick fix of
NCED problem considering the VPL effects. The additional
behavior shares information among the particles facilitating
them to direct themselves toward global solution. The parti-
cle’s velocity adopts the following form.

ijl = w.Vi, +c1.r0). (pbestid — xi’d)
+ c3.12(). (gbestgd — xifd) + c3.7r30). (pbestap — xfd)
(57)

with

iter
€3 = C3max — (C3max — C3min) ( ) (58)
1termax

Evaluation of pbest,, is executed through the proposed
diversity-based judgment mechanism while preserving the
population diversity. DSM fine-tunes the solutions obtained
through INPSO with less computational expense and ensures
local optimization. When solved two power systems con-
taining 13 and 40 generating units through INPSO-DSM,
INPSO-DSM comes up with solutions of better quality as
compared to PSO, PSO-IW and INPSO.

Reference [183] suggested a modernistic differential
PSO (DPSO) algorithm in order to eliminate the inherited
problem in the form of getting trapped at local minima faced
by traditional PSO while figuring out an ELD problem taking
into consideration the VPL effects and POZ. In DPSO, the
experience of a randomly selected particle from the swarm
designated as a target particle is enumerated in the PSO’s
velocity formula. The velocity update formula with additional
term incorporating the scaled difference between the target
particle and the selected particle (trying to avoid from trap-
ping in local minima) is expressed by

r+1 t t
Vil = wly + cr.r1. (pbestia — xly)

+c.r2. (ghests — xiy) + c3.r3. (xig —xig)  (59)

where the parameter [ € [0, n] corresponds to the expert par-
ticle with respect to target particle i. DPSO demonstrates bet-
ter convergence characteristics in comparison to PSO when
tested on a 10 unit power system.

E. SIMULTANEOUS VARIATIONS IN INERTIAL, AND
COGNITIVE AND SOCIAL COMPONENTS

Many researchers introduced simultaneous variations in iner-
tial, and cognitive and social components to strengthen the
performance of PSO. In [184], four pre-existing variants of
PSO have been applied separately to the ELD problem con-
taining 13 generating units with VPL effects to ensure both
exploration and exploitation. Network transmission losses
are neglected. Firstly, a standard PSO with TVIW and fixed
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acceleration coefficients for the cognitive and social com-
ponents is applied. Secondly, in adaptive PSO (APSO), the
highly fitted particle is made slower than lowly fitted particle
by selecting different values of inertia weight for each particle
according to its rank in order to ensure convergence. The
detailed procedure of adaptive mechanism to handle con-
straints is well-highlighted. Thirdly, in order to avoid from
premature convergence, chaotic PSO (CPSO) methods amal-
gamating PSO with AIWF, and CLS based on the logistic
equation is utilized. Lastly, in new PSO (NPSO), the search
space is efficiently explored by partitioning the PS’s cognitive
into its good and bad experience components. For the typical
design example, APSO shows better convergence character-
istics than that of other PSOs.

Reviews and comparison of the performance of various
PSO variants including classical PSO (with constriction fac-
tor and TVIW), PSO with chaotic inertia weight (PSO_CIW),
PSO with chaotic acceleration coefficients (PSO_CAC), and
PSO with TVAC (PSO_TVAC) with a traditional solver,
i.e., the General Algebraic Modeling System (GAMS) while
working out the MAED problem were presented in [185].
CIW and CAC are made chaotic using the well-famous logis-
tic map. The objective function of MAED involves the min-
imization of not only the total fuel cost function but also the
cost function associated with tie line power flow. When tested
on four test cases having generating units with various equal-
ity and inequality constraints, PSO_TVAC shows promising
results than that of the other PSO variants. Although the
performance of PSO_TVAC matches well in accuracy with
GAMS but takes almost 100 times more computational time.

In [186], another modified form of PSO named a stochastic
weight trade-off PSO (SWT_PSO) was introduced to pre-
serve the balance between (global) exploration and (local)
exploitation through trading off stochastic weights amongst
previous velocity momentum, cognitive and social compo-
nents while solving the NCED problem. In classical PSO,
the weighting coefficients for cognitive and social compo-
nents are generated independently. Here, relative genera-
tion of the two weights is accomplished through adopting
the idea presented in [187], i.e., if one random parame-
ter possesses a large value, the other should keep a small
value, or vice versa. Similarly, trade-off among the three
components involved in PSO’s velocity equation is accom-
plished by assigning stochastic weights to them in such a
way that both exploitation and exploration characteristics are
ensured. Diversity of a swarm member (thus the global search
capability) is further enhanced by reversing the direction of
certain particles initially moving in the opposite direction
of a feasible region through ““lethargy” factor. When tested
on four different power systems involving nonconvex cost
functions, SWT_PSO shows outstanding results as compared
to other optimization techniques.

In [188], an improved version of PSO named adap-
tive acceleration coefficients (AAC) based PSO (AAC-PSO)
was proposed in order to solve ELD problem without the
VPL effects. In AAC-PSO, in order to best-manage the
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exploration and exploitation characteristics, exponentially-
varying adaptive inertia weight and acceleration coefficients
are introduced and are defined by:

W = Wmax- Xp (—, X iter) (60)
c1 = cyj-exp (—ae X iter X k¢) (61)
¢y = c2i.exp (—a X iter X k¢) (62)
where

1 .
W, = — ( ) In <C—2> (63)

1termax Cli

F,, — gbest
k. = Im T 89est (64)
Fin

Here, by following the same pattern as described in (63), oy, is
determined on the basis of wmax and wmin. k. is calculated on
the basis of gbest and pbest. F,, designates the mean value of
the best positions with respect to all particles. When demon-
strated on two power systems containing 6 and 15 thermal
units, AAC-PSO shows better convergence characteristics
than that of conventional PSO.

Jadoun et al. contributed tremendously to solve NCED
problem by introducing various modified versions of iner-
tial and cognitive and social components in PSO. In [189],
a dynamically controlled PSO (DCPSO) method was sug-
gested to tackle the NCED problem of large dimensions.In the
proposed method, the TVIW (regulates only the initial veloc-
ity component) and the statically-controlled (assume constant
values) acceleration coefficients are controlled dynamically
by acquainting new exponential functions. The performance
of the cognitive component is enriched by adding the pre-
ceding experience into it whereas the social component with
the RMS experience ensures-well the global optimal solution.
An altered control equation administrating the particl’s
velocity dynamically by recommending suitable exponential
constriction functions ¢; and ¢ related to the acceleration
coefficients and an exponential decaying function w, related
to the inertia weight is expressed by

pbestiq — x},
At
Xl — pprecedingid>

t+1 t
Vig = @e.Vig + L1.c1p.710). (

+ (1 = &1).c1p.r20. ( AL
gbestyq — xitd>

+ &2.¢2.130). ( AL

t
grmsqq — X,
+&3.02.740). (g—d> (65)
At
where
it
we =¢exp | — ( er ) x log, <wmax> (66)
1fermax @min
\ — — N — s’
7] kw
and
$1 = exp (—pim) (67)
$r = kexp(—pu2n), k=1<{icip/baco; (68)
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The newly introduced dynamic exponential functions for
the inertial, cognitive and social components into the par-
ticl’s updated velocity equation ensure better exploration
and exploitation to a larger extent. Simulation results val-
idate the effectiveness of DCPSO.In PSO with time vary-
ing operators suggested in [190], rather than considering
the preceding experience ppreceding;y, the poor experience
ppoorig is added to the cognitive component to ameliorate
its performance. For the sake of controlling the acceleration
coefficients dynamically, new exponential constriction func-
tions ¢1 and & are introduced. In addition, TVIW is modu-
lated by introducing a new truncated sinusoidal function. The
velocity update formula is now expressed by
pbestiq — xfd
)
t

+(1 = 1).c1pr20). (%)

'
ghestyq — xid>

t+1 t
Vig = 0wy +Ecpri(). (

(69)

+ &.¢2.130). ( AL

where

0
® = Omin + (Omax — Omin) C052 (5) , 0<0=<m (70

with
0 =X xiter+7Y

T . —IT X iteFrmin
=\—————— | XxXtter+| —mm
itermax — ifermin itermax — itermin

(71)

The amendments in inertial weight and acceleration coeffi-
cients control the movement of the particles in such a way that
the new PSO ensures better exploration and exploitation char-
acteristics. When tried to solve three standard test systems
consisting of 13, 40 (with VPL effects), and 40 (with VPL
effects and POZs) generating units, the proposed PSO algo-
rithms shows superior convergence characteristics. Employ-
ing almost the same idea of using the improved cognitive
component of velocity update formula, in [191], Jadoun et al.
suggested an improved PSO (IPSO) for the solution of large
dimensional multi-constraints MAED problem. In the pro-
posed IPSO, rather than partitioning the cognitive component
into the best and worst experience, the cognitive component
is partitioned into the best and preceding experience of the
particle to ensure global exploration during initial iterations.
Through the constriction factor, the strength of the social
component is made weaker during initial iterations. The local
exploitation during later iterations is ensured through the
social component. The suggested velocity update formula
takes the form
pbestiq — x},
)
+ c1p.120). (xfd — pprecedingid)

gbestyq — xi,
Cor(). | ——*
+ C.c2.r30 < s

t+1
VJ = a).vfd + c1p.r10). (

(72)
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In addition, exponential inertia weight factor described in
(66) is employed. When tested on a four areas, 40 generators
test system, IPSO shows promising results as compared to the
other methods.

In [192], the performance of PSO algorithm involving the
constriction factor was studied empirically while applying
it to solve the NCED problem taking into consideration the
VPL effects. The (traditional) idea of velocity clamping is
introduced by

+1 _ VE;IH’ if Vgl < 73
Via = v;nax, if v;jl - vﬁnax ( )

where
ymax (”ma"a—”m‘“), where 1/8 € [0, 1] (74)

In order to comprehensively inspect the effects of four param-
eters, namely the price penalty factor (ppf), the controller
associated with the velocity clamping scheme (§), the accel-
eration constants (c; and ¢;) and the limits (lower and upper)
of the inertia weight (w) through the computer simulation
results, separate experimental setups are established. Follow-
ing the guidelines outlined in the paper, time consumed in
picking the parameters values can be saved.

In [193], the classical PSO (CPSO) considering constric-
tion factor and TVIW individually as well as simultaneously
and the three improved versions of PSO algorithms (IPSOs)
were employed to tackle the ELD problem with transmission
losses. However, VPL effects are not taken into consideration.
In case of the first IPSO, both the position and the velocity
of the particles are updated whereas in case of the second
IPSO, only the velocity is updated (not the position) when
a particle attains the global position during the search. This
results in the reduction of the search area of the swarm and
oscillation of the particles in less computational time (thus
faster convergence). In the third version of IPSO, the position
of the particles whose current position is better than its pbest
is not renewed. This results in the best fitness evaluation. For
the comparison purposes, 20 trial runs are selected. When
demonstrated on ELD problem having IEEE 5, 14, 30 bus
systems, the improved PSO algorithms give optimum fuel
cost than that of CPSO. PSO (itself) and its variants, namely
PSO with constriction factor approach (PSOCFA), PSO with
inertia weight factor approach (PSOIWA), and PSO with CF
and IW approaches (PSOCFIWA) were employed to tackle
the ELD problem neglecting the transmission losses and VPL
effects [194], the ELD problem with POZ constraint [195],
the ELD problem with RRL constraint [196], and the ELD
problem with POZ and RRL constraints [197]. Convergence
behavior of PSO and its variants is compared while solving
the ELD problem consisting of a fifteen-unit system.

Reference [198] suggested a modified PSO (MPSO) algo-
rithm which incorporated the pbest and gbest based varied
inertia weight factor w and acceleration coefficients ¢ and ¢
into PSO to figure out ELD problem with transmission losses
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but neglecting VPL effects. The varied w, and ¢ and c; are
calculated by (75) and (76):

t—1 t—1 t—1
prestX‘Fl —F es

®; = Wmin + 1 1 1
P x|F -

The velocity and position are then updated. When tested
on a 3 thermal generating unit system, MPSO shows better
performance than that of a conventional method and PSO.

In [199], pros and cons of the various modified already-
suggested versions of PSO applied to solve constrained ED
problems were presented. In addition, an improved PSO
called IPSO utilizing the newly introduced exponential inertia
weight factor and acceleration coefficients for the social and
cognitive parts was suggested for the resolution of ELD prob-
lem with VPL effects in order to exploit better exploration and
exploitation characteristics. The suggested inertial weight
and acceleration coefficients are defined by (77) and (78)
respectively.

1

w = (77)
(1 +exp (—a x F(G)")

1
+ (1 +exp (—a x F(G)Y’

where F(G;) designates the rth iteration of the global opti-
mum fitness n whereas « calculated by ¢« = 1/F(Gy) is
required to be predefined. When applied to a thermal system
consisting of 3 generating units, IPSO algorithm shows better
convergence characteristics than that of other optimization
techniques.

i=1,2 (78

Cl'=]

F. VARIATIONS IN RANDOM NUMBERS

In standard PSO, generation of both the random variables
(one for the cognitive part and the other for the social part)
is accomplished through the uniform probability distribution
within the range [0, 1]. It has been observed that both explo-
ration and exploitation characteristics of the PSO algorithm
can be enhanced while keeping the same parameters through
the other probability distribution functions (PDFs) such as
Gaussian, Cauchy, exponential, etc. Random numbers can
also be generated using chaotic sequences. A review of the
PSO algorithm involving variations in random numbers is
presented in this subsection.

Reference [200] suggested the use of Gaussian proba-
bility distribution (GPD) and/or chaotic sequences for the
generation of random numbers in PSO approach rather than
using the uniform probability distribution while solving con-
strained ED problem without VPL effects having 15 and 20
generating units with constraints in the form of RRL and
POZ. Random numbers generated through the GPD and/or
chaotic sequences in the interval [—1, 1] are mapped into the
interval [0, 1]. The use of chaotic sequences in PSO assists in
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escaping from local optima, while the GPD may ensure faster
convergence in local search. Famous logistic map used in the
paper for the generation of the chaotic sequences is defined as

ex) = Mcxl-’_1 (1 — cxf_1> , 0<u<é4 (79)
where ¢ represents the sample number, and u is a control
parameter. Various types of PSO may be constructed by
generating the random numbers for the cognitive and social
parts on the basis of GPD and/or chaotic sequences. The new
PSO approaches are summarized in Table 2.

TABLE 2. Various variants of PSO on the basis of random numbers.

\I}::;gglrgs PSO Type PDF and/or Chaotic Sequences
ny Type 1 uniform — cognitive
(Standard PSO) uniform — social
Type 2 Gaussian — cognitive
uniform — social
Type 3 uniform— cognitive
Gaussian— social
Type 4 Gaussian — cognitive
Gaussian — social
Type 5 uniform — cognitive
chaotic — social
Type 6 chaotic — cognitive
uniform— social
Type 7 Gaussian — cognitive
chaotic — social
Type 8 chaotic — cognitive

Gaussian — social

In addition, a two-step based constraint handling strategy
is proposed. In the first step, determination of the decision
variable vectors (solutions) lying within user-defined upper
and lower bounds is accomplished. The second step involves
rewriting the total fuel cost function. The PSO and its vari-
ants are applied to work out two test systems considering
15 and 20 thermal generating units involving nonlinear VPL
effects and are found to show promising performance in
comparison to other heuristic methods.

The same authors Coelho e al. in another paper [201]
suggested the generation of the random variables used in the
velocity update formula through chaotic sequences based on
Hénon map rather than based on logistic map, to enhance the
convergence rate thus the resulting precision while solving
the ED problem considering the VPL effects. Hénon map is
described by

t—1
i ’

ex! =1—acx!™ 42 2 =bex!™h (80)

To be specific, setting a = 1.4 and b = 0.3 gives the output
values of z in the range [0.3854, 0.3819] which are then are
normalized in the range [0, 1]. The novel proposed chaotic
PSO after ensuring fast convergence is then embedded with
an implicit filtering (IF) local search method to fine-tune the
final solution obtained thus for. Simulation results validate
the workability and efficacy of the proposed hybrid approach
when demonstrated on a test system consisting of 13 ther-
mal units. Just like the work of Coelho et al., Hardiansyah
in another paper [202] proposed a modified PSO (MPSO)
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technique which employed GPD (with zero mean and vari-
ance of one) for the generation of random number for the
cognitive part and Cauchy probability distribution (CPD) for
the generation of random number for the social part, both in
the interval [0, 1], in velocity update equation while solving
the ELD problems with VPL effects. This introduces new
diversification and intensification strategy into the particles
thus preventing them from converging prematurely. When
demonstrated on four test problems, MPSO provides bet-
ter convergence properties than that of HPSO-TVAC and
PSO-TVIW.

Reference [203] endorses the idea of enhancing further
the search capability and guaranteeing a high probability
of achieving the high quality solution without significantly
impairing the convergence speed and the simplicity of the
structure of PSO through the Gaussian random variables
(both for the cognitive and social parts) rather than uniform
random variables as in the case of standard PSO in the veloc-
ity update formula. Classical PSO utilizing the Gaussian ran-
dom variables was given the name a modified PSO (MPSO)
which was then used for the solution of NCED problems.
The Gaussian random variables handle well the amount of
perturbation added to the velocity vector, thus assisting the
approach in escaping from local optima. In this way, the
diversity of the population is maintained throughout iterative
process thus guaranteeing a high probability of achieving the
better solution. MPSO shows better convergence character-
istics in comparison to other forms of PSO involving time-
varying coefficients.

The Trelea PSO (Trelea-PSO) method was suggested
in [204] to solve the NCED problem considering the VPL
effects and MF options. In Trelea-PSO, particle’s velocity
equation is updated by setting the random numbers to the
expected values of 1/2 along with the other modifications.
Choosing these values of random numbers simplifies the
velocity equation and thus enhances the convergence speed.
In the paper, the inertia weight factor is set to 0.729 and
the acceleration coefficients are given the value of 1.494.
Trelea-PSO outperforms the other metaheuristic optimization
techniques when tested on a power system consisting of 10
units with multiple fuels, and multiple fuels and loading
effects.

In [205], another improved version of PSO called
democratic PSO (DPSO) originally developed by
Kaveh and Zolghadr [206] was employed to solve ELD
problem with VPL effects. In DPSO, in order to incorporate
the "democratic" effect of particles swarm upon the move-
ment (in solutions space) of a certain particle, an additional
supplementary term c3.r3 .dl-’d (see (81)) is introduced into the
velocity update formula which is now given by
vgl = wViy + c1.r10). (pbestia — xiy)

+ c2.120). (gbestga — xly) + c3.130.d}y (81)

Introduction of di’d factor calculated in [206] facilitates the
particles in the swarm to get additional information and to
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allow a few of the low performant particles to manipulate
the movement of the swarm in order to enhance the PSO
exploration capability. The performance of DPSO is further
improved (the resulting algorithm is called DPSO-Sine) by
replacing the uniformly distributed random numbers with
the chaotic sequences (generated through chaotic Sine map)
based random numbers which are defined by

cri"H = Zsin (n X cri’),

i=1,2,3,a€c(0,4]; (82
When demonstrated on two power systems possessing
13 and 40 thermal generating units, DPSO and DPSO-Sine
offer promising results than that of PSO algorithm and other
metaheuristic optimization techniques.

In [207], the improved PSO (IPSO) suggested for the
dynamic nonconvex ELD problem uses the concept of
randomly-dimensioned velocity vector of PSO. More specif-
ically, the velocity is made randomized by selecting the com-
ponents of the random number vectors independently. Doing
so enhances the chances of attaining better global solution.
Experimental results validate the efficacy of the suggested
variant of PSO.

G. CONSTRAINTS HANDLING STRATEGIES

Economic dispatch problem is essentially a constrained opti-
mization problem with heavy constraints in the form of
equalities and inequalities. Owing to the canonical version of
PSO, it does not provide a mechanism for tackling heavily-
constrained practical dispatch problems. Suffered from a
high computation cost, a traditional, convenient and easily-
implementable penalty function method (where constraints
are penalized) is usually employed to convert constrained
dispatch problems into the unconstraint ones. In penalty func-
tion method, in order to tackle constraints, actually a suitable
penalty function corresponding to each of the equality and
inequality constraints involved in the ED problems is incor-
porated into the fitness function. To handle constraints even
well, various constraints handling methods are suggested in
the literature. Some methods preserve the feasibility of solu-
tions and some distinguish well the feasible and unfeasible
solutions. In addition, hybrid methods are also proposed.
In this subsection, a review of PSO and its modified ver-
sions to tackle the heavy constraints in dispatch problems is
presented.

In a modified PSO (MPSO) suggested in [208], a mech-
anism is proposed to work out the equality and inequality
constraints involved in the ED problems during the modifi-
cation of each individual’s search. The conventional PSO’s
inherited dynamic process remains unaltered during the pro-
cess of the application of the constraint treatment mechanism.
In order to satisfy the equality constraint, a random variable
in the form of a generator output during each iteration is
enumerated as a slag generator whose value is computed
on the basis of the difference between the total generation
(excluding the slag generator) and the total system demand.
Regarding the inequality constraints, the next position of

VOLUME 5, 2017



G. Abbas et al.: Solution of an Economic Dispatch Problem Through Particle Swarm Optimization

IEEE Access

aparticle (individual) calculated by the PSO algorithm results
in violating the inequality constraints. The violation of the
inequality constraints is avoided by setting the position of a
particle to its minimum or maximum value depending on the
velocity assessed. In addition, the convergence speed is accel-
erated in MPSO by reducing the dynamic search-space based
on the distance between the gbest and the inequality bound-
aries. Transmission network losses and POZ are ignored.
When demonstrated on two test cases involving 3 and 40 gen-
erators to validate its effectiveness, MPSO ensures mini-
mum cost as compared to other optimization techniques.
Following exactly the same mechanism suggested by
Park et al. in [208], [209] suggested an efficient PSO to
solve ED problem with 2 and 3 generating units without
VPL effects, and 3 generating units with VPL effects. Effi-
cient PSO shows promising results than that of NM, IEP,
and MHNN. In [210], an efficient PSO (EPSO) algorithm
suggested to solve two ED problems, one with convex cost
functions and the other one with nonconvex cost functions
(considering VPL effects), also utilized the same idea (pro-
posed by [208]) of constraint handling mechanism to tackle
equality and inequality constraints and reduced dynamic
search-space to ensure fast convergence. Transmission net-
work losses are considered to make the dispatch problem
more realistic. EPSO exhibits better convergence properties
than that of other soft computing techniques.

Reduction of the search space (excluding the infeasible
domain) was also ensured through PSO based new constraint-
preserving method (NCPM) [211] in order to boost the
probability of finding the global minima while solving
a (multi-area) nonconvex ED (NED) problem with VPL
effects. Traditionally, all infeasible solutions are eliminated
through the well-famous rejecting strategy adopted by clas-
sical feasible-solutions methods. NCPM, however, adopts
some auspicious ways for generating feasible solutions
efficiently. In NCPM, steps involving the initialization of
randomly generated particles while satisfying constraints,
updating the modified position and velocity considering
constraints, updating the pbest and gbest, space reduction
strategy and stopping criteria are clearly highlighted in the
paper. Simulation results reveal that NCPM algorithm offers
promising results in the form of convergence speed and com-
putation time than that of the other evolutionary techniques
such as PSO and EP with the rejecting strategy.

Rather than adopting the penalty function method (as it suf-
fers from various limitations such as a careful fine tuning of
the price penalty factors, authenticate estimates of the degree
of penalization, etc.) to handle equality and inequality con-
straints effectively, feasibility-based rules to take up inequal-
ity constraints (generator capacity limits, etc.) and heuristic
strategies with priority list based on probability to deal with
equality constraints (the power balance equation, etc.) are
suggested in the improved PSO (IPSO) [212]. Accomplish-
ing this facilitates the population to approach the feasible
region quickly. Like always, while handling constraints, the
inherited dynamic process in PSO is kept preserved for all
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individuals in swarm. Unlike the traditional PSO, the
constraint-handling strategy adopted in the paper does not
need setting of any additional parameters, thus lessening
the burden of fine-tuning of penalty factor to ameliorate the
optimization efficiency. The feasibility-based rules pass on
information to PSO to tackle inequality constraints on finding
pbest and gbest. When demonstrated on three power systems,
computer results authenticate the workability and efficiency
of the proposed IPSO method.

In order to avoid from the problem of premature con-
vergence in PSO, an improved PSO handling well both the
equality and inequality constraints and improving the aspect
regarding the initialization of swarm was suggested in [213]
to tackle the ELD problem, however, without VPL effects.
Actually, in the improved PSO, both the equality (power
balance equation) and inequality (generator capacity limits)
constraints are penalized through penalty price factor and are
included in the overall objective function to be minimized.
This is how the constraints are handled. When two power
systems possessing 3 and 5 thermal units are assessed, the
improved PSO displays better convergence characteristics.

An improved chaotic PSO (ICPSO) algorithm [214] inte-
grating PSO, Logistic map based chaotic mutation (to avoid
premature convergence), and enhanced heuristic strategies
(to handle various constraints) was proposed to work out ELD
problem with VPL effects. Moreover, the effects of two cru-
cial parameters (inertia weight factor and chaotic mutation)
on the ICPSO performance are also investigated. Inspired
from the work of Yuan er al. [212], feasibility-based rules
based an enhanced constraint-handling strategy is devised
to deal with the complex inequality constraints effectively
whereas the equality constraints are resolved through the
heuristic strategies without enforcing any restrictions. The
ELD problem involves the adjustment of the outputs of ther-
mal units at each iteration while fulfilling the inequality and
equality constraints. In addition, rather than using the TVIW,
the velocity of a particle is updated by using the inertia weight
factor given by

® = (Wmax — Wmin) X €xp (=B X iter) + wmin (83)

where B is the shrink factor that decides the varying veloc-
ity of w. Initially, a large @ makes ICPSO explore glob-
ally, while at a later stage, a small w makes the algorithm
explore locally. When computed two power systems possess-
ing 10 and 30 thermal units, the ICPSO algorithm shows
its feasibility and effectiveness over other metaheuristic
techniques.

In [215], Wang et al. also proposed a chaotic self-adaptive
PSO (CSAPSO) algorithm to resolve ELD problem taking
into consideration the VPL effects and transmission losses.
This time, a randomness adjustment strategy based enhanced
constraint-handling strategy is suggested to handle linear and
nonlinear constraints. In the proposed strategy, the complex
inequality constraints are treated first while ensuring the
feasible outputs of generating units. Then, the equality con-
straints are tackled in feasible region while guaranteeing that
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the already-satisfied inequality constraints are not violated
again. In order to ameliorate the precision of PSO, the veloc-
ity of particles including the constriction factor is updated
dynamically as

141 ‘ :
Vig = C [a).v,-d +cr.r. (pbestid - ‘xid)

+ca.r2. (gbestga — xy)]  (84)
with

(f (gbestGem)— (gbesiGen—d))
&

Cmax - (Cmax - Cmin) 2 P
C= if iter > d (85)

if iter <d

Cmax )

Here ¢ and d are constant factors. w is calculated using (83).
To avoid the premature convergence, CLS based on the Tent
chaotic map described by

; ex!=1/0.7 for0 < cx! < 0.7
o= -1 -1 t (86)
10.ex='(1 —cex'"1)/3 for0.7<cx’ <1

is incorporated into the evolution procedure of PSO. When
tested on three power systems, CSAPSO ensures better solu-
tion in feasible time as compared to other metaheuristic
algorithms.

In [216], an improved PSO utilizing the concept of fea-
sible region adjustment (FRA) mechanism to meet both the
equality and inequality constraints simultaneously was rec-
ommended to tackle an ED problem with VPL effects and
RRL, however, neglecting Py . Usually while fulfilling the
inequality constraints, the equality constraints are violated by
the solutions. As soon as the power generation deviates from
the demand, FRA strategy is invoked. In addition, TVIW
and TVAC are employed to ensure better exploration and
exploitation characteristics. The proposed algorithm demon-
strates its feasibility when applied to a 6 generating unit
containing power system.

Usually the constraints are penalized, for their tackling, in
the penalty function method (pfm). To facilitate the readers,
other advantageous constraint handling approaches other than
the pfm for handling equality (power balance equation (PBE))
and inequality (generator capacity limits (GCL), RRL, etc.)
are summarized in Table 3.

H. VARIATIONS IN POSITION FORMULA

Till now, review of PSO algorithms involving variations in
various components of velocity update formula has been
presented. Many researchers suggested amendments in PSO
position formula to enhance the algorithm performance.

In order to attain better solution quality, [217] suggested
four modified versions of PSO which explored the vicinity of
particle’s best position (not the current position) found so far
while solving the ED problems with VPL effects. Traditional
PSO ensures optimal solution by searching a new position
around the current position. Based on the observation that a
particle considers pbest (the best solution a particle found
so far) as the experience acquired by it in past time, the
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TABLE 3. Other constraints handling strategies.

Constraint Mechanism/Strategy/Concept Ref.

Equality (PBE) By selecting loading of any one of the [104]
units as independent and replacing its
current value by a value calculated
through a specific formula

Equality (PBE) Through the concept of a reference [101]
generator

Inequality (GCL) A position check strategy (a repair
algorithm)

Equality (PBE) Through the concept of a slag generator  [208],

Inequality (GCL) By setting a particle’s position to its  [209],
minimum  or  maximum  value [210]
depending on the velocity assessed
(position check strategy)

Linear New  constraint-preserving  method  [211]
(NCPM)

Inequality (GCL Feasibility-based rules [212],

and RRL) [214]

Equality (PBE) Priority list (probabilistic)-based
heuristic strategy

Linear and A randomness adjustment strategy [215]

nonlinear based enhanced constraint-handling
strategy

Equality (PBE) and  Feasible region adjustment (FRA) [216]

GCL and RRL mechanism

Equality (PBE)and A penalty parameterless constraint [167]

POZ and RRL handling strategy

Equality (PBE) A random correction operator [171]

Equality and An adaptive mechanism [184]

inequality

Equality and A two-step based constraint handling [200]

inequality strategy where the first step involves
determining the decision variable
vectors lying within  user-defined
bounds and the second step rewriting
the Fr.

Equality (PBE) An equality handling method which [217]
devises that the difference between total
generating power and demand should
be evenly shared among units except
the one approaching its generating
limit.

Equality and By following the rule: “a viable particle  [223]

inequality is preferred to an unviable one”.

Equality and A heuristic handling mechanism  [224]

inequality (operator) to  modify infeasible

solutions

position updating formula of a new PSO called personal best-
oriented PSO (PPSO) may be expressed as

xif U=V pbestiy (87)

The position formulas of three other variants of PSO derived
by combining the newly developed PPSO position equa-
tion and the original PSO position equation are summarized
in Table 4.

In addition, a straightforward equality constraint treat-
ment method is also proposed in the paper. The proposed
algorithms show their supremacy over other evolutionary
optimization techniques when applied to two test cases pos-
sessing 13 and 40 generating units.

Rather than using the (unconstrained) fitness function
obtained through penalty factor approach to guide search
direction, [218] proposed that the feasibility of particles can
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TABLE 4. PSO variants and their corresponding formulas.

Position Formula PSO Variant
X =y 40,5 x(pbest‘d +X;‘,) Mean PPSO (MPPSO)
X =2 phest,, +(1 —r).x,’(, Adaptive PPSO (APPSO)
it f(x,)<f(x,) Decisive PPSO (DPPSO)

w1 Xar
Xig =
Xps

o ‘
Xy =Via T Xy

ift f(x,)<f(x,)

ol
X, =V, + pbest,

be checked through some constraints such as generator oper-
ation constraints, RRL, POZ, etc. Usually during the process
of renewing the memories (pbest and gbest), all the parti-
cles only keep track of feasible solution leaving infeasible
particles to have no role in guiding a particle to fly in the
next iteration. Superior exploration characteristics can be
achieved by declaring all initial particles as feasible particles
after adjusting constraints not fulfilling the constraints in
form of equalities and inequalities. The particles traverse
the searching space while keeping their randomly generated
initial power within the specified power limits. A particle
which loses global or local search capability is called as an
“inactivity” one. The velocity of such a particle approaches
zero near position gbest. This happens only when the gener-
ated power exceeds the margin boundary and therefore some
constraints are violated. The inactivity particles are made
capable of possessing optimal global searching capacity by
modifying them with their current optimal value during each
iteration on the basis of the difference between the fitness
values of the particle pbest and gbest, AF, calculated by
AF; = .(Fl—Fg) (88)
min {|F,-| , Fg|}
where F; and F, represent the fitness values associated with
the particle pbest and gbest respectively. For AF; less than
predetermined threshold value, an inactivity particle should
adjust itself using its current optimal value at each iteration.
Once the inactivity particle is modified using PSO’s cognitive
feature, then the modified position is set according to (89).

a=0.5; (89)

xde =a x r() + gbestyq,
When assessed on a power system possessing 6 thermal units,
the proposed algorithm shows better calculation precision
than that of other optimization techniques.

A new PSO named moderate random search
PSO (MRPSO) proposed in [219] ensured improved explo-
ration without affecting exploitation by updating the parti-
cle’s position equation only while solving the practical ED
problem with VPL effects and RRL constraints. There was
no need of updating the velocity of the particle. MRS strategy
incorporated with PSO only uses a position update equation
given by [220]

xi'(;H =pd t+ay (mbest,-d - xfd) (90)
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where
pa = ropbestiq + (1 — ro) gbest 91
S
pbestiy
best = 92
mbes ; S 92)

Here S denotes the population size; p,4 attractor controls the
main moving direction of particles; ro represents the uni-
formly distributed random variable; mbest designated as the
mean best position refers to the step size for the advancement
of particles and enhances the diversity and the exploration
ability of particle; y = (r; — rp)/r3 represents the random
property of the MRPSO; « like w controls the convergence
rate of MRPSO. In addition, weight improved PSO (WIPSO)
adopting TVAC and a new (modified) TVIW was also pro-
posed to ensure better global solution. A new (modified)
TVIW is defined as

Wmax — @min

X iter) x r3()  (93)

Wpew = Wmin + <wmax - .
itermax
MRPSO shows better convergence characteristics as com-
pared to WIPSO and constriction factor based classical
PSO (CPSO). In another paper Singh and Kumar [221],
employed the same MRPSO algorithm for the resolu-
tion of a multiobjective combined economic emission dis-
patch (CEED) problem without VPL effects. When tested
on a 6 generating unit system, MRPSO shows promising
performance than that of WIPSO and CPSO. The concept
of MRPSO was also utilized in [222] to work out both con-
vex and nonconvex ELD problems (without the transmission
losses) having 6 and 10 unit systems. MRPSO shows better
convergence characteristics than that of standard PSO, and
PSO with TVAC and natural exponent inertia weight (NEIW).
In [223], various modifications were suggested in standard
PSO to realize a fast constrained PSO (fast-CPSO) algorithm
which was then used for solving smooth and nonsmooth ED
problems. In the proposed fast-CPSO, firstly, each particle’s
position is updated randomly using a Gaussian distribution
with mean calculated by (pbest 4 gbest)/2 to bias the particle
to exploit its personal best positions and standard deviation
computed by

pbestig + gbest

2 , |pbestiy — gbestl) %94)

pari =N (
Secondly, constraints are handled using a very simple scheme
that follows the rule: ““a viable particle is preferred to an
unviable one”. Thirdly, in order to avoid from the prob-
lem of premature convergence, a concept of bi-population
(where the entire population is portioned into only two static
and independently-evolved subpopulations) is incorporated
into the fast-CPSO. The two subpopulations do not share
any information between them. Exploring the search space
through two swarms independently enhances the chances for
the particles not to get trapped in local optima. Fourthly,
to surmount the problem of potential stagnation (arises on
scrutinizing the vicinity of the global optimum), a shake
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mechanism is brought in. When tested on five power systems
involving cost functions with convex and nonconvex char-
acteristics, fast-CPSO shows promising results than that of
other metaheuristic techniques.

A control parameter-free  improved  bare-bones
PSO (BBPSO) with a local searcher called directionally
chaotic search (DCS) was suggested in [224] to tackle the
nonconvex dynamic ED problem with VPL effects. In the
hybrid algorithm, the basic level search is carried out through
the improved BBPSO which may direct the particles to
advance to optimal regions, while DCS acts as a fine-tuner
to bring to light optimal solution. Unlike the traditional PSO,
BBPSO does not employ the particle velocity. Rather it uses
a Gaussian sampling, a function of pbest and gbest, to update
the particles’ positions in a random way [225]:

bestiq + gbest,
xitjl =G <w, pbestiy — gbestgd|> (95)

An alternative of BBPSO designated as BBExp [225] is
expressed as

o
~ {G (pbest[dngeslgd i |pb€Stid — gbestgd|) , U<0.5
B pbestig, otherwise
(96)

It has been observed that using the above formula ensures
50% chance of jth dimension of a particle to change to cor-
responding pbest. Hence BBExp biases toward exploiting its
personal best positions. In addition, an adaptive disturbance
factor is introduced into the improved BBPSO to further
avoid premature convergence by happening the pbest of a
particle to be close or equal to gbest. A new genetic operator
are also incorporated into the improved BBPSO to enhance its
search capability. Moreover, a heuristic handling mechanism
for constraints is introduced to modify infeasible particles.

In [226], an extended version of PSO named E-PSO algo-
rithm was proposed to resolve the ED problem considering
the continuous nonlinear cost curves. In E-PSO, rather than
applying solely the diversification process (where the parti-
cles tend to visit space which has not yet been explored to
find the optimal position leaving no space unnoticed around
the best position) during the exploration process just like as in
case of classical PSO, the concept of intensification process
of the particles displacement (where the particles advance
toward the search space near the solution area when there is
a requirement (not necessarily all the time)) suggested by K.
Tchomté et al. is also implemented. Combination of both the
diversification and intensification processes for the particles
during the exploration of search space ensures higher quality
solutions. A novel position update formula incorporating both
the processes of a particle is then suggested. When tested on
a 6 unit generation system, E-PSO shows its effectiveness as
compared to the standard PSO.

An improved PSO (IPSO) suggested in [227] while solving
the ELD problem with VPL effects utilizes position updating
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strategies where the particle in the population updates the
position according to pbest with a large probability in the
beginning, and according to gbest with a large probability in
the later stage of iteration to augment the diversity of popu-
lation and the convergence speed respectively. The position
update formula is expressed by

1 Xy +2.710. (pbest,-d — xfd) , ifr<y

id = {xi’d + 2.120). (gbestga — x1;) , else

where y signifies the decision probability. Moreover, a muta-
tion operator after position updating is incorporated in IPSO
to further boom the population diversity and prevent the
premature convergence. The position update formula now
takes the following form

X = i 410 X (y — xiz) 98)

o7

where x;; and x;y represent the lower and upper limit of
search space respectively. When tested on power systems
possessing 13 and 40 generating units, IPSO shows promising
results than that of PSO and BBPSO.

I. QUANTUM MECHANICS BASED PSO

Many researchers have incorporated the quantum mechanics
theories into the classical PSO algorithm in order to improve
its exploration and exploitation characteristics. In this regard,
nearly a decade ago, Sun et al. proposed quantum behaved
versions of PSO [228], [229] utilizing the pertinent features
of both PSO and Schrédinger equation and potential field
distribution based quantum mechanics. From onwards, many
researchers utilized the idea of quantum mechanics based
PSO for the resolution of constrained ELD problem.

Based on potential field distribution i.e., the harmonic
oscillator potential well (HQPSO), [230] suggested a
quantum-inspired PSO called QPSO to solve an ED prob-
lem possessing 13 generating units with nonconvex fuel cost
function taking into consideration the VPL effects. Unlike
PSO where the state of each of the particles is associated
deterministically with its position vector x and velocity vec-
tor v which assists in determining the trajectory of the par-
ticle, in QPSO, an appropriate time-dependent Schrodinger
equation is employed to determine the state of a particle
probabilistically. In other words, rather than following a
determined trajectory by a particle as in the case of Newtonian
mechanics, in quantum mechanics all particles move under
quantum-mechanical rules. Accomplishing this enhances the
dynamicity of a particle, thus resulting in better convergence
characteristics. Application of attractive potential field even-
tually assists in pulling all particles to the location defined
by local attractors. QPSO shows promising performance than
that of PSO and other methods.

In [231], inspired from the theory of both quan-
tum mechanics and PSO, a modified quantum-behaved
PSO (QPSO) method was proposed to resolve the ED prob-
lem neglecting the VPL effects. Classical PSO algorithm
may not guarantee to be global convergent. Trajectory anal-
ysis reveals that the convergence of PSO algorithm may be
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ensured if each particle converges to its local attractor p},
defined at the coordinates as [232]:

oy = ¢l x pbestl; + (1 — ¢}) x gbest); (99)

where ¢, = c1 x ri/(c1 x ri + ¢2 X rp). For c1 = ¢2, ¢,
reduces to a uniformly distributed random number. In addi-
tion, population diversity is enhanced through the integration
of differential mutation (DM) operator from DE algorithm
with QPSO, thus ameliorating the global quality solutions
of the algorithm. The resulting QPSO-DM algorithm demon-
strates its feasibility when compared with QPSO, PSO, GA,
and DE while solving the power systems possessing 6, 15,
and 40 thermal units.

In [233], another version of the quantum-behaved PSO
named QPSO integrating the PSO algorithm and quantum
computing theory was proposed for unfolding the noncon-
vex ELD problem, however, considering VPL effects. The
superposition characteristic for making a single particle
present several certain probability states (superposition of
many states) to potentially increase population diversity, and
the probability representation of quantum methodology for
making particle state be presented according to a certain
probability, are combined into PSO algorithm. For the sake
of realizing the update operation of particles, the quantum
rotation gates are used. A particle is coded by qubit for
QPSO. Accomplishment of the superposition characteristic
and probability representation of quantum methodology into
PSO helps QPSO to acquire satisfactory solution. Two power
systems bearing 3 and 13 generating units are solved through
QPSO to validate its effectiveness.

In [234], another version of the quantum-behaved PSO
named QPSO integrating the PSO algorithm and quantum
computing theory was proposed for unfolding the noncon-
vex ELD problem, however, considering VPL effects. The
superposition characteristic for making a single particle
present several certain probability states (superposition of
many states) to potentially increase population diversity, and
the probability representation of quantum methodology for
making particle state be presented according to a certain
probability, are combined into PSO algorithm. For the sake
of realizing the update operation of particles, the quantum
rotation gates are used. A particle is coded by qubit for
QPSO. Accomplishment of the superposition characteristic
and probability representation of quantum methodology into
PSO helps QPSO to acquire satisfactory solution. Two power
systems bearing 3 and 13 generating units are solved through
QPSO to validate its effectiveness.

In [235], another kind of hybrid quantum mechanics
inspired PSO named HQPSO was reported to solve a non-
linear constrained ELD optimization problem. However, this
time VPL effects are taken into consideration. In HQPSO,
the positions and velocities of the particles are redefined
in a more diverse manner, thus ensuring the exploration
of more search space. Actually, a multi-population-based
scheme is introduced where the particles are refined within
multiple populations to avoid the particles from trapping in
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local optima. In the scheme, the total fixed number of genera-
tions are partitioned into several sub-generations as well, thus
imposing no extra computational burden on HQPSO. Another
socio-cognitive component is brought in the velocity update
formula in order to incorporate the multi-population scheme.
Correspondingly, the local attractor then takes the form:

,ol-td = (pid.pbestfd + §0§d.ibest; + (pgd.gbesl (100)

3
where ¢!, = ciri/(ciri+cary +c3r3),i=1,2,3; 3 ¢; <5
such that ¢; > ¢ > ¢3. HQPSO shows improvela 1conver—
gence characteristics when applied to work out four test cases
containing 6, 10, 13 and 40 thermal generating units.
Reference [236] suggested a new quantum mechanics
based PSO called quantum PSO (QPSO) for the solution of
the ELD problems possessing 13 and 40 generating units with
VPL effects. Instead of representing the particle by its veloc-
ity vector v; and position vector x; (as they cannot determined
simultaneously according to uncertainty principle), in QPSO,
aparticle is represented by a wave function W (x, t) and moves
according to

N L |Mbest; — x!| .In(1/u) , ifk > 0.5

= : (101)
p — B. |[Mbest; — x!| .In(1/u) ,ifk < 0.5

where

p = (c1.pbestia + c2.gbestia) /(c1 4 c2)  (102)

1N

Mbest; = N i_Z]pbest, (103)
Here Mbest designates the mean best position; cy, ¢z, u,
and k are the uniformly distributed random numbers in the
range [0, 1]; B is called the contraction-expansion (CE)
coefficient and assists in controlling the convergence speed.
QPSO ensures stronger search capability with fewer param-
eters. QPSO outperforms the other metaheuristic methods
when applied to figure out ELD problems. In [237], the
enhanced exploitation and exploitation characteristics have
been achieved even with fewer parameters (one control
parameter) in an extended version of QPSO called species-
based QPSO (SQPSO) when assessed to tackle the ELD
problems with VPL effects, POZ, and RRL. It is a well-
known fact that recognizing the best-fit particle as a leader
of subpopulation tremendously influences the lbest type of
PSO operation. This is what almost the same idea in the
form of “‘speciation concept” presented in [238] is adopted
in QPSO to determine the best particle and its neighborhood.
Simulation results reveal that convergence characteristics of
SQPSO improves tremendously as compared to QPSO when
tried to solve various ELD problems. Reference [239] utilized
exactly the same idea of QPSO [236] for the solution of an
ELD problem consisting of 3 generating units without the
network transmission losses and VPL effects.

In all the above mentioned references dealing the quan-
tum mechanics based PSOs, the solved ED problems do
not consider multiple fuel options although they have or
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not considered the VPL effects. In [240], an improved but
modified version of QPSO named SQPSO combining QPSO
with a selective probability operator (involved during the
update mechanism while calculating the local attractor) was
proposed for the solution of ED problems considering both
the MF options and VPL effects. In SQPSO, the position
of a particle is updated using the information of gbest and
the whole swarm’s pbest. The newly introduced selective
probability operator balances the global and local searching
abilities and enhances the diversity of QPSO through the use
of recombination operator to maintain the best solution and
by exchanging information among individuals in the whole
swarm. SQPSO exhibits better convergence characteristics
than that of QPSO, PSO and DE.

In order to enhance the global search capability, [241]
suggested a Q-learning quantum-behaved PSO (QPSO) algo-
rithm for the resolution of the ELD problems considering
the transmission losses. Valve point effects are neglected.
Through the enhanced Q-learning method, an agent earns
accumulatively without a discount. Generation of a set
of n new particles on the basis of income from each par-
ticle is accomplished through the Boltzmann distribution.
When demonstrated on three test systems containing 6, 15
and 40 thermal units, QPSO shows promising results as com-
pared to other metaheuristic techniques.

Reference [242] tackled well the relatively complex ELD
problem bearing cubic cost function, however, neglecting
the VPL effects through a quantum computing inspirited
PSO (QPSO) approach. Transmission losses are taken into
consideration. QPSO incorporates the well-established quan-
tum concepts such as quantum bit (qubit) denoting the parti-
cle and quantum rotation gate into PSO to make it more effec-
tive. In addition, concept of self-adaptive probability selec-
tion is also implemented. To augment population diversity,
chaotic sequences based mutation is also introduced. When
tried to work out power systems possessing 3 and 5 generating
units, QPSO ensures superior quality solution in comparison
to GA and PSO.

J. VARIATIONS IN SWARM POPULATION

In [243], a modified PSO (MPSO) was proposed to handle
the premature convergence problem faced by standard PSO
while solving ED problem assuming nonconvex cost func-
tions considering both equality and inequality constraints.
This is accomplished by controlling the diversity of a small
population. Rather than generating all the n particles ran-
domly as in case of PSO, in MPSO, one-third of the n particles
are generated randomly and remaining two-third of the n
particles are generated by using (104) and (105).

(104)
(105)

Xtinsa = Xig + 1 Xoaxa — Xia)
X1£+n/3d =Xpg —7 (Xlid - Xrtnind)
where d € 1,2,...,m represents the dimension of the

particle; i € 1,2,...,n/3 and k € 1,2,...,n/3 represent

the two-third of n; X! ., and X, represent the minimum
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and maximum values related to dth particle; r is a random
variable. The positions and velocities of one-third originally
generated and then two-third newly generated diversified
particles (individuals) are updated using the original PSO
equations. By efficiently controlling the random numbers
linearly in the interval [0, 1] and diversifying the population,
exploration and exploitation of the search space are enhanced
in MPSO. On comparison, MPSO outperforms PSO and
guaranteed convergence PSO (GCPSO).

In [244], a catfish PSO algorithm was introduced to handle
the ED problem including VPL effects. In catfish PSO, each
particle among the randomly initialized swarm in search
space is updated on the basis of pbest and gbest. As the
original particles get stagnated and cause the premature con-
vergence problem, 10% of them bearing worst fitness values
are replaced by catfish particles. For the numerical results,
population size is set to 40 whereas acceleration coefficients
are given the value of 2. When employed on three different
test systems containing 3, 13, and 40 generating units, cat-
fish PSO offers better convergence characteristics than that
of PSO.

In one of the variants of PSO called local PSO, more
precisely Lbest PSO, adjustment of each particle’s velocity is
made on the basis of pbest and the best performance attained
so far rather than considering the whole population. The
velocity update formula for Lbest PSO is thus expressed by

vg] = a).vfd +c1.10.(pbestig — xl-’d) + ¢3.m().(Ibest — xitd)
(106)

Lbest PSO suffers from the problem of premature conver-
gence as it employs only lbest information. In [245], the
concept of dynamically varying sub-swarms (DVS) [246]
was introduced into Lbest PSO to enhance Lbest PSO’s
performance. When tested on DED problems (with VPL
effects) having 5, 10, and 110 units, LPSO_DVS validates its
effectiveness.

An improved version of PSO called a dynamic double
population PSO (DDPSO) algorithm was proposed in [247] to
deal with the ELD problem considering network transmission
losses neglecting, however, the VPL effects. In DDPSO, the
evolutionary strategy not only learns from the successful
experience but also gains valuable information from the pre-
vious failure experience to update the velocity and position
of the particles. When tested on an IEEE 30 node system
possessing 6 units, DDPSO outperforms the PSO.

PSO algorithm with an efficient population utilization
strategy (EPUSPSO) was suggested in [248] for dealing with
ELD problem considering transmission losses but neglecting
the VPL effects. Through EPUS, particles are made effective
to locate the optimal point. The solution-sharing strategy
suggests that particles are added or eliminated according to
the fitness value of global optimal solution. If the fitness
value does not update for the two consecutive generations,
aparticle is added to the population, otherwise, a particle with
lower fitness value is discarded. For the sake of resetting all

VOLUME 5, 2017



G. Abbas et al.: Solution of an Economic Dispatch Problem Through Particle Swarm Optimization

IEEE Access

dimensions of individual particles’ current positions, search
range sharing strategy is also introduced. The proposed
method improves its accuracy and the convergence speed
in this way. When tested on three different ELD problems
having 3, 13, and 40 generating units, EPUSPSO validates its
supremacy over PSO.

K. RANDOM DRIFT PSO

In [249], another modified version of PSO named the ran-
dom drift PSO (RDPSO) approach inspirited from the metal
conductors’ free electron (placed in an external electric field)
model was proposed to solve ED problems without the VPL
effects to boost the global exploration capability of the algo-
rithm. In RDPSO, it is assumed that the direction of the
movement of the particle toward its local focus resembles to
the drift motion of an electron in a metal conductor placed
in an external electric field. By free electron model, an elec-
tron exhibits not only the drift motion but also the ther-
mal motion which appears to be a random movement while
careening towards the location of the minimum potential
energy. Achieving minimum potential energy by an electron
is equivalent to minimizing problem’s evolution function.
Incorporating the superposition of the thermal VR!, as well
as drift motion VDfd into the particle’s velocity equation,
ie., vi, = VR, + VD!, not only reduces the comput-
ing cost of the algorithm but also ameliorates the global
search ability. When solved various power systems through
RDPSO, RDPSO outplays the other metaheuristic techniques
and gives less generation cost.

Reference [250] claimed that the performance (efficacy) of
RDPSO can be further ameliorated by embodying a crossover
operation pursued by a greedy selection process while intro-
ducing the personal best position of the particles instead
of the mean best position in the velocity update formula.
The resulted improved RDPSO (IRDPSO) algorithm dealt
efficiently well the highly nonconvex and continuous ELD
problems with VPL effects, POZ, MF options, RRL, etc.
Laborious work in the form of tuning the algorithm parame-
ters on the basis of the dynamics of the considered optimiza-
tion problem is enlightened by amalgamating a self-adaption
mechanism with IRDPSO (ST-IRDPSO). When tested on five
power systems bearing 6, 10, 13, 40, and 140 generating units,
ST-IRDPSO and IRDPSO outshine RDPSO with regard to
convergence characteristics.

L. MULTI-AGENT BASED PSO

In [251], a novel multi-agent based hybrid PSO algo-
rithm named HMAPSO integrating the PSO algorithm with
the deterministic search, the Multi-agent system (MAS), and
the bee decision-making process was exercised to resolve the
ED problem taking into consideration the VPL effects but
neglecting the MF options and POZ. In HMAPSO, the whole
search area partitioned into different fragments is traversed by
different agents. The agent finds the best solution in its cor-
responding fragment through modified Nelder—Mead (NM)
method and shares the solution with other agents through
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bee waggle dance. Consensus method borrowed from honey
bee swarms then selects the best solution to ensure high-
quality solution reliably with the faster convergence charac-
teristics in a reasonably good computation time. When tested
on two test cases having 13 and 40 generators respectively,
HMAPSO is found more accurate and robust in explor-
ing the global optimum point than its counterparts like GA
and PSO.

In order to converge the agents to the global optimal
solution quickly and accurately, in [252], also MAS based
PSO (MAPSO) was suggested for working out the ELD
problem with VPL effects. In MAS, ability of the agents to
communicate, exchange information, and interact with other
systems in the partitioned population search space eases in
attaining goals in the form of locating the optimal point
quickly and accurately. When applied to three different ELD
problems having 3, 13 and 40 generating units, MAPSO
offers better convergence characteristics than that PSO.

M. PSO WITH KALMAN FILTER

Reference [253] applied Kalman-particle filter (KF-PF) to
the nonsmooth ELD state estimation problem (with VPL
effects and POZ) that had already been optimized through
PSO in order to avoid the solution from being trapped in
local optima. PSO integrated with KF-PF was given the name
PSO-KF-PF in which the best solution attained through PSO
is further processed through KF and PF to ensure the most
optimal results. KF-PF was found more efficient than KF and
PF alone. When demonstrated on a test system possessing
6 and 40 thermal units, the proposed algorithm validates its
feasibility and effectiveness.

In [254], an efficient self-adaptive chaos and Kalman filter-
based PSO algorithm (SCKF-PSO) was employed to deal
with nonconvex ELD problems with VPL effects and POZ.
In the proposed algorithm, the deterministic position of the
particles as in case of PSO is made estimated using the
estimation strategy of Kalman filter, giving more directions
to particles to select. The better position among the ones pre-
dicted through Kalman filtering algorithm and PSO is chosen
for the next iteration. This enhances the population diver-
sity and reduces the number of iterations necessary to attain
the better solution without affecting final solution’s quality.
Meanwhile, self-adaptive chaos sequences based on Tent
equation are applied to the global best and worst particles,
respectively, to avoid from premature convergence problem.
When tested on 3 different ELD problems, SCKF-PSO shows
promising results than that of C-PSO, K-PSO, and PSO.

N. COMPREHENSIVE LEARNING PSO

In comprehensive learning PSO (CLPSO), particles refurbish
their velocities on the basis of the best performance of all
individuals. In [255], CLPSO utilized its robust exploration
and exploitation capabilities to direct the solution process’s
random trajectory toward the global optimum region while
solving NCED problem with transmission losses and POZ.
CLPSO outshines PSO and DE with regard to convergence
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characteristics when applied to two power systems with
6 and 15 generating units.

Reference [256] made efficient use of the concept of par-
allel computing to accelerate the convergence speed of com-
prehensive learning PSO (CLPSO) algorithm applied to deal
with computationally intensive constrained ED problem con-
sidering VPL effects. Two different parallelism approaches,
namely a coarse-grained and a fine-grained parallelism
implemented through Graphics Processing Units (GPUs)
evaluate, in parallel, the fitness value associated with
each particle to intensify the computational power of
CLPSO. CLPSO with GPU consumes extremely less time
in resolving the large-scale ED problems having 9, 18, 36,
and 72 units.

O. OTHER MISCELLANEOUS PSOs

Many researchers improve the performance of standard PSO
by incorporating some slight changes in the basic structure
of PSO. In [257], in order to avoid individuals from search-
ing areas outside the problem’s constraints region and to
avoid from premature convergence, a modified version of
PSO [258] was presented to tackle the constrained nonconvex
ED problem with POZ. However, VPL effects are not con-
sidered. The proposed modified PSO, essentially a parallel
population-based search method, updates both the original
velocity and position of particles by restricting themselves
within the search space. When tested on a 15 unit system
with 4 units having POZ, the modified PSO outperforms
both the conventional methods and the Hopfield neural net-
work (HNN) method.

In [259], a novel adaptable optimization algorithm called
modified PSO (MPSO) incorporating various modified oper-
ators, such as neighborhood magnifying operator and muta-
tion operator into classical PSO to ensure optimal global
search was suggested for working out the complicated non-
convex ED problems considering the VPL effects. The global
convergence property (independent of the initialization) of
MPSO is proved using the stochastic analysis theorem while
presenting a sufficient condition for convergence. When
applied to various test cases already solved through other
optimization techniques like evolutionary programming (EP)
and quadratic programming (QP), MPSO shows the better
results than that of them.

In [260], another modified PSO (MPSO) was proposed for
solving convex and nonconvex ED problems without con-
sidering the VPL effects. In the proposed MPSO, a particle
updates its flying velocity and position not only according
to its own and the best one as is the case in basic PSO but
also according to other particles in the group. Rendering this
enhanced study behavior not only enhances the chances of
finding the global optimum efficiently but also decreases
the impact of the initial position of the particles. Simula-
tion results ensure the efficiency, feasibility and effectiveness
of MPSO when compared with the conventional numerical
method, evolutionary programming (EP) approach and the
classical PSO approach.
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In [261], based on virus theory of evolution, an
improved discrete PSO algorithm called virus-evolutionary
PSO (VEPSO) algorithm was recommended for the reso-
lution of ELD problem with VPL effects. VEPSO’s two
swarms, namely a particle swarm and a virus swarm rep-
resent a set of candidate solutions and a substring set of
the particle swarm, respectively. VEPSO utilizes two virus
infection operators for infection and transduction of a virus.
In the co-evolutionary process, partial genetic information
in the particle swarm is propagated by a virus through these
operators which improve the horizontal search ability of PSO
algorithm. VEPSO validates its effectiveness and feasibility
during the application to a test system bearing 13 thermal
units.

In [262], a novel 8-PSO algorithm was suggested to tackle
the constrained nonconvex ELD problem considering VPL
effects, transmission losses, RRL, and POZ. 6-PSO algorithm
works on the basis of the ‘phase angle vector’, generates
a solution of high quality in less computation time, and
achieves stable convergence quickly. Replacing the increment
of velocity by the increment of phase angle and deciding
the position by the mapping of the phase angle, 6-PSO is
described in vector notation by

Aet'td-H = a)'Aeitd + C1.r1. (Qll)esl,id - eztd)

+ear. (egbm,gd . e,fd) (107)
0 — 0l 1 NG, with 0!, AGL [_% %]
(108)

where 6/, and A6}, represent the phase angle and the incre-
ment in phase angle of particle i in iteration ¢. In 6-PSO,
searching process reduces to a small region in #-phase thus
making the search of the allowable region more precisely.
During simulations, the inertial weight factor and the accel-
eration coefficients are kept fixed. When demonstrated on
power systems possessing 6, 13, 15, and 40 thermal units,
0-PSO surpasses the other metaheuristic techniques with
regard to computational efficiency and solution quality.

In [263], orthogonal vectors (OVs) generated by the d
particles having possible solution in the d-dimensional search
space based a novel stochastic orthogonal PSO (OPSO) algo-
rithm was proposed for the solution of ED problem con-
sidering POZ but neglecting the VPL effects. The particles
are guided to rush in one direction toward global minimum
through the OVs which are generated and updated in each
iteration. All this is accomplished by introducing a new topol-
ogy called “Orthogonal Particle Formation (OPF)” inside the
swarm. When tested on a 15 generating units system, OPSO
shows high quality solution, robustness, and convergence as
compared to other optimization methods.

Reference [264] recommended the Q-learning-based
PSO (QSO) algorithm borrowing the salient feature of both
PSO and Q-learning for tackling the constrained NCED
problem with VPL effects. Q-learning approach is one the
reinforcement learning methods which stores the Q-values in
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a lookup table. In QSO, each particle mimics the behavior
of gbest in the swarm. Finally, selection of the (global) best
individual is carried out on the basis of its accumulated
performance rather than its momentary performance at each
iteration. When tested on various systems, QSO displays out-
standing performance in comparison to other metaheuristic
techniques

In [265], an improved attractive and repulsive
PSO (ARPSO) was suggested for the solution NCED prob-
lem with VPL effects. In ARPSO, both the exploration
and exploitation characteristics of a particle are enhanced
through observing a diversity factor whose value changes
from O to 1. At each iteration, distance of each particle to
the gbest changes, so does the diversity. Particles lying close
to pbest bear small values of diversity. ARPSO is further
improved (PARPSO) by incorporating a penalty factor into
it. Introduction of penalty factor enhances the capability of
global search by making each particle repulsive from gworst.
When demonstrated on a power system possessing 40-units,
PARPSO ensures optimum fuel cost as compare to basic
PSO (BPSO), added penalty PSO (PPSO), and attractive and
repulsive PSO (ARPSO).

V. ALREADY-CONDUCTED PSO BASED SURVEYS

A very brief survey and summary about the application of
the state-of-art PSO algorithm to resolve the complex ED
problem was presented in [266]. Advantages and disadvan-
tages of PSO are also highlighted. The paper may serve as a
starting point for those who want to gain an insight into PSO
and its application to ED problems. Similarly, a survey of
PSO applied to various electric power optimization problems
such as (real power) ED, reactive power dispatch (QPD),
optimal power flow (OPF), unit commitment (UC), trans-
mission and generation planning, maintenance scheduling,
state estimation, model identification, load forecasting, con-
trol, and others was also presented in [267] till 2007. As a
number of power system applications are considered for the
survey purpose, applicability of PSO to these applications
is reviewed limitedly. The survey also covers both recent
advancements and further research tendencies of the area
in detail. Constraint handling methods based on preference
of feasible solutions over infeasible ones, penalty functions,
and multiobjective optimization concepts are comprehensibly
highlighted.

In [268], a survey of PSO applied to various applications
in electric power systems including ED, QPD and power
losses reduction, OPF, power system controller design, neu-
ral network training, and other electric power system areas
such asthe process of feeder reconfiguration, UC problem,
identification of the autoregressive moving with exogenous
variable (ARMAX), etc. was reported. However, the paper
gives very limited notions about the solution of the practical
ED problems through PSO and its modified forms.

A comprehensive literature review of PSO algorithm till
2009 applied to ED problem had also been presented in [269].
The ED problem has been constructed well considering all
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the operational and system constraints. However, the review
includes both all-thermal and hydrothermal cases. Surely a
number of modifications in PSO came into existence after-
wards that needed to be addressed.

Another ‘limited’ review about PSO tackling the ED
problem till the start of year 2013 has also been proposed
in [270] to felicitate the engineers. This shows the signifi-
cance and popularity of PSO. An analysis of various mod-
ified and hybrid forms of PSO ranging from inertia weight
PSO (IWPSO) to crazy particle PSO (CRPSO) applied to
solve the NCED problem was presented in [271]. A survey
on PSO and its variants used for the solution of NCED
problems was also conducted by [272]. The survey, however,
covers around about only a dozen of papers. In [273], an
attempt had also been made to summarize the application
of PSO to the constrained complex nonlinear ED, combined
emission ED (CEED), and emission controlled economic
dispatch (ECED) resulted from the identification of emis-
sion dispatch (EMD) problems. A ‘limited’ summary of the
application of PSO to the single-objective dispatch problems
was also presented in [274]. The summary points out some
very few variations in PSO to improve its performance. The
survey, however, cannot be called a complete and comprehen-
sive survey. In the paper, the constraints associated with the
ED problem are well-described.

VI. CONCLUSION

Metaheuristic optimization techniques and their variants may
solve the convex and nonconvex ELD problems efficiently
as these methods do not need to have the information about
the derivative of the cost function irrespective of the fact
that they may not guarantee the global optimal solution.
The PSO method among the metaheuristic techniques has
been extensively used, as the reviews and number of cita-
tions suggest, to figure out the dispatch problems. However,
in order to deal with constrained convex and nonconvex
ELD problems, various modifications in the basic structure
of PSO are suggested in the literature. This part of the paper
provides a detailed and comprehensive review of PSO and
its modified versions applied solely to work out the practical
ELD problems. A unique survey on each of the modifications
made to PSO is presented in a separate subsection. The
comprehensive review has been presented in such a way that
that a reader may easily grasp the concept of PSO (effects
of the variations of coefficients involved in the velocity and
position equations on the performance). A more elaborative
and detailed survey has been presented as compared to those
already mentioned in the paper. The paper may act a good
initial point for those who want to solve dispatch problems
using PSO. Owing to the availability of a large number of
papers about PSO and its modified versions, a review of
hybrid forms of PSO (hybridization of PSO with advanced
calculus-based and other metaheuristic techniques) have not
been considered as it may lengthen the paper. A thorough-
survey of the hybrid forms of PSO to handle-well the ED
problems is going to be presented in part II of the paper.
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Future work may involve the application of all the suggested
improved versions of PSO to other complex, constrained, and
multiobjective power system problems. The problems include
CEED, ECED, the dispatch problem involving (distributed)
renewable energy resources, power system controller design,
maintenance scheduling, model identification, load forecast-
ing, etc.

REFERENCES

[1]
(2]

[3]

[4]

[5]

(6]

[7]

[8]

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

15134

A. J. Wood, B. F. Wollenberg, and G. B. Sheblé, Power Generation,
Operation, and Control, 3rd ed. New York, NY, USA: Wiley, 2013.

J. Arrillaga and C. P. Arnold, Computer Analysis of Power Systems.
Chichester, U.K.: Wiley, 1990.

B. H. Chowdhury and S. Rahman, “A review of recent advances
in economic dispatch,” IEEE Trans. Power Syst., vol. 5, no. 4,
pp. 1248-1259, Nov. 1990.

S. Granville, “Optimal reactive dispatch through interior point methods,”
IEEE Trans. Power Syst., vol. 9, no. 1, pp. 136-146, Feb. 1994.

W.-M. Lin and S.-J. Chen, “Bid-based dynamic economic dispatch with
an efficient interior point algorithm,” Int. J. Elect. Power Energy Syst.,
vol. 24, no. 1, pp. 51-57, Jan. 2002.

R. N. Dhar and P. K. Mukherjee, “Reduced-gradient method for eco-
nomic dispatch,” Proc. Inst. Elect. Eng., vol. 120, no. 5, pp. 608-610,
May 1973.

G. P. Granelli, P. Marannino, M. Montagna, and A. Silvestri, “‘Fast
and efficient gradient projection algorithm for dynamic generation dis-
patching,” IEE Proc. C-Generat., Transmiss. Distrib., vol. 136, no. 5,
pp. 295-302, Sep. 1989.

C. B. Somuah and N. Khunaizi, “Application of linear programming
redispatch technique to dynamic generation allocation,” [EEE Trans.
Power Syst., vol. 5, no. 1, pp. 20-26, Feb. 1990.

A. Farag, S. Al-Baiyat, and T. C. Cheng, “Economic load dispatch
multiobjective optimization procedures using linear programming tech-
niques,” IEEE Trans. Power Syst., vol. 10, no. 2, pp. 731-738, May 1995.
R. A. Jabr, A. H. Coonick, and B. J. Cory, “A homogeneous linear pro-
gramming algorithm for the security constrained economic dispatch prob-
lem,” IEEE Trans. Power Syst., vol. 15, no. 3, pp. 930-936, Aug. 2000.
A. M. Sasson, “Nonlinear programming solutions for load-flow,
minimum-loss, and economic dispatching problems,” IEEE Trans. Power
App. Syst., vol. PAS-88, no. 4, pp. 399-409, Apr. 1969.

J. Nanda, L. Hari, and M. L. Kothari, “Economic emission load dis-
patch with line flow constraints using a classical technique,” IEE Proc.-
Generat., Transmiss. Distrib., vol. 141, no. 1, pp. 1-10, Jan. 1994.

L. G. Papageorgiou and E. S. Fraga, ““A mixed integer quadratic program-
ming formulation for the economic dispatch of generators with prohibited
operating zones,” Electr. Power Syst. Res., vol. 77, no. 10, pp. 1292-1296,
2007.

J.-Y. Fan and L. Zhang, “Real-time economic dispatch with line flow and
emission constraints using quadratic programming,” IEEE Trans. Power
Syst., vol. 13, no. 2, pp. 320-325, May 1998.

G. P. Granelli and M. Montagna, ‘““Security-constrained economic dis-
patch using dual quadratic programming,” Electr. Power Syst. Res.,
vol. 56, no. 1, pp. 71-80, 2000.

Z.-X. Liang and J. D. Glover, “A zoom feature for a dynamic program-
ming solution to economic dispatch including transmission losses,” IEEE
Trans. Power Syst., vol. 7, no. 2, pp. 544-550, May 1992.

R.R. Shoults, R. K. Chakravarty, and R. Lowther, “‘Quasi-static economic
dispatch using dynamic programming with an improved zoom feature,”
Elect. Power Syst. Res., vol. 39, no. 3, pp. 215-222, 1996.

W. R. Barcelo and P. Rastgoufard, “Dynamic economic dispatch using
the extended security constrained economic dispatch algorithm,” /EEE
Trans. Power Syst., vol. 12, no. 2, pp. 961-967, May 1997.

R. J. Ringlee and D. D. Williams, “Economic system operation consid-
ering valve throttling losses II-distribution of system loads by the method
of dynamic programming,” Trans. Amer. Inst. Elect. Eng. III, Power App.
Syst., vol. 81, no. 3, pp. 615-620, Apr. 1962.

D. W. Ross and S. Kim, “Dynamic economic dispatch of generation,”
IEEE Trans. Power App. Syst., vol. PAS-99, no. 6, pp. 2060-2068,
Nov. 1980.

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

F. N. Lee and A. M. Breipohl, “Reserve constrained economic dispatch
with prohibited operating zones,” IEEE Trans. Power Syst., vol. 8, no. 1,
pp. 246-254, Feb. 1993.

J. Y. Fan and J. D. McDonald, “A practical approach to real time
economic dispatch considering unit’s prohibited operating zones,” IEEE
Trans. Power Syst., vol. 9, no. 4, pp. 1737-1743, Nov. 1994.

S. Hemamalini and S. P. Simon, “Dynamic economic dispatch with valve-
point effect using Maclaurin series based Lagrangian method,” Int. J.
Comput. Appl., vol. 1, no. 17, pp. 60-67, Feb. 2010.

S. Hemamalini and S. P. Simon, “Maclaurin series-based Lagrangian
method for economic dispatch with valve-point effect,” IET Generat.,
Transmiss. Distrib., vol. 3, no. 9, pp. 859871, Sep. 2009.

Z.-L. Gaing, “Constrained dynamic economic dispatch solution using
particle swarm optimization,” in Proc. IEEE Power Eng. Soc. Gen. Meet.,
vol. 1. Jun. 2004, pp. 153-158.

A. Bakirtzis, V. Petridis, and S. Kazarlis, “Genetic algorithm solution
to the economic dispatch problem,” IEE Proc.-Generat., Transmiss.
Distrib., vol. 141, no. 4, pp. 377-382, Jul. 1994.

K. P. Wong and Y. W. Wong, ““Thermal generator scheduling using hybrid
genetic/simulated-annealing approach,” IEE Proc.-Generat., Transmiss.
Distrib., vol. 142, no. 4, pp. 372-380, Jul. 1995.

P.-H. Chen and H.-C. Chang, “‘Large-scale economic dispatch by genetic
algorithm,” IEEE Trans. Power Syst., vol. 10, no. 4, pp. 1919-1926,
Nov. 1995.

G. B. Sheble and K. Brittig, “Refined genetic algorithm-economic dis-
patch example,” IEEE Trans. Power Syst., vol. 10, no. 1, pp. 117-124,
Feb. 1995.

N. Noman and H. Iba, “Differential evolution for economic load dispatch
problems,” Elect. Power Syst. Res., vol. 78, pp. 1322-1331, Aug. 2008.
N. Amjady and H. Sharifzadeh, ““Solution of non-convex economic dis-
patch problem considering valve loading effect by a new modified dif-
ferential evolution algorithm,” Int. J. Elect. Power Energy Syst., vol. 32,
pp. 893-903, Oct. 2010.

S. K. Wang, J. P. Chiou, and C. W. Liu, ‘“Non-smooth/non-convex eco-
nomic dispatch by a novel hybrid differential evolution algorithm,” IET
Generat., Transmiss. Distrib., vol. 1, no. 5, pp. 793-803, Sep. 2007.

N. Sinha, R. Chakrabarti, and P. K. Chattopadhyay, “Evolutionary pro-
gramming techniques for economic load dispatch,” IEEE Trans. Evol.
Comput., vol. 7, no. 1, pp. 83-94, Feb. 2003.

T. Jayabarathi, K. Jayaprakash, D. N. Jeyakumar, and T. Raghunathan,
“Evolutionary programming techniques for different kinds of economic
dispatch problems,” Electr. Power Syst. Res., vol. 73, no. 2, pp. 169-176,
2005.

Y. M. Park, J. R. Won, and J. B. Park, “A new approach to economic
load dispatch based on improved evolutionary programming,” Eng. Intell.
Syst. Elect. Eng. Commun., vol. 6, no. 2, pp. 103—-110, Jun. 1998.

A. Rathi, A. Agarwal, A. Sharma, and P. Jain, “A new hybrid technique
for solution of economic load dispatch problems based on biogeography
based optimization,” in Proc. IEEE Region 10 Conf. (TENCON), Bali,
Indonesia, Nov. 2011, pp. 19-24.

M. R. Lohokare, B. K. Panigrahi, S. S. Pattnaik, S. Devi, and
A. Mohapatra, “Neighborhood search-driven accelerated biogeography-
based optimization for optimal load dispatch,” IEEE Trans. Syst., Man,
Cybern. C, Appl. Rev., vol. 42, no. 5, pp. 641-652, Sep. 2012.

M. Vanitha and K. Thanushkodi, “Non convex economic load dispatch
problem by efficient biogeography based optimization algorithm,” in
Proc. Int. Conf. Current Trends Eng. Technol. (ICCTET), Coimbatore,
India, 2013, pp. 127-130.

K. K. Vishwakarma, H. M. Dubey, M. Pandit, and B. K. Panigrahi, ‘Sim-
ulated annealing approach for solving economic load dispatch problems
with valve point loading effects,” Int. J. Eng., Sci. Technol., vol. 4, no. 4,
pp. 60-72,2013.

P. K. Hota, R. Chakrabarti, and P. K. Chattopadhyay, “A simulated
annealing-based goal-attainment method for economic emission load
dispatch with nonsmooth fuel cost and emission level functions,” Electr.
Mach. Power Syst., vol. 28, no. 11, pp. 1037-1051, 2000.

S. Pothiya, I. Ngamroo, and W. Kongprawechnon, “Ant colony optimi-
sation for economic dispatch problem with non-smooth cost functions,”
Int. J. Elect. Power Energy Syst., vol. 32, no. 5, pp. 478-487, 2010.

N. A. Rahmat, I. Musirin, A. F. Abidin, and M. R. Ahmad, “Economic
load dispatch with valve-point loading effect by using differential evo-
lution immunized ant colony optimization technique,” in Proc. Austral.
Univ. Power Eng. Conf. (AUPEC), Perth, WA, Australia, 2014, pp. 1-6.

VOLUME 5, 2017



G. Abbas et al.: Solution of an Economic Dispatch Problem Through Particle Swarm Optimization

IEEE Access

[43]

[44]

[45]

[46]

[47]

[48]

[49]
[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

[58]

[59]

[60]

[61]

[62]

T. Niknam, H. D. Mojarrad, H. Z. Meymand, and B. B. Firouzi, “A new
honey bee mating optimization algorithm for non-smooth economic dis-
patch,” Energy, vol. 36, no. 2, pp. 896-908, 2011.

S. Hemamalini and S. P. Simon, “Dynamic economic dispatch using
artificial bee colony algorithm for units with valve-point effect,” Int.
Trans. Elect. Energy Syst., vol. 21, no. 1, pp. 70-81, 2011.

B. K. Panigrahi and V. R. Pandi, “Bacterial foraging optimisation:
Nelder—Mead hybrid algorithm for economic load dispatch,” [ET
Generat., Transmiss. Distrib., vol. 2, no. 4, pp. 556-565, Jul. 2008.

I. A. Farhat and M. E. El-Hawary, “Dynamic adaptive bacterial forag-
ing algorithm for optimum economic dispatch with valve-point effects
and wind power,” IET Generat., Transmiss. Distrib., vol. 4, no. 9,
pp. 989-999, Sep. 2010.

M. H. Sulaiman, M. W. Mustafa, Z. N. Zakaria, O. Aliman, and
S. R. A. Rahim, “Firefly algorithm technique for solving economic
dispatch problem,” in Proc. IEEE Int. Power Eng. Optim. Conf., Malacca,
Malaysia, Jun. 2012, pp. 90-95.

K. Thenmalar and A. Allirani, “Solution of firefly algorithm for the
economic themal power dispatch with emission constraint in various
generation plants,” in Proc. 4th Int. Conf. Comput., Commun. Netw.
Technol. (ICCCNT), Tiruchengode, India, 2013, pp. 1-7.

A. Serapido, “Cuckoo search for solving economic dispatch load prob-
lem,” Intell. Control Autom., vol. 4, no. 4, pp. 385-390, 2013.

A. H. Bindu and M. D. Reddy, “Economic load dispatch using cuckoo
search algorithm,” Int. J. Eng. Res. Appl., vol. 3, no. 4, pp. 498-502, 2013.
U. Sapra, “Solving combined economic and emission dispatch using
cuckoo search,” Int. J. Eng. Trends Technol., vol. 4, no. 6, pp. 2544-2549,
2013.

N. T. P. Thao, N. T. Phuong, and N. T. Thang, ‘“Environmental economic
load dispatch with quadratic fuel cost function using cuckoo search
algorithm,” Int. J. e-Service, Sci. Technol., vol. 7, no. 2, pp. 199-210,
2014.

Y. A. Gherbi, H. Bouzeboudja, and F. Lakdja, “Economic dispatch prob-
lem using bat algorithm,” Leonardo J. Sci., vol. 13, no. 24, pp. 75-84,
2014.

A. Latif and P. Palensky, “Economic dispatch using modified bat algo-
rithm,” Algorithms, vol. 7, no. 3, pp. 328-338, 2014.

R. Reddy, K. Harinath, and O. Hemakesavulu, “Economic load dis-
patch problem with valve—Point effect using a binary bat algorithm,”
Int. J. Electr. Power Eng., vol. 4, no. 3, pp. 1-6, 2013.

L. I. Wong, M. H. Sulaiman, M. R. Mohamed, and M. S. Hong,
“Grey wolf optimizer for solving economic dispatch problems,” in Proc.
IEEE Int. Conf. Power Energy (PECon), Kuching, Malaysia, Apr. 2014,
pp. 150-154.

T. Jayabarathi, T. Raghunathan, B. R. Adarsh, and P. N. Suganthan,
“Economic dispatch using hybrid grey wolf optimizer,” Energy, vol. 111,
pp. 630-641, Sep. 2016.

E. Sayedi, M. M. Farsangi, M. Barati, and K. Y. Lee, “‘A modified shuf-
fled frog leaping algorithm for nonconvex economic dispatch problem,”
in Proc. IEEE Power Energy Soc. Gen. Meet., San Diego, CA, USA,
Apr. 2012, pp. 1-8.

M. R. Narimani, “A new modified shuffle frog leaping algorithm for
non-smooth economic dispatch,” World Appl. Sci. J., vol. 12, no. 6,
pp. 803-814, 2011.

M. Ashouri and S. M. Hosseini, ““Application of krill herd and water cycle
algorithms on dynamic economic load dispatch problem,” Int. J. Inf. Eng.
Electron. Bus., vol. 6, no. 4, pp. 12-19, 2014.

B. Mandal, P. K. Roy, and S. Mandal, ‘“Economic load dispatch using
krill herd algorithm,” Int. J. Electr. Power Energy Syst., vol. 57, pp. 1-10,
May 2014.

A. Y. Abdelaziz, E. S. Ali, and S. M. A. Elazim, “Combined eco-
nomic and emission dispatch solution using flower pollination algo-
rithm,” Int. J. Electr. Power Energy Syst., vol. 80, pp. 264-274,
Mar. 2016.

R. Prathiba, M. B. Moses, and S. Sakthivel, “‘Flower pollination algorithm
applied for different economic load dispatch problems,” Int. J. Eng.
Technol., vol. 6, no. 2, pp. 1009-1016, 2014.

D. Gonidakis, “Application of flower pollination algorithm to multi-
objective environmental/economic dispatch,” Int. J. Manage. Sci. Eng.
Manage., vol. 11, no. 4, pp. 1-9, 2016.

T. Niknam, F. Golestaneh, and M. S. Sadeghi, “‘6-multiobjective
teaching-learning-based optimization for dynamic economic emission
dispatch,” IEEE Syst. J., vol. 6, no. 2, pp. 341-352, Jun. 2012.

VOLUME 5, 2017

[66]

[67]

[68]

[69]

[70]

[71]

[72]

[73]

[74]

[75]

[76]

[77]

[78]

[79]

[80]

[81]

[82]

[83]

[84]

[85]

[86]

R. Azizipanah-Abarghooee, T. Niknam, F. Bavafa, and M. Zare, *““Short-
term scheduling of thermal power systems using hybrid gradient based
modified teaching-learning optimizer with black hole algorithm,” Electr.
Power Syst. Res., vol. 108, pp. 16-34, Mar. 2014.

W.-M. Lin, E.-S. Cheng, and M.-T. Tsay, ““An improved tabu search for
economic dispatch with multiple minima,” IEEE Trans. Power Syst.,
vol. 17, no. 1, pp. 108-112, Feb. 2002.

W. Sa-Ngiamvibool, S. Pothiya, and I. Ngamroo, “Multiple tabu
search algorithm for economic dispatch problem considering valve-point
effects,” Int. J. Electr. Power Energy Syst., vol. 33, no. 4, pp. 846-854,
2011.

L. Wang and L.-P. Li, “An effective differential harmony search
algorithm for the solving non-convex economic load dispatch prob-
lems,” Int. J. Electr. Power Energy Syst., vol. 44, no. 1, pp. 832-843,
2013.

E. Khorram and M. Jaberipour, ‘““Harmony search algorithm for solving
combined heat and power economic dispatch problems,” Energy Convers.
Manage., vol. 52, no. 2, pp. 1550-1554, 2011.

B. K. Panigrahi, V. R. Pandi, S. Das, Z. Cui, and R. Sharma, “Eco-
nomic load dispatch using population-variance harmony search algo-
rithm,” Trans. Inst. Meas. Control, vol. 34, no. 6, pp. 746-754,
2012.

S. Duman, A. B. Arsoy, and N. Yoriikeren, “Solution of economic
dispatch problem using gravitational search algorithm,” in Proc. 7th
Int. Conf. Electr. Electron. Eng. (ELECO), Bursa, Turkey, Apr. 2011,
pp. I-54-1-59.

H. M. Dubey, M. Pandit, B. K. Panigrahi, and M. Udgir, “Economic
load dispatch by hybrid swarm intelligence based gravitational search
algorithm,” Int. J. Intell. Syst. Appl., vol. 5, no. 8, pp. 21-32, 2013.

M. Udgir, H. M. Dubey, and M. Pandit, ““Gravitational search algorithm:
A novel optimization approach for economic load dispatch,” in Proc.
Annu. Int. Conf. Emerg. Res. Areas Int. Conf. Microelectron. Commun.
Renew. Energy, Kanjirapally, India, Apr. 2013, pp. 1-6.

R. P. Kothari and D. P. Kroese, “Optimal generation expansion planning
via the cross-entropy method,” in Proc. Winter Simulation Conf. (WSC),
Austin, TX, USA, 2009, pp. 1482-1491.

A. 1. Selvakumar, “Enhanced cross-entropy method for dynamic eco-
nomic dispatch with valve-point effects,” Int. J. Electr. Power Energy
Syst., vol. 33, no. 3, pp. 783-790, 2011.

B. R. Kuanr, M. Lata, H. Shekhar, S. Das, and S. Das, “Application
of modified imperialistic competitive algorithm for economic emis-
sion dispatch,” in Proc. Int. Conf. Electr, Electron., Signals, Commun.
Optim. (EESCO), Visakhapatnam, India, 2015, pp. 1-6.

O. Abedinia, N. Amjady, K. Kiani, H. A. Shayanfar, and A. Ghasemi,
“Multiobjective environmental and economic dispatch using imperial-
ist competitive algorithm,” Int. J. Tech. Phys. Problems Eng. (IJTPE),
vol. 11, pp. 63-70, Sep. 2012.

S. Hemamalini and S. P. Simon, “Dynamic economic dispatch using
artificial immune system for units with valve-point effect,” Int. J. Electr.
Power Energy Syst., vol. 33, no. 4, pp. 868-874, 2011.

L. dos S. Coelho and V. C. Mariani, “Solving economic dispatch problem
of thermal units using artificial immune network algorithm,” in Proc. 19th
Int. Congr. Mech. Eng., Brasilia, Brazil, Nov. 2007, pp. 1-7.

B. K. Panigrahi, S. R. Yadav, S. Agrawal, and M. K. Tiwari, “A clonal
algorithm to solve economic load dispatch,” Electr. Power Syst. Res.,
vol. 77, no. 10, pp. 1381-1389, 2007.

G. Binetti, A. Davoudi, D. Naso, B. Turchiano, and F. L. Lewis, “A dis-
tributed auction-based algorithm for the nonconvex economic dispatch
problem,” [EEE Trans. Ind. Informat., vol. 10, no. 2, pp. 1124-1132,
May 2014.

Y. Labbi and D. Attous, “Big bang-big crunch optimization algorithm for
economic dispatch with valve-point effect,” J. Theor. Appl. Inf. Technol.,
vol. 16, no. 1, pp. 48-56, 2010.

C. V. Gopala, K. Rao, and G. Yesuratnam, “Optimal power flow with
valve point loading effects of cost function and mixed-integer control
variables using big-bang and big-crunch optimization,” J. Adv. Comput.
Sci. Technol., vol. 2, no. 1, pp. 1-8, 2013.

K. Bhattacharjee, A. Bhattacharya, and S. H. N. Dey, ““Solution of eco-
nomic emission load dispatch problems of power systems by real coded
chemical reaction algorithm,” Int. J. Electr. Power Energy Syst., vol. 59,
pp. 176-187, Sep. 2014.

P.K.Roy, S. Bhui, and C. Paul, ““Solution of economic load dispatch using
hybrid chemical reaction optimization approach,” Appl. Soft Comput.,
vol. 24, pp. 109-125, Oct. 2014.

15135



IEEE Access

G. Abbas et al.: Solution of an Economic Dispatch Problem Through Particle Swarm Optimization

[87]

[88]

[89]

[90]

[91]

[92]

[93]

[94]

[95]

[96]

[97]

[98]

[99]

[100]

[101]

[102]

[103]

[104]

[105]

[106]

[107]

[108]

15136

K. Y. Lee, A. Sode-Yome, and J. H. Park, “Adaptive Hopfield neural
networks for economic load dispatch,” IEEE Trans. Power Syst., vol. 13,
no. 2, pp. 519-526, May 1998.

M. Basu, “Fuel constrained economic emission load dispatch using
Hopfield neural networks,” Electr. Power Syst. Res., vol. 63, no. 1,
pp. 51-57,2002.

A. Y. Abdelaziz, S. F. Mekhamer, M. Z. Kamh, and M. A. L. Badr,
“A hybrid Hopfield neural network-quadratic programming approach for
dynamic economic dispatch problem,” in Proc. 12th Int. Middle-East
Power Syst. Conf., Aswan, Egypt, 2008, pp. 565-570.

W.-M. Lin, E.-S. Cheng, and M.-T. Tsay, ‘“Nonconvex economic dispatch
by integrated artificial intelligence,” IEEE Trans. Power Syst., vol. 16,
no. 2, pp. 307-311, May 2001.

A. K. Barisal and R. C. Prusty, “Large scale economic dispatch of
power systems using oppositional invasive weed optimization,” Appl. Soft
Comput., vol. 29, pp. 122-137, Sep. 2015.

I. C. Report, “Present practices in the economic operation of
power systems,” IEEE Trans. Power App. Syst., vol. PAS-90, no. 4,
pp. 17681775, Jul. 1971.

M. A. Abido, “Multiobjective evolutionary algorithms for electric
power dispatch problem,” IEEE Trans. Evol. Comput., vol. 10, no. 3,
pp. 315329, Jun. 2006.

S. O. Orero and M. R. Irving, “Economic dispatch of generators with
prohibited operating zones: A genetic algorithm approach,” IEE Proc.-
Generat. Transmiss. Distrib., vol. 143, no. 6, pp. 529-534, Nov. 1996.
A. Pereira-Neto, C. Unsihuay, and O. R. Saavedra, “Efficient evolution-
ary strategy optimisation procedure to solve the nonconvex economic
dispatch problem with generator constraints,” IEE Proc. Generat. Trans-
miss. Distrib., vol. 152, no. 5, pp. 653-660, Sep. 2005.

J. Kennedy and R. C. Eberhart, “Particle swarm optimization,” in Proc.
IEEE Int. Conf. Neural Netw., Sep. 1995, pp. 1942-1948.

Y. Shi and R. C. Eberhart, “A modified particle swarm optimizer,”
in Proc. IEEE Int. Conf. Evol. Comput. World Congr. Comput. Intell.,
Apr. 1998, pp. 69-73.

R. C. Eberhart and Y. Shi, “Tracking and optimizing dynamic systems
with particle swarms,” in Proc. IEEE Congr. Evol. Comput., Seoul,
South Korea, Oct. 2001, pp. 94-97.

Y. Shi and R. C. Eberhart, “Empirical study of particle swarm opti-
mization,” in Proc. IEEE Int. Congr. Evol. Comput., vol. 3. Mar. 1999,
pp. 101-106.

Z.-L. Gaing, ‘“‘Particle swarm optimization to solving the economic dis-
patch considering the generator constraints,” IEEE Trans. Power Syst.,
vol. 18, no. 3, pp. 1187-1195, Aug. 2003.

S. F. Mekhamer, Y. G. Moustafa, N. EI-Sherif, and M. M. Mansour, “A
modified particle swarm optimizer applied to the solution of the eco-
nomic dispatch problem,” in Proc. Int. Conf. Electr., Electron. Comput.
Eng. (ICEEC), Cairo, Egypt, 2004, pp. 725-731.

D. N. Jeyakumar, T. Jayabarathi, and T. Raghunathan, ‘Particle
swarm optimization for various types of economic dispatch prob-
lems,” Int. J. Electr. Power Energy Syst., vol. 28, no. 1, pp. 3642,
2006.

A. E.-S. El-Sonbaty, H. K. M. Yonssef, and D. K. Ibrahim, “A proposed
particle swarm optimization technique for solving non-linear economic
dispatch problem,” in Proc. 11th Int. Middle East Power Syst. Conf.,
2006, pp. 606-611.

M. Sudhakaran, P. A.-D.-V. Raj, and T. G. Palanivelu, “Application of
particle swarm optimization for economic load dispatch problems,” in
Proc. Int. Conf. Intell. Syst. Appl. Power Syst., Toki Messe, Niigata, 2007,
pp- 1-7.

S. N. Singh and I. Erlich, “Particle swarm based optimal estimation of
block incremental cost curve,” in Proc. Int. Conf. Intell. Syst. Appl. Power
Syst., Toki Messe, Niigata, 2007, pp. 1-7.

W.-N. Lee, Y.-W. Jeong, J.-B. Park, J.-R. Shin, and K. Y. Lee, “Devel-
opment of an educational simulator for particle swarm optimization and
economic dispatch applications,” in Proc. Int. Conf. Intell. Syst. Appl.
Power Syst., Toki Messe, Niigata, 2007, pp. 1-6.

A.Zaraki and M. F. B. Othman, “Implementing particle swarm optimiza-
tion to solve economic load dispatch problem,” in Proc. Int. Conf. Soft
Comput. Pattern Recognit., Malacca, Malaysia, 2009, pp. 60-65.

A. Jaini, I. Musirin, N. Aminudin, M. M. Othman, and
T. K. A. Rahman, “Particle swarm optimization (PSO) technique
in economic power dispatch problems,” in Proc. 4th Int. Power Eng.
Optim. Conf. (PEOCO), Shah Alam, Malaysia, 2010, pp. 308-312.

[109]

[110]

[111]

[112]

[113]

[114]

[115]

[116]

[117]

[118]

[119]

[120]

[121]

[122]

[123]

[124]

[125]

[126]

[127]

[128]

[129]

S. Affijulla and S. Chauhan, “Swarm intelligence solution to large scale
thermal power plant Load Dispatch,” in Proc. Int. Conf. Emerg. Trends
Electr. Comput. Technol., Tamil Nadu, Indian, 2011, pp. 196-199.

S. Ozyén, C. Yasar, and H. Temurtas, “Particle swarm optimization
algorithm for the solution of nonconvex economic dispatch problem with
valve point effect,” in Proc. 7th Int. Conf. Electr. Electron. Eng. (ELECO),
Bursa, Turkey, 2011, pp. I-101-I-105.

M. S. Yohannes, ““Solving economic load dispatch problem using particle
swarm optimization technique,” J. Intell. Syst. Appl., vol. 4, no. 12,
pp. 1218, 2012.

M. Mahajan and S. Vadhera, “Economic load dispatch of different bus
systems using particle swarm optimization,” in Proc. IEEE 5th Power
India Conf., Murthal, India, Dec. 2012, pp. 1-6.

Farheen, M. A. Ansari and N. Kardam, “Implementation of particle
swarm optimization for dynamic economic load dispatch problem,” in
Proc. Int. Conf. Energy Efficient Technol. Sustain., Nagercoil, India,
Apr. 2013, pp. 1273-1278.

S. Tiwari, A. Kumar, G. S. Chaurasia, and G. S. Sirohi, ‘“Economic load
dispatch using particle swarm optimization,” Int. J. Appl. Innov. Eng.
Manage., vol. 2, no. 4, pp. 476485, 2013.

R. S. Maan, O. P. Mahela, and M. Gupta, “Economic load dispatch
optimization of six interconnected generating units using particle swarm
optimization,” IOSR J. Electr. Electron. Eng., vol. 6, no. 2, pp. 21-27,
2013.

N. Kumar, U. Nangia, and K. B. Sahay, ““Economic load dispatch using
improved particle swarm optimization algorithms,” in Proc. 6th IEEE
Power India Int. Conf. (PIICON), Delhi, Indian, Dec. 2014, pp. 1-6.

S. P. Karthikeyan, K. Palanisamy, L. J. Varghese, I. J. Raglend, and
D. P. Kothari, “Comparison of intelligent techniques to solve economic
load dispatch problem with line flow constraints,” in Proc. IEEE Int. Adv.
Comput. Conf., Patiala, India, Mar. 2009, pp. 446—452.

K. B. Sahay, N. Kumar, and M. M. Tripathi, ‘“Implementation of
different optimization techniques to solve ELD problem,” in Proc.
6th IEEE Power India Int. Conf. (PIICON), Delhi, India, Dec. 2014,
pp. 1-6.

N. Chaturvedi and A. S. Walkey, “A novel approach for economic load
dispatch problem based on GA and PSO,” J. Eng. Res. Appl., vol. 4,no. 3,
pp. 24-31, Mar. 2014.

M. S. Hong et al., “Comparative study of economic dispatch by using
various optimization techniques,” in Proc. 2nd Power Energy Convers.
Symp. (PECS), May 2014, pp. 1-4.

J. Kolli and K. Bhavana, “Comparative study to solution of economic load
dispatch—Using evolutionary algorithms,” Int. J. Emerg. Trends Electr.
Electron., vol. 11, no. 5, pp. 20-24, 2015.

G. Loganathan, D. Rajkumar, M. Vigneshwaran, and R. Senthilkumar,
“An enhanced time effective particle swarm intelligence for the practical
economic load dispatch,” in Proc. IEEE 2nd Int. Conf. Electr. Energy
Syst. (ICEES), Chennai, India, Jan. 2014, pp. 44-50.

S. Prakash, N. P. Gopinath, and O. K. S. Prakash, “A new approach for
real power optimization of generation with nonsmooth cost function using
particle swarm optimization,” in Proc. IEEE Nat. Conf. Emerg. Trends
New Renew. Energy Sour. Energy Manage. (NCET NRES EM), Chennai,
India, Dec. 2014, pp. 59-62.

P. S. Bhullar and J. K. Dhami, ““Particle swarm optimization based eco-
nomic load dispatch with valve point loading,” Int. J. Eng. Res. Technol.,
vol. 4, no. 5, pp. 1064-1070, May 2015.

B. Das and T. K. Sengupta, “Economic load dispatch using PSO and
TLBO,” in Proc. Michael Faraday IET Int. Summit, Kolkata, India,
Sep. 2015, pp. 212-219.

W. A. Augusteen, S. Geetha, and R. Rengaraj, “Economic dispatch
incorporation solar energy using particle swarm optimization,” in Proc.
3rd Int. Conf. Electr. Energy Syst. (ICEES), Chennai, India, Mar. 2016,
pp. 67-73.

K. Raghu, V. K. Vishwakarma, and H. Mahala, ““Solving economic load
dispatch problem using particle swarm optimization,” Int. J. Eng. Sci.
Comput., vol. 6, no. 11, pp. 3476-3480, Nov. 2016.

K. Sharma and H. Mahala, “Economic load dispatch problem by par-
ticle swarm optimization algorithm,” Int. J. Eng. Sci., vol. 6, no. 3,
pp. 2237-2243, 2016.

M. R. A. Ghani, M. Ruddin, S. T. Hussein, Z. Jano, and T. Sutikno,
“Particle swarm optimization performance: Comparison of dynamic
economic dispatch with dantzig-wolfe decomposition,” Telecommun.
Comput. Electron. Control, vol. 14, no. 3, pp. 1042-1051, Sep. 2016.

VOLUME 5, 2017



G. Abbas et al.: Solution of an Economic Dispatch Problem Through Particle Swarm Optimization

IEEE Access

[130]

[131]

[132]

[133]

[134]

[135]

[136]

[137]

[138]

[139]

[140]

[141]

[142]

[143]

[144]

[145]

[146]

[147]

[148]

[149]

[150]

[151]

M. Clerc and J. Kennedy, ‘“The particle swarm—Explosion, stability, and
convergence in a multidimensional complex space,” IEEE Trans. Evol.
Comput., vol. 6, no. 1, pp. 58-73, Feb. 2002.

J. G. Vlachogiannis and K. Y. Lee, “A comparative study on particle
swarm optimization for optimal steady-state performance of power sys-
tems,” IEEE Trans. Power Syst., vol.21,no. 4, pp. 1718-1727, Nov. 2006.
R. C. Eberhart and Y. Shi, “Comparing inertia weights and constriction
factors in particle swarm optimization,” in Proc. Congr. Evol. Comput.,
vol. 1. 2000, pp. 84-88.

R. K. Pancholi and K. S. Swarup, “Particle swarm optimization for
economic dispatch with line flow and voltage constraints [power gen-
eration scheduling],” in Proc. Conf. Converg. Technol. Asia—Pacific
Region (TENCON), vol. 1. 2003, pp. 450—455.

T. Adhinarayanan and M. Sydulu, “Particle swarm optimisation for eco-
nomic dispatch with cubic fuel cost function,” in Proc. IEEE Region Conf.
(TENCON), Hong Kong, Nov. 2006, pp. 1-4.

G. Pranava and P. V. Prasad, “Constriction coefficient particle swarm
optimization for economic load dispatch with valve point load-
ing effects,” in Proc. Int. Conf. Power, Energy Control (ICPEC),
Sri Rangalatchum Dindigul, India, 2013, pp. 350-354.

S. Lim, M. Montakhab, and H. Nouri, “Economic dispatch of power
system using particle swarm optimization with constriction factor,” Int.
J. Innov. Energy Syst. Power, vol. 4, no. 2, pp. 29-34, 2009.

M. N. Alam, K. Kumar, and A. Mathur, “Economic load dispatch
considering valve-point effects using time varying constriction fac-
tor based particle swarm optimization,” in Proc. IEEE UP Section
Conf. Electr. Comput. Electron. (UPCON), Allahabad, India, Dec. 2015,
pp. 1-6.

J. Cai, X. Ma, L. Li, and P. Haipeng, ‘““Chaotic particle swarm optimiza-
tion for economic dispatch considering the generator constraints,” Energy
Convers. Manage., vol. 48, no. 2, pp. 645-653, 2007.

B. Liu, L. Wang, Y.-H. Jin, F. Tang, and D.-X. Huang, “Improved particle
swarm optimization combined with chaos,” Chaos Solitons Fractals,
vol. 25, no. 5, pp. 1261-1271, 2005.

Y. Zhu et al., “Hierarchical economic load dispatch based on chaotic-
particle swarm optimization,” in Proc. 9th Int. Conf. Natural Comput.
(ICNC), Shenyang, China, 2013, pp. 517-521.

C. Rani, E. Petkov, K. Busawon, and M. Farrag, “Chaotic adaptive
particle swarm optimisation using logistics and gauss map for solving
cubic cost economic dispatch problem,” in Proc. 3rd Int. Symp. Environ.
Friendly Energies Appl. (EFEA), Saint-Ouen, France, 2014, pp. 1-5.

B. K. Panigrahi, V. R. Pandi, and S. Das, “Adaptive particle swarm
optimization approach for static and dynamic economic load dispatch,”
Energy Convers. Manage., vol. 49, no. 6, pp. 1407-1415, 2008.

K. T. Chaturvedi, M. Pandit, and L. Srivastava, ‘Particle swarm optimiza-
tion with crazy particles for nonconvex economic dispatch,” Appl. Soft
Comput., vol. 9, no. 3, pp. 962-969, 2009.

T. A. A. Victoire and A. E. Jeyakumar, “Reserve constrained dynamic
dispatch of units with valve-point effects,” IEEE Trans. Power Syst.,
vol. 20, no. 3, pp. 1273-1282, Aug. 2005.

R. Batham, K. Jain, and M. Pandit, “Improved particle swarm opti-
mization approach for nonconvex static and dynamic economic power
dispatch,” Int. J. Eng., Sci. Technol., vol. 3, no. 4, pp. 130-146, 2011.

T. Zhang and J.-D. Cai, “A novel hybrid particle swarm optimisation
method applied to economic dispatch,” Int. J. Bio-Inspired Comput.,
vol. 2, no. 1, pp. 9-17, 2009.

J.-B. Park, Y.-W. Jeong, J.-R. Shin, and K. Y. Lee, “An improved particle
swarm optimization for nonconvex economic dispatch problems,” IEEE
Trans. Power Syst., vol. 25, no. 1, pp. 156-166, Feb. 2010.

J.-B. Park, K.-S. Lee, J.-R. Shin, and K. Y. Lee, “A particle swarm
optimization for economic dispatch with nonsmooth cost functions,”
IEEE Trans. Power Syst., vol. 20, no. 1, pp. 34-42, Feb. 2005.

K. Thanushkodi, S. Pandian, R. S. Dhivyapragash, M. Jothikumar,
S. Sriramnivas, and K. Vinodh, ““An efficient particle swarm optimization
for economic dispatch with valve-point effect,” in Proc. Int. Conf. Appl.
Comput. Conf. (WSEAS), 2008, pp. 182-187.

P. Vu, D. Le, N. Vo, and J. Tlusty, “A novel weight-improved particle
swarm optimization algorithm for optimal power flow and economic load
dispatch problems,” in Proc. IEEE PES TD, New Orleans, LA, USA,
Apr. 2010, pp. 1-7.

C.-L. Chen, R.-M. Jan, T.-Y. Lee, and C.-H. Chen, “A novel particle
swarm optimization algorithm solution of economic dispatch with valve
point loading,” J. Marine Sci. Technol., vol. 19, no. 1, pp. 43-51, 2011.

VOLUME 5, 2017

[152]

[153]

[154]

[155]

[156]

[157]

[158]

[159]

[160]

[161]

[162]

[163]

[164]

[165]

[166]

[167]

[168]

[169]

[170]

[171]

[172]

[173]

C. Rani, E. Petkov, K. Busawon, and M. Farrag, “Particle swarm opti-
mization with Exponentially Varying Inertia Weight Factor for solv-
ing Multi-Area Economic Dispatch problem,” in Proc. 3rd Int. Symp.
Environ. Friendly Energies Appl. (EFEA), 2014, pp. 1-6.

N. Ghorbani, S. Vakili, E. Babaei, and A. Sakhavati, “Particle swarm
optimization with smart inertia factor for solving non-convex economic
load dispatch problems,” Int. Trans. Elect. Energy Syst., vol. 24, no. 8,
pp. 1120-1133, 2014.

A. Khosravi and M. Yazdani-Asrami, “Application of swarm-based opti-
mization algorithms for solving dynamic economic load dispatch prob-
lem,” J. Adv. Comput. Res., vol. 6, no. 4, pp. 13-26, 2015.

V. Puri, Y. K. Chauhan, and N. Singh, “Economic load dispatch problem
using particle swarm optimization with inertial weight and constriction
factor,” Thammasat Int. J. Sci. Technol., vol. 21, no. 2, pp. 52-60, 2016.
A. I Selvakumar and K. Thanushkodi, “A new particle swarm optimiza-
tion solution to nonconvex economic dispatch problems,” IEEE Trans.
Power Syst., vol. 22, no. 1, pp. 42-51, Feb. 2007.

A. I. Selvakumar and K. Thanushkodi, “Anti-predatory particle swarm
optimization: solution to nonconvex economic dispatch problems,”
Electr. Power Syst. Res., vol. 78, no. 1, pp. 2-10, 2008.

K. T. Chaturvedi, M. Pandit, and L. Srivastava, ““Self-organizing hierar-
chical particle swarm optimization for nonconvex economic dispatch,”
IEEE Trans. Power Syst., vol. 23, no. 3, pp. 1079-1087, Aug. 2008.

A. Ratnaweera, S. K. Halgamuge, and H. C. Watson, ““Self-organizing
hierarchical particle swarm optimizer with time-varying acceleration
coefficients,” IEEE Trans. Evol. Comput., vol. 8, no. 3, pp. 240-255,
Jun. 2004.

J. Polprasert et al., “A new improved particle swarm optimization for
solving nonconvex economic dispatch problems,” Int. J. Energy Optim.
Eng., vol. 2, no. 1, pp. 60-77, 2013.

R. Roy and S. P. Ghoshal, “A novel crazy swarm optimized economic
load dispatch for various types of cost functions,” Int. J. Elect. Power
Energy Syst., vol. 30, no. 4, pp. 242-253, 2008.

S. L. Ho, S. Yang, G. Ni, E. W. C. Lo, and H. C. Wong, “A particle
swarm optimization-based method for multiobjective design optimiza-
tions,” IEEE Trans. Magn., vol. 41, no. 5, pp. 1756-1759, May 2005.
H. Gozde and M. Cengiz Taplamacioglu, “Automatic generation control
application with craziness based particle swarm optimization in a thermal
power system,” Int. J. Elect. Power Energy Syst., vol. 33, no. 1, pp. 8-16,
2011.

A.Y. Saber, A. Yona, and M. Higashi, “Economic load dispatch of higher
order cost polynomials using modified particle swarm optimization,”
in Proc. 5th IEEE Int. Conf. Ind. Inf., Jun. 2007, pp. 1203-1208.

A.Y. Saber, S. Chakraborty, S. M. A. Razzak, and T. Senjyu, ““Optimiza-
tion of economic load dispatch of higher order general cost polynomials
and its sensitivity using modified particle swarm optimization,” Electr.
Power Syst. Res., vol. 79, no. 1, pp. 98-106, 2009.

J. G. Vlachogiannis and K. Y. Lee, “Economic load dispatch-A com-
parative study on heuristic optimization techniques with an improved
coordinated aggregation-based PSO,” IEEE Trans. Power Syst., vol. 24,
no. 2, pp. 991-1001, May 2009.

P. Subbaraj, R. Rengaraj, S. Salivahanan, and T. R. Senthilkumar, *“‘Par-
allel particle swarm optimization with modified stochastic acceleration
factors for solving large scale economic dispatch problem,” Int. J. Elect.
Power Energy Syst., vol. 32, no. 9, pp. 1014-1023, 2010.

V. K. Jadoun, K. R. Niazi, A. Swarnkar, and N. Gupta, ‘“‘variable accel-
eration coefficient-based particle swarm optimization for non-convex
economic load dispatch problem,” in Proc. ISGT, 2011, pp. 126-130.
H. K. Pal, K. Jain, and M. Pandit, ‘‘Performance analysis of metaheuristic
techniques for nonconvex economic dispatch,” in Proc. Int. Conf. Sustain.
Energy Intell. Syst. (SEISCON), 2011, pp. 396-402.

J. Guo, C. Jin, W. Liu, and W. Zhou, “An effective particle swarm
optimization algorithm with social weight in solving economic dispatch
problem considering network losses,” in Proc. 3rd Global Congr. Intell.
Syst., 2012, pp. 80-83.

J. Guo, Z. Wu, and B. Zhao, “A hybrid particle swarm optimisation
with social weight for non-convex economic dispatch problem,” Int. J.
Comput. Appl. Technol., vol. 46, no. 3, pp. 252-258, 2013.

A. Safari and H. Shayeghi, “Iteration particle swarm optimization proce-
dure for economic load dispatch with generator constraints,” Expert Syst.
Appl., vol. 38, no. 5, pp. 6043-6048, 2011.

T.-Y. Lee and C.-L. Chen, “Unit commitment with probabilistic
reserve: An IPSO approach,” Energy Convers. Manage., vol. 48, no. 2,
pp. 486-493, 2007.

15137



IEEE Access

G. Abbas et al.: Solution of an Economic Dispatch Problem Through Particle Swarm Optimization

[174]

[175]

[176]

[177]

[178]

[179]

[180]

[181]

[182]

[183]

[184]

[185]

[186]

[187]

[188]

[189]

[190]

[191]

[192]

[193]

[194]

15138

M. N. Abdullah, A. H. A. Bakar, N. A. Rahim, J. J. Jamian, and
M. M. Aman, “Economic dispatch with valve point effect using itera-
tion particle swarm optimization,” in Proc. 47th Int. Univ. Power Eng.
Conf. (UPEC), London, U.K., 2012, pp. 1-6.

M. N. Abdullah et al., “Modified particle swarm optimization with time
varying acceleration coefficients for economic load dispatch with gener-
ator constraints,” J. Elect. Eng. Technol., vol. 8, pp. 742-753, Jan. 2013.
K. Zare and T. G. Bolandi, ‘“Modified iteration particle swarm optimiza-
tion procedure for economic dispatch solving with non-smooth and non-
convex fuel cost function,” in Proc. 3rd IET Int. Conf. Clean Energy
Technol. (CEAT), Nov. 2014, pp. 1-6.

B. Mohammadi-Ivatloo, A. Rabiee, A. Soroudi, and M. Ehsan, “Iteration
PSO with time varying acceleration coefficients for solving non-convex
economic dispatch problems,” Int. J. Elect. Power Energy Syst., vol. 42,
no. 1, pp. 508-516, 2012.

B. Mohammadi-Ivatloo, A. Rabiee, and M. Ehsan, “Time-varying
acceleration coefficients IPSO for solving dynamic economic dispatch
with non-smooth cost function,” Energy Convers. Manage., vol. 56,
pp. 175-183, Apr. 2012.

R. Solanki, N. P. Patidar, and K. T. Chaturvedi, “New modified parti-
cle swarm optimization (PSO) technique for non-convex economic dis-
patch,” IOSR J. Electr. Electron. Eng., vol. 9, no. 2, pp. 81-88, 2014.

N. Yousefi, “Solving nonconvex economic load dispatch problem using
particle swarm optimization with time varying acceleration coefficients,”
Complexity, vol. 21, no. 6, pp. 299-308, 2016.

P. Deshpande and R. Gupta, “Modified PSO used for the solution of
economic load dispatch problem,” Int. J. Adv. Technol. Sci. Eng. Res.,
vol. 1, no. 2, pp. 7-13, Dec. 2015.

J. Lin et al., “New intelligent particle swarm Optimization algorithm
for solving economic dispatch with valve-point effects,” J. Marine Sci.
Technol., vol. 23, no. 1, pp. 44-53, 2015.

M. N. Alam, A. Mathur, and K. Kumar, ‘“Economic load dispatch using a
differential particle swarm optimization,” in Proc. IEEE Ist Int. Conf.
Power Electron., Intell. Control Energy Syst. (ICPEICES), Jun. 2016,
pp. 1-5.

K. S. Kumar, R. Rajaram, V. Tamilselvan, V. Shanmugasundaram, and
S. Naveen, “Economic dispatch with valve point effect using various
PSO techniques,” Int. J. Recent Trends Eng., vol. 2, no. 6, pp. 130-135,
Nov. 2009.

R. Singh, K. Jain, and M. Pandit, “Comparison of PSO variants
with traditional solvers for large scale multi-area economic dispatch,”
in Proc. Int. Conf. Sustain. Energy Intell. Syst. (SEISCON), 2011,
pp. 304-309.

S. Chalermchaiarbha and W. Ongsakul, “Stochastic weight trade-off
particle swarm optimization for nonconvex economic dispatch,” Energy
Conversion and Manage., vol. 70, pp. 66-75, Jun. 2013.

S. L. Ho, S. Yang, G. Ni, E. W. C. Lo, and H. C. Wong, “A particle
swarm optimization-based method for multiobjective design optimiza-
tions,” IEEE Trans. Magn., vol. 41, no. 5, pp. 1756-1759, May 2005.

S. Ahmed, B. Tarek, and N. Djemai, “Economic dispatch resolution
using adaptive acceleration coefficients based PSO considering generator
constraints,” in Proc. Int. Conf. Control, Decision Inf. Technol. (CoDIT),
2013, pp. 212-217.

V. K. Jadoun, N. Gupta, K. R. Niazi, and A. Swarnkar, “Dynamically
controlled particle swarm optimization for large-scale nonconvex eco-
nomic dispatch problems,” Int. Trans. Elect. Energy Syst., vol. 25, no. 11,
pp. 3060-3074, 2014.

V. K. Jadoun, N. Gupta, K. R. Niazi, and A. Swarnkar, ‘“Nonconvex
economic dispatch using particle swarm optimization with time varying
operators,” Adv. Elect. Eng., vol. 2014, Oct. 2014, Art. no. 301615.

V. K. Jadoun, N. Gupta, K. R. Niazi, A. Swarnkar, and R. C. Bansal,
“Multi-area economic dispatch using improved particle swarm optimiza-
tion,” Energy Procedia, vol. 75, pp. 1087-1092, Aug. 2015.

A. M. Abdilahi, M. W. Mustafa, J. J. Jamian, and J. Usman, “Empir-
ical study of particle swarm optimization for economic load dispatch
with valve-point effects,” in Proc. IEEE 8th Int. Power Eng. Optim.
Conf. (PEOCO), Mar. 2014, pp. 467-472.

N. Kumar, U. Nangia, and K. B. Sahay, “Economic load dispatch using
improved particle swarm optimization algorithms,” in Proc. 6th IEEE
Power India Int. Conf. (PIICON), Dec. 2014, pp. 1-6.

K. Dasgupta and S. Banerjee, “An analysis of economic load dispatch
using different algorithms,” in Proc. Ist Int. Conf. Non-Conventional
Energy (ICONCE), 2014, pp. 216-219.

[195]

[196]

[197]

[198]

[199]

[200]

[201]

[202]

[203]

[204]

[205]

[206]

[207]

[208]

[209]

[210]

[211]

[212]

[213]

[214]

[215]

K. Dasgupta, S. Banerjee, and C. K. Chanda, “An analysis of economic
load dispatch with prohibited zone constraint using different algorithms,”
in Proc. IET Int. Summit Michael Faraday, 2015, pp. 193-197.

K. Dasgupta, S. Banerjee, and C. K. Chanda, “An analysis of economic
load dispatch with ramp-rate limit constraints using different algorithms,”
in Proc. Int. Conf. Ind. Instrum. Control (ICIC), 2015, pp. 232-236.

K. Dasgupta and S. Banerjee, “‘An analysis of economic load dispatch
with prohibited zone and ramp-rate limit constraints using different algo-
rithms,” in Proc. Power Energy Syst., Towards Sustain. Energy, 2014,
pp. 1-5.

J. Rizwana, R. Jeevitha, R. Venkatesh, and K. S. Parthiban, ‘“Mini-
mization of fuel cost in solving the power economic dispatch problem
including transmission losses by using modified particle swarm optimiza-
tion,” in Proc. IEEE Int. Conf. Comput. Intell. Comput. Res. (ICCIC),
Dec. 2015, pp. 1-4.

E. Faghihnia, S. Khaleghi, R. K. Moghaddam, and M. Zarif, “Particle
swarm optimization of economic dispatch problem: A brief review trans-
fer,” in Proc. 12th Int. Conf. Inf. Control, Autom. Robot. (ICINCO), 2015,
pp. 72-717.

L. dos Santos Coelho and C.-S. Lee, “Solving economic load dispatch
problems in power systems using chaotic and Gaussian particle swarm
optimization approaches,” Int. J. Elect. Power Energy Syst., vol. 30, no. 5,
pp. 297-307, 2008.

L. dos Santos Coelho and V. C. Mariani, ““A novel chaotic particle swarm
optimization approach using Hénon map and implicit filtering local
search for economic load dispatch,” Chaos, Solitons Fractals, vol. 39,
no. 2, pp. 510-518, 2009.

H. Hardiansyah, “A modified particle swarm optimization technique for
economic load dispatch with valve-point effect,” Int. J. Intell. Syst. Appl.,
vol. 5, no. 7, pp. 32-41, 2013.

M. Basu, “Modified particle swarm optimization for nonconvex eco-
nomic dispatch problems,” Int. J. Elect. Power Energy Syst., vol. 69,
pp. 304-312, Jul. 2015.

E. S. Oliveira, I. C. Silva, L. W. de Oliveira, B. H. Dias, and
E. J. Oliveira, “Non-convex economic dispatch using Trelea particle
swarm optimization,” in Proc. IEEE Eindhoven PowerTech, Jul. 2015,
pp. 1-6.

D. C. Secui, D. Dumitrescu, and S. Bunda, “Democratic PSO algorithm
for the economic dispatch problem with valve-point effects,” J. Sustain.
Energy, vol. 6, no. 3, pp. 121-126, Sep. 2015.

A. Kaveh and A. Zolghadr, “Democratic PSO for truss layout and size
optimization with frequency constraints,” Comput. Struct., vol. 130,
pp. 10-21, Jan. 2014.

Y. Sun and Z. Wang, “Improved particle swarm optimization based
dynamic economic dispatch of power system,” Procedia Manuf., vol. 7,
pp. 297-302, Dec. 2016.

J.-B. Park, K.-S. Lee, J.-R. Shin, and K. Y. Lee, “A particle swarm
optimization for economic dispatch with nonsmooth cost functions,”
IEEE Trans. Power Syst., vol. 20, no. 1, pp. 34—42, Feb. 2005.

K. Vinodh, M. Jothikumar, S. Sriramnivas, and R. S. Dhivyapragash, “An
efficient Particle Swarm Optimization for Economic Dispatch with valve-
point effect,” in Proc. China Int. Conf. Electr. Distrib., 2008, pp. 1-6.

S. Muthu Vijaya Pandian and K. Thanushkodi, “An efficient particle
swarm optimization (EPSO) for economic dispatch problems with trans-
mission losses for both smooth and non-smooth cost functions,” WSEAS
Trans. Power Syst., vol. 3, no. 11, pp. 686—694, Nov. 2008.

F. S. Cheng, C. L. Lin, M. T. Tsay, and C. M. Huang, “A new constraint-
preserving method for solving nonconvex economic dispatch with linear
constraints,” in Proc. 3rd Int. Conf. Innov. Comput. Inf. Control, 2008,
p. 260.

X. Yuan, A. Su, Y. Yuan, H. Nie, and L. Wang, “An improved PSO for
dynamic load dispatch of generators with valve-point effects,” Energy,
vol. 34, no. 1, pp. 67-74, Jan. 2009.

T. F. Yu and C. H. Peng, “Application of an improved particle swarm
optimization to economic load dispatch in power plant,” in Proc. 3rd Int.
Conf. Adv. Comput. Theory Eng. (ICACTE), 2010, pp. V2-619-V2-624.
Y. Wang, J. Zhou, H. Qin, and Y. Lu, “Improved chaotic particle
swarm optimization algorithm for dynamic economic dispatch problem
with valve-point effects,” Energy Convers. Manage., vol. 51, no. 12,
pp- 2893-2900, 2010.

Y. Wang, J. Zhou, Y. Lu, H. Qin, and Y. Wang, “Chaotic self-adaptive
particle swarm optimization algorithm for dynamic economic dispatch
problem with valve-point effects,” Expert Syst. with Appl., vol. 38, no. 11,
pp. 14231-14237, 2011.

VOLUME 5, 2017



G. Abbas et al.: Solution of an Economic Dispatch Problem Through Particle Swarm Optimization

IEEE Access

[216]

[217]

[218]

[219]

[220]

[221]

[222]

[223]

[224]

[225]

[226]

[227]

[228]

[229]

[230]

[231]

[232]

[233]

[234]

[235]

[236]

[237]

[238]

H. Zhang, “An improved particle swarm optimization algorithm for
dynamic economic dispatch problems,” Int. J. Innov. Res. Eng. Manage.,
vol. 3, no. 4, pp. 264-266, Jul. 2016.

C. H. Chen and S. N. Yeh, “Particle swarm optimization for economic
power dispatch with valve-point effects,” in Proc. IEEE/PES Transmiss.
Distrib. Conf. Expo., Aug. 2006, pp. 1-5.

Y. Li, L. Long, and S. Zhang, “An improved particle swarm optimization
algorithm applied to economic dispatch,” in Proc. Int. Conf. Life Syst.
Modeling Simulation, 2007, pp. 222-230.

N. Singh and Y. Kumar, “Economic load dispatch with valve point
loading effect and generator ramp rate limits constraint using MRPSO,”
Int. J. Adv. Res. Comput. Eng. Technol., vol. 2, no. 4, pp. 1472-1477,
Apr. 2013.

H. Gao and W. Xu, “A new particle swarm algorithm and its globally con-
vergent modifications,” IEEE Trans. Syst., Man, Cybern. B, (Cybern.),
vol. 41, no. 5, pp. 1334-1351, Oct. 2011.

N. Singh and Y. Kumar, “Economic load dispatch with environmen-
tal emission using MRPSO,” in Proc. 3rd IEEE Int. Adv. Comput.
Conf. (IACC), Feb. 2013, pp. 995-999.

D. Maity, S. Baneijee, C. K. Chanda, and S. Samanta, ‘“Implementation
of MRPSO techniques on economic load dispatch problem considering
various generator constraints,” in Proc. 10th Int. Conf. Intell. Syst. Con-
trol (ISCO), Jan. 2016, pp. 1-6.

L. C. Cagnina, S. C. Esquivel, and C. A. C. Coello, “A fast particle
swarm algorithm for solving smooth and non-smooth economic dispatch
problems,” Eng. Optim., vol. 43, no. 5, pp. 485-505, May 2011.

Y. Zhang, D.-W. Gong, N. Geng, and X.-Y. Sun, “Hybrid bare-bones
PSO for dynamic economic dispatch with valve-point effects,” Appl. Soft
Comput., vol. 18, pp. 248-260, May 2014.

J. Kennedy, “Bare bones particle swarms,” in Proc. IEEE Swarm Intell.
Symp. (SIS), Apr. 2003, pp. 80-87.

Z.N. Zakaria, A. Azmi, M. S. Laili, S. A. S. Jamalil, and M. H. Sulaiman,
“An extension of particle swarm optimization (E-PSO) algorithm for
solving economic dispatch problem,” in Proc. Ist Int. Conf. Artif. Intell.,
Modelling Simulation, 2013, pp. 157-161.

P. Wu, W. Liu, and J. Zhang, “Economic dispatch problem based on
improved particle swarm optimization,” J. Eng. Sci. Technol. Rev., vol. 7,
no. 1, pp. 126-131, 2014.

J. Sun, W. Xu, and B. Feng, “A global search strategy of quantum-
behaved particle swarm optimization,” in Proc. IEEE Conf. Cybern.
Intell. Syst., vol. 1. Dec. 2004, pp. 111-116.

J. Sun, B. Feng, and W. Xu, “Particle swarm optimization with particles
having quantum behavior,” in Proc. Congr. Evol. Comput., vol. 1. 2004,
pp. 325-331.

L. D. S. Coelho and V. C. Mariani, “Particle swarm approach based
on quantum mechanics and harmonic oscillator potential well for eco-
nomic load dispatch with valve-point effects,” Energy Convers. Manage.,
vol. 49, no. 11, pp. 3080-3085, 2008.

J. Sun, W. Fang, D. Wang, and W. Xu, “Solving the economic dispatch
problem with a modified quantum-behaved particle swarm optimization
method,” Energy Convers. Manage., vol. 50, no. 12, pp. 2967-2975,
Dec. 2009.

M. Clerc and J. Kennedy, ““The particle swarm—Explosion, stability, and
convergence in a multidimensional complex space,” IEEE Trans. Evol.
Comput., vol. 6, no. 1, pp. 58-73, Feb. 2002.

Z. Zhisheng, “Quantum-behaved particle swarm optimization algorithm
for economic load dispatch of power system,” Expert Syst. Appl., vol. 37,
no. 2, pp. 1800-1803, 2010.

K. Meng, H. G. Wang, Z. Dong, and K. P. Wong, “Quantum-inspired
particle swarm optimization for valve-point economic load dispatch,”
IEEE Trans. Power Syst., vol. 25, no. 1, pp. 215-222, Feb. 2010.

S. Chakraborty, T. Senjyu, A. Yona, A. Y. Saber, and T. Funabashi,
“Solving economic load dispatch problem with valve-point effects using
a hybrid quantum mechanics inspired particle swarm optimisation,” IET
Generat., Transm. Distrib., vol. 5, no. 10, pp. 1042-1052, Oct. 2011.

V. Hosseinnezhad, M. T. Hagh, and E. Babaei, “‘Quantum particle swarm
optimization for economic dispatch problem with valve-point effect,” in
Proc. 19th Iranian Conf. Elect. Eng., 2011, pp. 1-4.

V. Hosseinnezhad, M. Rafiee, M. Ahmadian, and M. T. Ameli, ““Species-
based quantum particle swarm optimization for economic load dispatch,”
Int. J. Elect. Power Energy Syst., vol. 63, pp. 311-322, Dec. 2014.

D. Parrott and X. Li, “Locating and tracking multiple dynamic optima by
a particle swarm model using speciation,” IEEE Trans. Evol. Comput.,
vol. 10, no. 4, pp. 440-458, Aug. 2006.

VOLUME 5, 2017

[239]

[240]

[241]

[242]

[243]

[244]

[245]

[246]

[247]

[248]

[249]

[250]

[251]

[252]

[253]

[254]

[255]

[256]

[257]

[258]

[259]

P. Vignesh, U. Shyamala, D. Rajkumar, and B. Gnanasekaran, ““Solution
for economic load dispatch problem with generator constraints using
QPSO,” Int. Res. J. Eng. Technol., vol. 3, no. 3, pp. 625-630, Mar. 2016.
Q. Niu, Z. Zhou, H.-Y. Zhang, and J. Deng, “An improved quantum-
behaved particle swarm optimization method for economic dispatch prob-
lems with multiple fuel options and valve-points effects,” Energies, vol. 5,
no. 9, pp. 3655-3673, 2012.

X. Sheng and W. Xu, “Solving the economic dispatch problem with
Q-learning quantum-behaved particle swarm optimization method,” in
Proc. 14th Int. Symp. Distrib. Comput. Appl. Bus. Eng. Sci. (DCABES),
2015, pp. 98-101.

F. P. Mahdi et al., “Quantum particle swarm optimization for eco-
nomic dispatch problem using cubic function considering power loss
constraint,” Int. J. GEOMATE, vol. 12, no. 37, pp. 44-50, Sep. 2017.
M. Neyestani, M. M. Farsangi, and H. Nezamabadi-Pour, “A modified
particle swarm optimization for economic dispatch with non-smooth cost
functions,” Eng. Appl. Artif. Intell., vol. 23, no. 7, pp. 1121-1126, 2010.
K. Murali and T. Jayabarathi, “Solution to economic dispatch problem
with valve-point loading effect by using catfish PSO algorithm,” Fron-
tiers Energy, vol. 8, no. 3, pp. 290-296, 2014.

A. Ghosh, A. Chowdhury, S. Sinha, A. V. Vasilakos, and S. Das, “A
genetic Lbest particle swarm optimizer with dynamically varying sub-
swarm topology,” in Proc. IEEE Congr. Evol. Comput., Jun. 2012,
pp. 1-7.

A. Chowdhury, H. Zafar, B. K. Panigrahi, K. R. Krishnanand, A. Moha-
patra, and Z. Cui, “Dynamic economic dispatch using Lbest-PSO with
dynamically varying sub-swarms,” Memetic Comput., vol. 6, no. 2,
pp. 85-95, 2014.

X. Fei, X. Zongze, H. Xiaobo, and H. Xing, “Calculation of economic
dispatch of power system based on improved particle swarm optimization
algorithm,” in Proc. 5th Int. Conf. Comput. Sci. Autom. Eng. (ICCSAE),
2015, pp. 245-248.

L. Wu, H. Li, Z. Wu, and C. Wub, “Economic load dispatch based on
efficient population utilization strategy for particle swarm optimization,”
Int. J. Commun., Netw. Syst. Sci., vol. 8, no. 9, pp. 367-373, 2015.

J. Sun, V. Palade, X. J. Wu, W. Fang, and Z. Wang, “Solving the power
economic dispatch problem with generator constraints by random drift
particle swarm optimization,” IEEE Trans. Ind. Informat., vol. 10, no. 1,
pp. 222-232, Feb. 2014.

W. T. Elsayed, Y. G. Hegazy, M. S. El-bages, and F. M. Bendary,
“Improved random drift particle swarm optimization with self-adaptive
mechanism for solving the power economic dispatch problem,” IEEE
Trans. Ind. Informat., vol. 13, no. 3, pp. 1017-1026, Jun. 2017.

R. Kumar, D. Sharma, and A. Sadu, “A hybrid multi-agent based particle
swarm optimization algorithm for economic power dispatch,” Int. J.
Elect. Power Energy Syst., vol. 33, no. 1, pp. 115-123, 2011.

C. Wu, H. Li, L. Wu, and Z. Wu, “A multi-agent particle swarm optimiza-
tion for power system economic load dispatch,” J. Comput. Commun.,
vol. 3, no. 9, pp. 83-89, 2015.

R. Khorshidi, F. Shabaninia, M. Vaziri, and S. Vadhva, ‘‘Kalman-particle
filter used for particle swarm optimization of economic dispatch prob-
lem,” in Proc. IEEE Global Humanitarian Technol. Conf., Oct. 2012,
pp- 220-223.

Y. Wu, G. Liu, X. Guo, Y. Shi, and L. Xie, “A self-adaptive chaos and
Kalman filter-based particle swarm optimization for economic dispatch
problem,” Soft Comput., vol. 21, no. 12, pp. 3353-3365, 2017.

U. S. B. Ponrani and S. Dhivya, ‘“Comprehensive learning particle swarm
optimization for economic load dispatch,” in Proc. Int. Conf. Comput.
Commun. Inf., Jan. 2012, pp. 1-6.

S. E. Papadakis and A. G. Bakrtzis, “A GPU accelerated PSO with
application to Economic Dispatch problem,” in Proc. 16th Int. Conf.
Intell. Syst. Appl. Power Syst., 2011, pp. 1-6.

A. El-Gallad, M. El-Hawary, A. Sallam, and A. Kalas, “Particle swarm
optimizer for constrained economic dispatch with prohibited operating
zones,” in Proc. IEEE Can. Conf. Elect. Comput. Eng., vol. 1. May 2002,
pp. 78-81.

A. El-Gallad, M. El-Hawary, and A. Sallam, “Swarming of intelligent
particles for solving nonlinear constrained optimization problem,” Int. J.
Eng. Intell. Syst., vol. 9, no. 3, pp. 155-163, Sep. 2001.

Y.-H. Hou, L.-J. Lu, X.-Y. Xiong, and Y.-W. Wu, “Economic dispatch of
power systems based on the modified particle swarm optimization algo-
rithm,” in Proc. IEEE/PES Transmiss. Distrib. Conf. Expo., May 2005,
pp. 1-6.

15139



IEEE Access

G. Abbas et al.: Solution of an Economic Dispatch Problem Through Particle Swarm Optimization

[260] S. Sive Subramani and P. Raja Rajeswari, ““A modified particle swarm
optimization for economic dispatch problems with non-smooth cost func-
tions,” Int. J. Soft Comput., vol. 3, no. 4, pp. 326-332, 2008.

[261] S.Jalilzadeh, M. Golmohammadi, and J. F. Ardeshir, “Economic dispatch
optimization using virus-evolutionary particle swarm algorithm,” in Proc.
17th Conf. Elect. Power Distrib., 2012, pp. 1-10.

[262] V. Hosseinnezhad and E. Babaei, “Economic load dispatch using
0-PSO,” Int. J. Elect. Power Energy Syst., vol. 49, pp. 160-169,
Mar. 2013.

[263] L. T. A. Bahrani and J. C. Patra, “Orthogonal PSO algorithm for eco-
nomic dispatch of power under power grid constraints,” in Proc. IEEE
Int. Conf. Syst., Man, Mar. 2015, pp. 14-19.

[264] Y.-Z.Hsieh and M.-C. Su, “A Q-learning-based swarm optimization algo-
rithm for economic dispatch problem,” Neural Comput. Appl., vol. 27,
no. 8, pp. 2333-2350, 2016.

[265] M.-K. Baek, J.-B. Park, and K. Y. Lee, “An improved attractive and
repulsive particle swarm optimization for nonconvex economic dispatch
problems,” IFAC-PapersOnlLine, vol. 49, no. 27, pp. 284-289, 2016.

[266] K. Y. Lee and J. B. Park, “Application of particle swarm optimization
to economic dispatch problem: Advantages and disadvantages,” in Proc.
IEEE PES Power Syst. Conf. Expo., Atlanta, GA, USA, Oct. 2006,
pp. 188-192.

[267] B. Yang, Y. Chen, and Z. Zhao, ““Survey on applications of particle swarm
optimization in electric power systems,” in Proc. IEEE Int. Conf. Control
Autom., Jun. 2007, pp. 481-486.

[268] M. R. AlRashidi and M. E. El-Hawary, “A survey of particle swarm
optimization applications in electric power systems,” IEEE Trans. Evol.
Comput., vol. 13, no. 4, pp. 913-918, Aug. 2009.

[269] A. Mahor, V. Prasad, and S. Rangnekar, ‘“Economic dispatch using parti-
cle swarm optimization: A review,” Renew. Sustain. Energy Rev., vol. 13,
no. 8, pp. 2134-2141, 2009.

[270] J. Sharma and A. Mahor, ‘““Particle swarm optimization approach for

economic load dispatch: A review,” Int. J. Eng. Res. Appl., vol. 3, no. 1,

pp. 13-22,2013.

K. Ujjwala Agawane and M. S. Thakare, ““Analysis of PSO strategies for

non-convex economic load dispatch,” Int. J. Eng. Res. Technol., vol. 2,

no. 11, pp. 3485-3493, Nov. 2013.

[272] N. Chaturvedi and A. S. Walkey, “A survey on economic load dispatch
problem using particle swarm optimization technique,” Int. J. Emerg.
Technol. Adv. Eng., vol. 4, no. 3, pp. 188—193, Mar. 2014.

[273] M. R. Ab Ghani, S. T. Hussein, M. Ruddin, M. T. Mohamad, and Z. Jano,
“An examination of economic dispatch using particle swarm optimiza-
tion,” MAGNT Res. Rep., vol.3, no. 8, pp. 193-209, 2015.

[274] H. M. Z. Igbal, A. Ashraf, and A. Ahmad, ‘“Power economic dispatch
using particle swarm optimization,” in Proc. Power Generat. Syst. Renew.
Energy Technol. (PGSRET), 2015, pp. 1-7.

[271

GHULAM ABBAS received the B.E. degree from
the University of Engineering and Technology,
Lahore, Pakistan, in 2004, and the M.E. and the
Ph.D. degrees from the Institut National des Sci-
ences AppliquAles de Lyon, France, in 2008 and
2012, respectively, all in electrical engineering.
He is currently with the Department of Electrical
Engineering, The University of Lahore, Lahore.
He has authored or co-authored number of papers
in various IEEE conferences and international
journals. His current research interests include analog as well as digi-
tal controller designs for power switching converters and power system
optimization.

15140

JASON GU received the bachelor’s degree in elec-
trical engineering and information science from
the University of Science and Technology of China
in 1992, the master’s degree in biomedical engi-
neering from Shanghai Jiaotong University in
1995, and the Ph.D. degree from the University of
Alberta, Canada, in 2001. He is currently a Full
Professor of Electrical and Computer Engineer-
ing with Dalhousie University, Canada. He is also
a Cross-Appointed Professor with the School of
Biomedical Engineering for his multidisciplinary research work. He has over
19 years research and teaching experience and has authored or co-authored
over 260 conference papers and articles. His research areas include robotics,
biomedical engineering, rehabilitation engineering, neural networks, and
control. He is a fellow of the Engineering Institute of Canada. He has been
an Associate Editor for the following journals: the Journal of Control and
Intelligent Systems, Transactions on CSME, Canada, the IEEE TRANSACTION
ON MECHATRONICS, the International Journal of Robotics and Automation,
Unmanned Systems, the Journal of Engineering and Emerging Technologies,
and the IEEE Accgss.

UMAR FAROOQ received the B.Sc. and M.Sc.
degrees in electrical engineering from the Uni-
versity of Engineering and Technology, Lahore,
Pakistan, in 2004 and 2011, respectively. He is
currently pursuing the Ph.D. degree in electrical
engineering with Dalhousie University, Halifax,
NS, Canada. Prior joining the Dalhousie Univer-
sity, he served as a Lecturer and later as an Assis-
tant Professor with the Department of Electrical

: : Engineering, University of the Punjab, Lahore, for
more than six years, where he taught a number of junior and senior level
courses to the undergraduate students. He also established the Society of
Engineering Excellence at the department to promote research activities
amongst the undergraduate students with the generous support of Vice Chan-
cellor, Prof. M. Kamran. In addition, he supervised over 30 senior year design
projects and also supervised the students in various technical design con-
tests, including the hardware projects exhibition, microcontroller interfacing,
circuit designing, technical paper arranged by IEEE, IET, ACM, and other
society chapters in Pakistan and won over 75 awards in these contests for
University of the Punjab, Lahore, in a period of four years. He has authored
or co-authored over 70 papers in peer-reviewed international conferences and
journals. His current research interests include the application of intelligent
control techniques to problems in robotics, biomedical engineering, power
electronics, and power systems.

VOLUME 5, 2017



G. Abbas et al.: Solution of an Economic Dispatch Problem Through Particle Swarm Optimization

IEEE Access

MUHAMMAD USMAN ASAD received the
B.Sc. degree in electrical engineering from
the University of the Punjab, Lahore, in 2010,
and the M.Sc. degree in electrical engineering
from Government College University, Lahore, in
2015. During his stay at Electrical Engineering
Department, University of the Punjab, he served as
the President of Society of Engineering Excellence
(2009) and contributed in the research activities of
the society. He was a recipient of the Gold Medal
Award for his paper on Ball Scoring Robot in 24th IEEEP International
Multi-Topic Symposium, in 2009 and the Silver Medal Award for his paper
on Neural Controller for Robot Navigation in 26th IEEEP International
Multi-Topic Symposium, in 2011. He has authored or co-authored number of
papers in IEEE conferences and international journals. His current research
interests include the intelligent control of robotics and power systems.

VOLUME 5, 2017

MOHAMED EL-HAWARY (S°68-M’72-F’90)
received the B.Eng. degree (Hons.) in electrical
engineering from the University of Alexandria,
Egypt, in 1965, and the Ph.D. degree from the
University of Alberta, Edmonton, AB, Canada,
in 1972. He served on the faculty and was a Chair
of the Electrical Engineering Department with the
Memorial University of Newfoundland for eight
years. He was an Associate Professor of Electrical
Engineering with the Federal University of Rio de
Janeiro for two years and was an Instructor with the University of Alexandria.
He pioneered many computational and artificial-intelligence solutions to
problems in economic/environmental operation of power systems. He has
authored ten textbooks and monographs, and over 130 refereed journal
articles. He has consulted and taught for over 30 years. He is a fellow of the
Engineering Institute of Canada and the Canadian Academy of Engineering.
He was a Killam Memorial Fellow with the University of Alberta.

15141



