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ABSTRACT With awide scope for exploration and research, underwater wireless sensor network (UWSN) is
a fast growing research area in current scenario. UWSNs need energy efficient designing approach, because
underwater sensor nodes are battery driven. Also the deployed batteries cannot be easily recharged by non-
conventional energy resources, like solar energies. Clustering is an effective technique to design an energy
efficient UWSNs. Due to the sparse deployment of nodes and dynamic nature of the channel, the clustering
characteristics of UWSNs are different from those of terrestrial wireless sensor networks. In this paper,
we focused on optimal clustering for UWSNs which are compliant with any one of the acoustic, free space
optical (FSO) and electromagnetic (EM) wave-based communication techniques. Besides, we proposed an
energy dissipationmodel of sensor node for FSO and EMwave-based communication and compared with the
contemporary energy dissipation model for acoustic-based communication. In particular, the suitability of
the above three techniques for underwater communication is investigated and their performance is compared
on the basis of energy consumption and optimal clustering.

INDEX TERMS Acoustic wave, optical wave, electromagnetic wave, Gaussian distribution, clustering,
cluster size optimization, energy efficiency and underwater wireless sensor networks (UWSNs).

LIST OF ACRONYMS

BS Base Station
CH Cluster Head
DAR Data Aggregation Ratio
DBS Distance Based Segmentation
EM Electro Magnetic
FSO Free Space Optical
GPS Global Positioning System
LEACH Low-Energy Adaptive Clustering Hierarchy
MI Magnetic Induction
MP Multi Path
PDF Probability Density Function
RSS Received Signal Strength
TDMA Time-Division Multiple Access
TR Two Ray
TWSNs Terrestrial Wireless Sensor Networks
UW-ASN Underwater Wireless Acoustic

Sensor Networks
UW-EMSN Underwater Wireless Electro Magnetic

Sensor Networks

UW-FSOSN Underwater Wireless Free Space Optical
Sensor Networks

UWSNs Underwater Wireless Sensor Networks

I. INTRODUCTION

Underwater wireless sensor networks (UWSNs) are envi-
sioned to enable applications for a wide variety of purposes
such as tsunami warnings, offshore exploration, tactical
surveillance, monitoring of oil and gas spills, assisted nav-
igation, pollution monitoring, and for many commercial
purposes. To make those applications viable, there is a
need to enable communications among underwater devices.
The major challenges associated with underwater applica-
tions are as follows: (i) A high propagation delay which
is about five orders of magnitude higher than that in the
terrestrial environment. (ii) The channel is dynamic in
nature, especially because of multi-path fading problem.
(iii) Owing to dynamic channel characteristics, high bit
error rates and temporary losses of connectivity can be
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TABLE 1. Comparison of communication techniques in underwater scenario.

experienced. (iv) Battery power is limited and usually it
is non-rechargeable, solar energy also cannot be exploited.
(v) Underwater sensors are prone to failure because of pollu-
tion and corrosion [1], [2]. An underwater acoustic, free space
optical and EM sensor networks (UW-ASN, UW-FSOSN,
UW-EMSN) can be conceived of as an adhoc network con-
sisting of sensor nodes connected by an acoustic, optical and
EM medium to perform distributed sensing tasks. Owing to
the saline nature of the water medium, the high frequency
EM waves are affected by severe attenuation. So, these high
frequency waves are not suitable for underwater environ-
ments. On the other hand, low-frequency waves ranging from
30–300 Hz can propagate over long spaces in such a dynam-
ically changing environment. However, for transmission of
such low frequency signals, a large sized antenna with high
transmission ability is needed, which is impractical. In con-
trast, although optical waves do not suffer from the problem
of attenuation, they need a high precision pointing beams
which generally are affected by scattering. On the other hand,
for underwater medium; acoustic waves are less lossy and
support long range signal transmission. Thus, acoustic signals
are majorly employed in underwater communication. How-
ever, underwater acoustic waves are also limited by multi-
path and fading losses, Doppler effects, high propagation
delay, and low available bandwidth [3], [4]. The Table 1
lists the advantages and disadvantages of all communication
techniques in an underwater environment.

It is well known that low energy adaptive clustering hier-
archy (LEACH) is a terrestrial clustering protocol. In this
protocol, in order to evenly distribute energy load, all the
nodes are given the role of being a cluster head (CH).
The CH is chosen based on random probabilities, varia-
tion of node residual energies with time. Let us consider
using LEACH protocol in a big network. In the course
of transmitting data to the BS, sometimes a farthest node
becomes a CH. Then that CH has to drain a lot of energy
because of large distance to BS. Owing to this, the lifetime
of nodes significantly decreases. Therefore LEACH is not
suitable for large scale networks and is limited to small
scale networks [5]–[7]. From the above mentioned literature,
it can be understood that clustering can be possible in small
scale networks. By using clustering in small scale networks,

energy can be further conserved. Especially, clustering
becomes useful in energy hungry underwater wireless sensor
networks.

In our work, we have used distance based segmenta-
tion (DBS) clustering protocol which is a variant of LEACH
protocol. we assumed the availability of underwater EM as
well as FSO nodes in simulation. These nodes have small
transmission range. So, even for a small area, we require
to deploy many sensor nodes. So, it gives rise to a small-
scale dense network. In a dense network, clustering topol-
ogy is the best way to optimize the energy consumption.
Thus, in order to achieve energy efficiency, it is neces-
sary to apply clustering technique in underwater scenarios
even with EM and FSO communication based sensor
nodes.

In order to deal with the limited supply of energy,
the technique of clustering is generally incorporated. The
fundamental concept of clustering is to partition the sens-
ing area into many small segments which are mostly non-
overlapping in nature. In every cluster, there is one cluster
head (CH) and many cluster members (non-CHs) [8]. The
CH fuses the received information bits into a single lump
of data and transfers it to base station (BS). By means of
clustering, the transmission distance can be minimized by
the communication of short distant CHs, and the energy
dissipation is minimized by removal of redundant transmis-
sions. To enhance the performance of clustering scheme,
a proper topology of intra and inter-cluster communication
needs to be chosen either as single-hop or multi-hop. This
choice depends not merely on the cluster size, but also on the
distance between CH and BS. In addition to that, in UWSNs,
the overall energy performance is affected also by the optimal
number of clusters.

In this paper, we assumed a random Gaussian distribution
for deployment of nodes; due to following reasons: It is
the most common distribution used for system modelling
in networking. Any analytical model developed for uniform
and random distribution can be applied to Gaussian dis-
tribution under some special constraints [9]. Especially in
underwater applications, where sensor nodes easily move out
of desired sensing areas due to tide, wind, human and animal
intervention.
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A. MOTIVATION
To improve the network longevity, a weighted probability
based energy efficient heterogeneous clustering scheme is
introduced by Kumar et al. [10]. Herein, by taking advantage
of node heterogeneity, achieves a higher network lifetime
which outperforms LEACH protocol. However, the effect
of more than two levels of hierarchy needs to be evalu-
ated. An energy effective cluster head selection algorithm
based on particle swarm optimization was introduced by
Rao et al. [11], which considers BS distance, in-cluster dis-
tance and residual energy of nodes for finding the energy
efficiency of algorithm. This technique performs better than
the existing ones, especially in terms of number of packets
received by the BS. The robustness of the algorithm, however
needs to be verified with the heterogeneous nature of nodes.

Addressing the energy limitations in the underwater
environment Tran and Oh [12], proposed a new clustering
scheme for UWSNs based on data aggregation with a
similarity function that can be used to reduce data redun-
dancy. This outperforms the protocols without data aggre-
gation. A distributed clustering scheme was proposed by
Domingo and Prior [13] which especially suits long-term
non-time critical marine monitoring applications. This proto-
col shows a consistent packet delivery ratio and throughput.
However, it can be further improved by incorporating the for-
mation of adaptive clusters by understanding the interrelation
between energy consumption and overhead cost.

Förster et al. [14] through an experimental analysis quan-
tified the optimal cluster size and showed how an opti-
mal cluster should look like. But, this algorithm needs to
focus on optimizing and evenly distributing the overhead
among all the nodes. Zhang et al. [15] proposed an energy
efficient algorithm which has energy-harvesting (EH) nodes,
which simply take part in relaying the data from CH to
the BS. With this new architecture, the overall network
lifetime is prolonged. It is shown that the optimal number
of clusters are not affected by the presence of these EH
nodes. Ahmed et al. [16] introduced a Markov Chain model-
based optimal cluster heads (MOCHs) selection for WSNs,
bywhich the uneven energy distribution is mitigated by a con-
trol mechanism wherein, the BS controls the number of CHs
while the CHs control the cluster members. This protocol
tackles the problem of backward transmission and provides
stable clustering. This protocol can further be improved by
incorporating energy harvesting schemes. Amini et al. [17]
provided a mathematical framework to determine the optimal
cluster size considering EM wave and applied it to a gener-
alized LEACH protocol. In [18], Kumar et al. by considering
a Gaussian node distribution in a square sensing field with
the BS at the centre of sensing field, developed a closed
form expression of optimal number of clusters for TWSNs.
Kumar et al. [19] incorporated a Tunable elfes sensing model
and studied its impact on network coverage and provided
an expression for optimal number of clusters for the same.
All of the above optimal clustering models are developed
for terrestrial WSNs with EM wave as the means of com-

munication. Goyal et al. [20] introduced an intra and inter
cluster communication technique, which is a fuzzy based
cluster head and cluster size selection technique. Also, it uses
different means for intra and inter cluster communication.
This technique is a generic method of finding optimal clusters
and it is more energy efficient even in a densely deployed
network. Choi and Lee [21] proposed an energymodel to find
the energy dissipated in a probabilistic cluster-head selection
method. Using this model, the optimal number of cluster is
determined. The energy analysis is done with an assumption
that the sensing field is in disc shape, however, the model
needs to be further improved for a realistic sensing field as
well.

Zhang et al. [22] developed a parallel processing under-
water clustering technique which optimises the number of
clusters by using particle swarm optimization. By consid-
ering residual energy, cluster head load and cluster range,
this algorithm reasonably balances the load and enhances
network longevity with less complexity. Zhao and Liang [23]
for the first time proposed an energy model of acoustic
wave propagation for UWSNs. Further, authers found the
minimum required cluster size by considering the BS to
be at the centre of sensing field. De Souza et al [24] studies
the effect of joint optimization of the number of hops, re-
transmissions, code rate and signal to noise ratio. It pro-
vides a limit for an optimum number of multi-hops and
re-transmissions.

In our work, in contrast to the above literature, we consid-
ered the acoustic, EM and FSO based underwater communi-
cation techniques. Also, we proposed an energy dissipation
model for sensor node based on EM and FSO wave commu-
nication in underwater scenario. Besides, we placed the BS
at the three different positions viz., at the center of sensing
field, at the corner of sensing field and at the lateral midpoint
of sensing field. Also for these positions, we analytically
calculated the closed form expression for optimal number of
clusters for all the above three underwater communication
techniques.

B. CONTRIBUTIONS
The main contributions of our work are enumerated herein.

• Development of the energy dissipation model of sensor
node for EM and optical wave communication in under-
water environment.

• Derivation of analytical expressions of optimal number
of clusters for UW-EMSN, UW-FSOSN and UW-ASN.

• Development of Gaussian distributed UWSNs in which
the BS follows a classical sensing model along with
consideration of boundary effects.

• Comparison of the UW-EMSN, UW-FSOSN and
UW-ASN based on the optimal number of clusters and
energy consumption for different positions of BS (cen-
ter, corner and lateral midpoint of the square sensing
field).
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The following sections of this paper are organized as fol-
lows: In Section II, network model is described along with
an informative background. Section III presents the proposed
method along with an energy consumption model of sensor
nodes. It also explains the analytical model of optimized
cluster size for Gaussian distributed UWSNs. Section IV
covers the results and analysis. Finally, Section V concludes
the paper along with future scope.

II. PRELIMINARIES AND DEFINITION
In UWSNs, sensor nodes are grouped into non overlapping
subset called cluster in order to attain perfect data aggregation
and high scalability [12]. In clustering process, CHs are
selected on the basis of these parameters: residual energy, het-
erogeneity, dynamics of node deployment etc. Fig. 1 shows
the detection of submarine by using clustering in UWSNs.
In this figure, many acoustic sensor nodes are distributed over
underwater seabed which detect the movement of underwater
submarine. These nodes communicate with their CHs through
acoustic signals. Further, CHs send all the received signals
to the BS. Finally, the BS sends the signal to man-controlled
computer via satellite communication. In the place of acoustic
signals, FSO and EM signals also can be used. But these
communication techniques have their own pros and cons in
underwater medium.

FIGURE 1. Underwater wireless sensor network.

The following assumptions are made in this work:
1) All sensor nodes are considered as stationary and

identical after deployment. Each node is assigned a
unique ID.

2) The nodes have the power control ability and all are
time synchronized.

3) Nodes are always in active state.
4) Nodes do not have global positioning system (GPS) and

therefore, they are not location-aware. On the basis of
received signal strength (RSS) from the BS, they can
approximate their distance from the BS.

A. DATA AGGREGATION
In clustering, the CHs are liable for aggregating data signals
of their non-CHs and produce a complete single signal.

B. SENSING COVERAGE
Sensing coverage is defined as the ratio of the actual net-
work coverage area to the desired area of coverage and it
lies between 0 and 1. The sensing coverage depends on the
density of the deployed sensor nodes. For a densely deployed
sensor network the sensing coverage will be 100% for some
initial time and based on the number of alive nodes its value
eventually changes [25].

C. OPTIMAL CLUSTERING
Optimal clustering plays a key role in achieving energy
efficiency of a sensor network. Having a more number of
clusters while keeping equal processing load on each CH, will
increase the overall communication overhead. As a result,
the overall energy consumption gets increased. In contrast,
if the number of cluster is less, then it will result in a large size
of each cluster. In a large sized cluster, the farther nodes need
more energy to transmit data to its respective CH. Therefore,
cluster size cannot be too big or too small, an optimal cluster
size needs to be chosen. Eventually, there will be an opti-
mal number of clusters. Forming optimal number of clusters
improves network lifetime, energy efficiency, and scalability.

D. DECENTRALIZED CLUSTER-BASED ALGORITHM
In Distance based segmentation (DBS) clustering, the nodes
self-organize themselves into a number of clusters in a
decentralized way. DBS protocol provides a parallel version
of LEACH algorithm to eliminate the energy imbalance that
LEACH usually incurs. DBS modifies the cluster selection
policies by giving more consideration to sensing coverage
and the distance between the node and the BS.

FIGURE 2. Timing diagram of a single round of clustering technique.

Decentralized cluster-based protocols split the network
schedule into multiple rounds of fixed duration. As shown
in Fig. 2, each round comprises a set-up phase, and a steady-
state phase which has a number of time frames. During set-up
phase, some sensor nodes elect themselves as cluster heads
by using a distributed algorithm performed in each node.
Later, the selected nodes state their election as cluster head
to the other remaining nodes in the network. Then, the rest of
the nodes organize themselves into local clusters by electing
themost suitable CH (normally the closest CH). In the steady-
state phase, within each frame, a non-CH node sends the
sensed data to its CH (using TDMA), and in turn CH transfers
the data to the BS.
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In DBS protocol [26], the central idea is that, the nodes that
are closer to the BS become a CH more often than the nodes
which are farther to the BS. This is to avoid the occurrence
of great difference between the energy levels of a near node
and a far node. This technique enhances the energy efficiency
of system as well as the network sensing coverage. To this
end, in DBS, the total sensing area is divided into a finite
number of identical segments. It can be easily understood that
in each round of DBS, the cluster count is same as that in
LEACH, and the CH probabilities of nodes are distributed as
(p ± δp, p ± 2δp . . . ) equal to that for LEACH. The optimal
percentage of cluster head nodes (p) is equal to the ratio of
the optimal number of clusters (Kopt ) to the total number of
sensor nodes in the network (N ), i.e., p = Kopt/N . If δp is set
to, then DBS becomes LEACH protocol, and therefore DBS
can be considered as a special case of LEACH.

E. DEPLOYMENT OF NODES
In Gaussian distribution, the probability density func-
tion (PDF) for a sensor node residing at the point (x, y) with
respect to deployment point (x0, y0) is given as follws [27]

f (x, y) =
1

2πσxσy
e
(x−a)2

2σ2x e
(y−a)2

2σ2y (1)

where σx and σy are the standard deviations of x and y co-
ordinate. For one dimensional Gaussian distribution, the PDF
can be defined as follows:

f (y) =
1√
2πσy

e
(y−a)2

2σ2y (2)

where a is the mean distance and σy represents standard
deviation.

From the literature, we can infer that the existing under-
water communication is viable with acoustic communication
technology. The range of an acoustic modem is up to 10 Km.
Due to this large communication range the under acoustic
nodes are generally sparsely dispersed inside water. This
kind of node deployment is used in applications like habitat
monitoring, pollution monitoring etc, which are non data-
critical applications (data loss is acceptable to certain extent).
But in data-critical, coverage critical defense applications like
tactical surveillance, intruder detection, a slightest data loss
also may not be accepted. In such cases, a dense deployment
of nodes is required [28]–[31]. So, in UWSNs also, both
sparse and dense node deployments are possible.

F. ACOUSTIC ENERGY DISSIPATION MODEL
Generation of acoustic wave takes place when compression
and dilations have passed from one point to the other point
by the propagation of mechanical perturbation. It is the elastic
property of the propagation medium. Jurdak et al. [32] pro-
posed the acoustic wave propagation model on the basis of
data and formulae available in [23], [33]

SL = TL + 85 (3)

where TL is the transmission loss and SL is the source
level. All the parameters present in the equation (3) are
in dB re µPa, and value of 1µPa is equal to 0.67 ×
10−22Watts/cm2. Transmission loss depends on the shape of
the signal. For cylindrical spread signals its value is equal to

TL = 10 log d + αd×10−3 (4)

where α is the medium absorption coefficient which depends
on the frequency, d is the distance between transmitter and
receiver in meters. For a temperature range from 40C to
200C , the measured value of medium absorption in shallow
seawater is given by [32], [34]

ᾱ =


0.0601× f .8552 for 1 ≤ f ≤ 6
9.7888× f 1.7885 × 10−3 for 7 ≤ f ≤ 20
0.3026× f − 3.7933 for 21 ≤ f ≤ 35
0.504× f − 11.2 for 36 ≤ f ≤ 50

(5)

The required threshold value of α, indicated by ᾱ, must
be larger than ᾱ for getting better reception quality. But
ᾱ is a monotonically decreasing function of frequency f .
We considered ᾱ as α(f ) in the rest of this paper for the
sake of easiness. The essential transmitter power Pt to obtain
intensity It at a distance of 1 m is given as,

Pt = 2π × 1m× H × It (6)

where It is defined in term of SL by

It = 10
SL
10 × 0.67× 10−18 (7)

Finally, Pt will be represented by the equation. (6)

Pt = ZHdea(f )d (8)

where Z ∼= 2π (0.67)10−9.5, a (f ) ∼= 0.001α(f )ln10, H is the
water depth in meters.

To transmit l bits over distance d , the dissipated transmis-
sion energy can be expressed as

ETX (l, d) = lETelect + lTbZHdtoCHe
a(f )dtoCH . (9)

and the receiver radio energy consumption can be expressed
as

ERX (l, d) = lERelect (10)

where, ETelect and E
R
elec is the energy consumed by the trans-

mitter and receiver electronics to process the l bit data and Tb
is the bit duration in second.

III. PROPOSED WORK
In this section, we propose the energy dissipation model
of sensor node which uses EM and FSO communication in
underwater medium. Moreover, we have also derived analyt-
ical expression to find the optimal number of clusters in EM,
FSO and acoustic wave based UWSNs. Finally, the proposed
concept has been validated for Gaussian distributed UWSNs,
where BS is positioned at different locations in the sensing
field.
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FIGURE 3. Energy dissipation model of sensor node based on acoustic, FSO and EM wave.

A. DEVELOPMENT OF ENERGY DISSIPATION
MODEL OF SENSOR NODES
In this subsection, considering FSO and EMwave based com-
munication we derived an expression for energy dissipation
of sensor node. Fig. 3 shows the integrated energy dissipation
model of a sensor node based on acoustic, FSO and EMwave
communication.

FIGURE 4. Geometry of optical property [37].

1) OPTICAL WAVE COMMUNICATION
Underwater free space optics is an appropriate alternative for
underwater wireless communication technology, especially
for coastal, shallow and fresh water environments where,
some of the problems related with acoustic communication
can be overcome [35], [36]. Two main factors that result
in loss of optical power in underwater medium are absorp-
tion and scattering coefficient. For simple understanding of
absorption and scattering coefficient, a geometrical model of
elemental volume of water 1V with thickness 1r is shown
in Fig. 4. When a light beam of incident power (Pi) having a
wavelength λ is sent in water, a small fraction of the incident
light is absorbed by the water which is expressed as (Pa) and
other fraction is scattered denoted by (Ps). The remaining
light power Pt is passed through the water unaffected. So on
the basis of the concept of energy conservation it can be stated
as [37]

Pi(λ) = Pa(λ)+ Ps(λ)+ Pt (λ) (11)

The absorbance (A) can be defined as the ratio of absorbed
power to the incident power, scatterance (B) is the ratio of

scattered power to the absorbed power [37].

A(λ) =
Pa(λ)
Pi(λ)

, B(λ) =
Ps(λ)
Pi(λ)

(12)

The absorption and scattering coefficients are obtained by
taking thickness (1r) infinitesimally small [37]

a(λ) = lim
1r→0

A(λ)
1r
=
dA(λ)
dr

(13)

b(λ) = lim
1r→0

B(λ)
1r
=
dB(λ)
dr

(14)

So, the overall attenuation in underwater can be expressed as
a linear combination of absorption and scattering coefficients,
which is given by beam attenuation coefficient α [37]

α(λ) = a(λ)+ b(λ) (15)

where a is related with the absorption of water and b models
the scattering which depends both on the wavelength of light
and turbidity. Table 2 illustrates the attenuation coefficients
for four types of water: pure sea water, clean ocean water,
coastal ocean water, and turbid harbor water at 520 nmwave-
length. The optical propagation loss factor, LLF (λ, d) can be
given as [37]

LLF (λ, d) = e−α(λ)d (16)

where α(λ) is attenuation coefficient in (m−1), λ is the
operating wavelength in nanometer (nm) and d is the dis-
tance between transmitter and receiver in meters. On the
basis of attenuation coefficient, Beer-Lambert law introduces
the simplest and most widely used scenario to describe the
light attenuation effects in underwater environment [38]. The
transmitted optical power loss in underwater can be expressed
as an exponentially decaying function of path length d as [37]

PT = P0e−α(λ)d (17)

whereP0 is the power of the optical source inmilliwatt (mW),
PT is the transmitted power.

So, to transmit l bits of data over a distance d , the trans-
mitted energy consumption can be expressed as

ETX (l, d) = lETelect + lP0Te
−α(λ)d (18)
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TABLE 2. Attenuation coefficient of different water conditions [39].

and the receiver energy consumption can be expressed as

ERX (l, d) = lERelect (19)

where, ETelect and E
R
elec is the energy consumed by the trans-

mitter and receiver electronics to process the l bit data, T is
transmission time and P0 is the power of the optical source in
milliwatt (mW).

2) EM WAVE COMMUNICATION
EM waves can propagate in air at a propagation speed of
3×108 m/s, but in other media, the speed of the wave slightly
decreases according to the characteristics of propagation
medium [40]. Generally, EM waves are being used in air.
But, in order to develop a realistic energy dissipation model
for EM wave in the underwater environment, the underwater
behaviour of EM wave must be discussed. The foremost
property is conductivity. With an increase of conductivity of
the medium, the transmitted signal experiences more atten-
uation [41]. The secondary properties are permeability and
permittivity. Permeability is the capacity of the medium to
store magnetic energy. Since water is nonmagnetic, the per-
meability of the water is same as that of free space,µseawater =
µfreespace. The relative permittivity is also called as the dielec-
tric constant of the medium and it describes the capability
of a medium to transmit an electric signal. The underwater
propagation experiences ohmic losses due to relatively high
conductivity of seawater. Channel model formulation for
underwater is done by expressing the conductivity in terms
of frequency dependent propagation constant. The complex-
valued propagation constant k is given by [41]

k = β − jα =

√
µε(1− j

σ

ωε
) (20)

where, ε is the permittivity, µ is the permeability, and
ω = 2π f is the angular frequency, σ is the conductivity
of propagation medium, β is the attenuation coefficient and
α is the phase constant. The characteristic impedance η of the
medium is defined as

η =

√
µ

ε
(1− j

σ

ωε
)−1 (21)

where σ ≥ 2π f ε and α = β '
√
π f µσ . Finally wavelength

can be defined as

λ =
2π
β

(22)

putting the value of β in equation (22), the approximate value
of λ is

λ ≈

√
4π
f µσ

(23)

since µ = µ0 = 4π × 10−7H/M

λ ≈

√
10

fMHzσ
(24)

where fMHz is the frequency in MHz and the path loss
equation for EM wave is ( 4πd

λ
)2. By putting the value of λ

in this, it shows that the path loss depends on both trans-
mission distance as well as conductivity (σ = σuw) of
the medium. The variation in the values of conductivity for
different underwater media is shown in Table 4. The energy
dissipation model for underwater EM wave communication
depends on both distance and conductivity. To transmit l bits
over distance d , the transmitted energy consumption can be
expressed as

ETX (l, d) = lETelect + lεampσuwd
2 (25)

and the receiver energy dissipation can be expressed as

ERX (l, d) = lERelect (26)

where, σuw is the conductivity of underwater medium, ETelect
and ERelec is the energy consumed by the transmitter and
receiver electronics to process the l bit data. In underwater
environment, the amount of energy dissipated in transmitting
and receiving the signal by acoustic, FSO and EM wave is
summarized in Table 3.

B. ANALYTICAL EXPRESSION FOR OPTIMAL NUMBER
OF CLUSTERS OF ACOUSTIC, EM AND OPTICAL
WAVE COMMUNICATION
To enhance the network lifetime total energy expenditure
should be minimized and therefore, total energy consumption
during a round (Eround ) shown in Fig. 2. In this subsec-
tion, an analytical expression for optimal number of clusters
is derived with consideration of acoustic, EM and optical
communication in UWSNs. In this paper, we assume M×M
a square sensing field with N number of sensor nodes.
K denotes the number of clusters in the sensing field. If we
assume same size and shape of clusters, then N

K number of
average nodes will be there in a particular cluster.

1) EXPRESSION FOR OPTIMAL NUMBER OF CLUSTERS
USING ACOUSTIC WAVE
The energy dissipated in non-CH members during a single
round is given as

ENonCH = lETelect + lTbZHdtoCHe
a(f )dtoCH (27)

where l is the number of bits transmitted from transmitter to
receiver and dtoCH is the distance between non-CHs to its CH.
In case of acoustic signal up to a 15 KHz frequency, we can

VOLUME 5, 2017 12767



S. Yadav, V. Kumar: Optimal Clustering in Underwater Wireless Sensor Networks

TABLE 3. Transmitter and receiver dissipation energy for acoustic, EM and optical wave.

approximate the exponential term present in the equation (27)
up to two terms. Now the Equation becomes

= lETelect + lTbZHdtoCH (1+ a(f )dtoCH )

= lETelect + lTbZHE[dtoCH ]+ a(f )lTbZHE[d
2
toCH ] (28)

For the given area of M×M and total number of cluster K ,
the mean square distances from a non-CH to its CH; for
K = 1 and K>1 are M2

12 and M2

6K respectively. By putting this
value, Equation (28) is modified as follows

= lETelect + lTbZH (
M2

12
)+ a(f )lTbZH (

M2

6K
) (29)

Energy dissipated by the CHs during the single round is as
given below (we assume that in each round there is one frame)

ECH = (
N
K
−1)lERelect + lE

T
elect+lTbZH (dtoBS + a(f )d2toBS )

(30)

Hence, the total energy dissipated in the entire cluster during
a single round will be equal to the sum of energies consumed
by CH and non-CH.

ECluster = ECH + (
N
K
− 1)ENonCH (31)

So Eround can be expressed as follows:

Eround = KECluster
= NlERelect − KlE

R
elect + KlE

T
elect + KlTbZH (dtoBS

+ a(f )d2toBS )+ NlTbZH (
M2

12
)+Na(f )lTbZH (

M2

6K
)

+NlETelect − KlE
T
elect − KlTbZH (

M2

12
)

− a(f )lTbZH (
M2

6
) (32)

Taking the first and second partial derivative of Eround with
respect to K will provide the maximum or minimum value
of K ,

∂Eround
∂K

= −lERelect + lTbZH (dtoBS + a(f )d2toBS )

− Na(f )lTbZH (
M2

6K 2 )− lTbZH (
M2

12
)

For maxima or minima of the function Eround

∂2Eround
∂K 2 = 2Na(f )lTbZH (

M2

6K 3 ) (33)

Since the second partial derivative of Eround , is positive so
it will be minimum. By equating ∂Eround

∂K to zero, we get

the optimal number of clusters (Kopt )Acoustic for acoustic
communication

(Kopt )Acoustic

=

√√√√(
(N6 )a(f )TbZHM

2

TbZH (dtoBS + a(f )d2toBS )−
M2

12 TbZH − E
R
elect

) (34)

2) EXPRESSION FOR OPTIMAL NUMBER OF CLUSTERS
USING OPTICAL WAVE
Energy dissipation model of sensor node using an optical
communication can be expressed as

ETX (l, d) = lETelect + ETX−OPT (l, d)

ETX (l, d) = lETelect + lP0Te
−α(λ)d (35)

where l is the number of bits that are transmitted from trans-
mitter to receiver, P0 is the optical power, T is transmission
time, α (λ) is attenuation coefficient and dtoCH is the distance
between non-CHs to CHs. In case of optical signal up to
a 532 nm wavelength we can approximate the exponential
term present in the Equation (35) up to two terms. So energy
dissipated in non-CHs during a single round is given by

ENonCH = lETelect + lP0T (1− α(λ)dtoCH +
α2(λ)d2toCH

2
)

= lETelect + lP0T − lP0Tα(λ)E[dtoCH ]

+ lP0T
α2(λ)E[d2toCH ]

2
(36)

For the given area of M×M and total number of cluster K ,
the mean square distances from a non-CH to its CH; for
K = 1 and K>1 are M2

12 and M2

6K respectively. By putting this
value, Equation (36) is modified as follows

= lETelect + lP0T − lP0Tα(λ)
M2

12
+ lP0Tα2(λ)

M2

12K
(37)

Energy dissipated by the CHs during the single round is (we
assume that in each round there is one frame):

ECH = (
N
K
− 1)lERelect + lE

T
elect + lP0T (1− α(λ)dtoBS

+
α2(λ)d2toBS

2
) (38)

Hence, the total energy dissipated in the entire cluster during
a single round will be equal to the sum of energies consumed
by CHs and non-CHs.

ECluster = ECH + (
N
K
− 1)ENonCH (39)
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So Eround can be expressed as follows:

Eround = KECluster (40)

Eround = NlERelect − KlE
R
elect + KlE

T
elect − KlP0Tα(λ)dtoBS

+KlP0T
α2(λ)d2toBS

2
+ NlETelect + NlP0T

−NlP0Tα(λ)
M2

12
+ NlP0Tα2(λ)

M2

12K

−KlETelect + KlP0Tα(λ)
M2

12
(41)

First and second partial derivative of Eround with respect to
K will provide the maximum or minimum value of K . Since
∂2 Eround
∂K > 0 so it will be minimum and minimum value is

obtained by putting ∂Eround
∂K = 0

0 = −lP0Tα(λ)dtoBS + lP0T
α2(λ)d2toBS

2
− lP0TNα2(λ)

×
M2

12K 2 + lP0Tα(λ)
M2

12
− lERelect

Finally we get the optimal number of clusters (Kopt )FSO for
optical wave

(Kopt )FSO

=

√√√√ NP0Tα2(λ)M
2

12

P0Tα(λ)(−dtoBS +
α(λ)d2toBS

2 )− ERelect + P0Tα(λ)
M2

12
(42)

3) EXPRESSION FOR OPTIMAL CLUSTERS USING EM WAVE
Energy dissipation model of sensor node using EM wave
communication can be expressed as

ETX (l, d) = lETelect + ETX−EM (l, d)

ETX (l, d) = lETelect + lεampσuwd
2

where l is the number of bits that are transmitted from trans-
mitter to receiver, εamp is the amplifier energy, σuw is the
conductivity of water.

The energy dissipated in non-CHs during a single round.

ENonCH = lETelect + lεfsσuwd
2
toCH

Where dtoCH is the distance between non-CHs to CHs.

ENonCH = lETelect + lεfsσuwE[d
2
toCH ] (43)

For the given area of M×M and total number of cluster K ,
the mean square distances from a non-CH to its CH; for
K = 1 and K>1 are M2

12 and M2

6K respectively. By putting this
value, equation (43) is modified as follows

ENonCH = lETelect + lεfsσuw
M2

6K
(44)

Energy dissipated by the CH during the single round is (we
assume that in each round there is one frame):

ECH = (
N
K
− 1)lERelect + lE

T
elect + lεampσuwd

2
toBS (45)

Hence, the total energy dissipated in the entire cluster during
a single round will be equal to the sum of energies consumed
by CHs and non-CHs.

ECluster = ECH + (
N
K
− 1)ENonCH (46)

So Eround can be expressed as follows:

Eround = KECluster
Eround = NlERelect − KlE

R
elect + Klεampσuw(d

2
toBS )

+NlETelect − lεfsσuw
M2

6
+ Nlεfsσuw

M2

6K
(47)

First and second partial derivative of Eround with respect to
K will provide the maximum or minimum value of K . Since
∂2 Eround
∂K > 0 so it will be minimum and minimum value is

obtained by putting ∂Eround
∂K = 0

0 = −lERelect + lεampσuw(d
2
toBS )− Nlεfsσuw

M2

6K 2

Finally we get the optimal number of clusters (Kopt )EM for
EM wave

(Kopt )EM =

√√√√ Nεfsσuw M
2

6

εampσuw(d2toBS )− E
R
elect

(48)

TABLE 4. Water conductivity.

TABLE 5. Parameter used in paper and its definition.

C. ANALYTICAL MODEL FOR GAUSSIAN
DISTRIBUTED UWSNs
In this model, we consider the sensing field as of square-
shaped (side length = M). Due to central and axial symmetry,
square shaped sensing fields are of special interest in most of
the research projects [17], [42]. Therefore, squared shapes are
assumed for the sensing field to evaluate the optimal cluster
size. In our model, we have varying locations of BS. We put
the BS at the center, at a corner, and at the lateral mid point of
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TABLE 6. Closed-form expressions for the optimal number of clusters for acoustic, EM and FSO communication based UWSNs.

the sensing field which is shown in Fig. 6. In case when the
BS is located at the center, the probability p that the distance
between a randomly chosen point and the BS is less than y
should be obtained [43]–[45]. The minimum and maximum
value of angle γ are 0 and π

4 radian respectively, where

γ = arctan

√
y2 − M2

4
M
2

(49)

The PDF can be expressed as:

f (y) =



√
2πy

M2σy
e
(y−a)2

2σ2y for 0 ≤ y ≤
M
2

1√
2πσy

(
2πy
M2 −

8yγ
M2 )e

(y−a)2

2σ2y for
M
2
≤ y ≤

M
√
2
(50)

For simplicity takes σy = σ .

1) WHEN BS IS AT THE CENTER OF THE SENSING FIELD
a: CALCULATION OF EXPECTED VALUE OF dtoBS
Let the dimensions of the sensing field areM×M and assume
that the BS is located at the center of the sensing field. Nodes
in the sensing field follow the Gaussian distribution that can

be shown in Fig. 5. To evaluate the expected distance from
the center to the overall area of the sensing field, we integrate
yf (y) in the interval of [0, M

√
2
]. The values for all combina-

tions of standard deviation of Gaussian distribution σ and
mean distance a are shown in Table 7.

FIGURE 5. Square-shaped sensing field with BS at the center (y > M/2).
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TABLE 7. Average value of dtoBS , d2
toBS , d4

toBS when BS at center, corner and lateral mid point of sensing field.

b: CALCULATION OF EXPECTED VALUE OF d2
toBS

To evaluate the expected distance from the center to the
overall area of the sensing field, we integrate d2toBS = x2+ y2

to PDF f (y) in the interval of [−M
2 ,

M
2 ]. The values for all

combinations of standard deviation of Gaussian distribution
σ and mean distance a are shown in Table 7.

c: CALCULATION OF EXPECTED VALUE OF d4
toBS

To evaluate the expected distance from the center to the over-
all area of the sensing field, we integrate d4toBS = (x2 + y2)4

to PDF f (y) in the interval of [−M
2 ,

M
2 ]. The values for all

combinations of standard deviation of Gaussian distribution
σ and mean distance a are shown in Table 7.

2) WHEN BS IS AT THE CORNER OF THE SENSING FIELD
a: CALCULATION OF EXPECTED VALUE OF dtoBS
Let the dimensions of the sensing field are M × M and
assume that the BS is located at the corner of the sensing field.
Nodes in the sensing field follow the Gaussian distribution.
To evaluate the expected distance from the corner to the
overall area of the sensing field, we integrate yf (y) in the
interval of [0,M ]. The values for all combinations of standard
deviation of Gaussian distribution σ and mean distance a are
shown in Table 7.

b: CALCULATION OF EXPECTED VALUE OF d2
toBS

To evaluate the expected distance from the corner of the sens-
ing field to the overall area of the sensing field, we integrate

TABLE 8. Simulations parameters [17], [37], [46].

(x2 + y2)f (y) in the interval of [0,M ]. The values for all
combinations of standard deviation of Gaussian distribution
σ and mean distance a are shown in Table 7.

c: CALCULATION OF EXPECTED VALUE OF d4
toBS

To evaluate the expected distance from the corner of the sens-
ing field to the overall area of the sensing field, we integrate
(x2 + y2)2f (y) in the interval of [0,M ]. The values for all
combinations of standard deviation of Gaussian distribution
σ and mean distance a are shown in Table 7.
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3) WHEN BS IS AT THE LATERAL MIDPOINT (MIDPOINT OF
ANY OF THE SIDES OF A SQUARE) OF THE SENSING FIELD
a: CALCULATION OF EXPECTED VALUE OF dtoBS
Let the dimensions of the sensing field areM×M and assume
that the BS is located at the lateral midpoint of the sensing
field. Nodes in the sensing field follow the Gaussian dis-
tribution. To evaluate the expected distance from the lateral
midpoint of the square to the overall area of the sensing
field, we integrate (M

√
y2 +M2 + y2 arcsin(My ))f (y) in the

interval of [0,M ]. The values for all combinations of standard
deviation of Gaussian distribution σ and mean distance a are
shown in Table 7.

b: CALCULATION OF EXPECTED VALUE OF d2
toBS

To evaluate the expected distance from the lateral midpoint of
the square to the overall area of the sensing field, we integrate
((x−M

2 )
2
+y2)f (y) in the interval of [0,M ]. The values for all

combinations of standard deviation of Gaussian distribution
σ and mean distance a are shown in Table 7.

c: CALCULATION OF EXPECTED VALUE OF d4
toBS

To evaluate the expected distance from the lateral midpoint of
the square to the overall area of the sensing field, we integrate
((x−M

2 )
2
+y2)2f (y) in the interval of [0,M ]. The values for all

combinations of standard deviation of Gaussian distribution
σ and mean distance a are shown in Table 7.

IV. RESULTS AND ANALYSIS
We derived a closed form mathematical expression to find
the optimal number of clusters in acoustic, EM wave, FSO
communication based underwater sensor networks. In this
section, the performance of optimal clustering in all these
sensor networks is analyzed. The optimal number of clusters
depends on the factors like dimensions of sensing field M ,
number of sensor nodes (N ), distance between the node
and BS (dtoBS ), and energy consumption of the receiver
circuitry (ERelect ). For simulation, we considered a square
shaped sensing field, in which BS is located at three different

FIGURE 6. Clustering when BS is at the center, corner and lateral
midpoint of the sensing field.

FIGURE 7. Optimal number of cluster versus node density for acoustic,
FSO and EM wave based UWSNs when BS is at the center.

FIGURE 8. Optimal number of cluster versus node density for acoustic,
FSO and EM wave based UWSNs when BS is at the corner.

FIGURE 9. Optimal number of cluster versus node density for acoustic,
FSO and EM wave based UWSN when BS is at the lateral midpoint of the
sensing field.

positions. The simulation is performed using MATLAB.
All the simulation parameters and their values are listed
in Tables 5 and 8 respectively.

From Table 6, it can be seen that the optimal number of
clusters is independent of the transmitter electronics energy
consumption. The size of the optimal cluster is expressed as
(NK ). By considering the symmetry condition, the expected
value of distance between the nodes and the BS such as
dtoBS , d2toBS and d4toBS is calculated. Considering the suitable
expected value, and by putting it in derived Kopt equation,
we get the optimal number of clusters. Thus, we obtained the
energy-efficient cluster size that the network shouldmaintain.
For different values of Gaussian standard deviation and mean
distance, the values of dtoBS , d2toBS and d4toBS are calculated
which are shown in Table 7.
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FIGURE 10. Optimal number of cluster versus attenuation coefficient a(f )
for acoustic wave based UWSNs (frequency: 1 to 50 KHz).

FIGURE 11. energy consumption versus attenuation coefficient a(f ) for
acoustic wave based UWSNs (frequency: 1 to 50 KHz).

FIGURE 12. Total energy consumption versus optimal number of clusters
for acoustic wave based UWSNs (data aggregation ratio value 1, 0.5, 0.1).

A. OPTIMAL CLUSTERING IN UW-ASN
From the closed form expression for the optimal num-
ber of clusters; as shown in Table 6, we can say
that, in case of acoustic wave communication optimal
number of cluster i.e. (Kopt )Acoustic is the function of
M ,N ,H ,Tb, a(f ),Eelect , dtoBS .

When the BS is at the center, with nodes varying from
50 to 300, from the plot of optimal number of clusters against
number of nodes the optimal number of clusters vary from
2 to 5 which is shown in Fig. 7. For the same above set-
ting, as shown in Fig. 8, Fig. 9, when the BS is located at
the corner and at the lateral midpoint of the sensing field,
the optimal number of clusters vary from 2 to 5 and from

FIGURE 13. Total energy consumption versus optimal number of clusters
for FSO wave based UWSNs (data aggregation ratio value 1, 0.5, 0.1).

FIGURE 14. Total energy consumption versus optimal number of clusters
for EM wave based UWSNs (data aggregation ratio value 1, 0.5, 0.1).

2 to 7 respectively. For the above three BS configurations,
the optimal energy consumed is found to be 6.7×10−5J ,
4.1×10−4J , 1.8×10−5J , which is shown in Fig. 15(a),
Fig. 15(b), Fig. 15(c) respectively. The impact of DAR is
shown in Fig. 12, as per which the least energy required
for optimal clustering for the DAR values of 1, 0.5, 0.1 is
2.5×10−5J , 4.2×10−5J , 6.5×10−5J respectively. It can be
inferred that the energy consumption will be minimized when
the BS is placed at the center of the sensing field.

From the Fig. 10, the impact of attenuation coefficient for
a frequency range of 1 to 50 KHz on acoustic wave can be
analyzed in terms of total energy consumption and optimal
number of clusters. Also, for a given attenuation coefficient,
as the sensing field dimensions increase, the optimal number
of clusters decreases. When there is a high attenuation of
signal in the medium, it requires more optimal number of
clusters. From Fig. 11, it can be verified that the total energy
consumption increases with an increase of the attenuation
coefficient.

B. OPTIMAL CLUSTERING IN UW-FSOSN
Similar to the above study, the optimal clustering in under-
water FSO communication depends on M ,N , α(λ),P0,T ,
Eelect , dtoBS . For the same simulation setup, the optimal
clusters vary from 4 to 10, 4 to 10, 3 to 8 for the center,
corner and lateral midpoint locations of BS respectively.
It is shown in Fig. 7, Fig. 8, Fig. 9 respectively. Further,
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FIGURE 15. Total energy consumption versus number of cluster for UW-ASN, UW-FSOSN, UW-EMSN, UW-EMSN (two ray). (a) Acoustics wave(when BS is
at the center of the sensing field). (b) Acoustics wave (when BS is at the corner of the sensing field). (c) Acoustics wave (when BS is at lateral midpoint of
the sensing field). (d) FSO wave (when BS is at the center of the sensing field). (e) FSO wave (when BS is at the corner of the sensing field). (f) FSO
wave (when BS is at lateral midpoint of the sensing field). (g) EM wave (when BS is at the center of the sensing field). (h) EM wave (when BS is at the
corner of the sensing field). (i) EM wave (when BS is at lateral midpoint of the sensing field). (j) EM wave (two ray) (when BS is at the center of the sensing
field). (k) EM wave (two ray)(when BS is at the corner of the sensing field). (l) EM wave (two ray)(when BS is at lateral midpoint of the sensing field).

the optimal energy consumed for these three different BS con-
figurations is 5.9×10−4J , 2.5×10−3J , 2.2×10−3J as shown
in Fig. 15(d), Fig. 15(e), Fig. 15(f) respectively. As shown
in Fig. 13, the optimal energy required for similar above DAR
values is 2.2×10−3J , 6.5×10−5J , 11.5×10−3J respectively.

C. OPTIMAL CLUSTERING IN UW-EMSN
The optimal number of clusters in case of EM wave commu-
nication depends on Kopt = f (M ,N , σuw, εfs,Eelect , dtoBS ).

Herein, for both EM two ray and EM direct communication,
the optimal clustering behavior is observed to be the same.
We considered the above identical simulation setup.

For EM direct communication, the optimal number of
clusters vary respectively from 4 to 11, 3 to 8, 4 to 9 for
center, corner and lateral midpoint locations of BS, which
can be seen in Fig. 7, Fig. 8, Fig. 9. The optimal energy
required is 9×10−5J , 7×10−4J , 5×10−4J respectively as
shown in Fig. 15(g), Fig. 15(h), Fig. 15(i). The optimal energy
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TABLE 9. Comparative analysis of acoustic, optical and EM of Kopt vs number of nodes (N) for different dimension of sensing field.

required for similar above DAR values is, as shown in Fig. 14,
0.5×10−5J , 1.0×10−5J , 1.5×10−5J respectively.
For EM two ray communication, the optimal clusters are

found to vary respectively from 4 to 10, 3 to 8, 5 to 12,
which is shown in Fig. 7, Fig. 8, Fig. 9. The optimal energy
consumed is 1.1×10−4J , 1.2×10−3J , 1×10−3J , as shown
in Fig. 15(j), Fig. 15(k), Fig. 15(l) respectively.

V. CONCLUSION AND FUTURE SCOPE
In this paper, we have investigated the analytical framework
to determine the optimal number of clusters for Gaussian dis-
tributed underwater sensor networks. The analytical results
are listed for different communication techniques like acous-
tic, optical and EM wave for three positions of BS that is
when BS is at the center of sensing area, at one of the corners
of sensing area and at the lateral midpoint of the sensing
area. In addition, extensive simulations for different network
configurations are performed to substantiate our study on the
energy efficient cluster size. It has been observed that the
analytical results are in-line with the simulation results. From
the simulation, the following results can be inferred:

• For a Gaussian distributed UWSNs, with respect to the
achievable minimum optimal number of clusters, acous-
tic waves outperforms EM and FSO communication
techniques.

• For any kind of underwater application especially using
clustering topology, acoustic communication requires
less energy consumption.

• It is known that acoustic underwater communication is
characterized by limited available bandwidth. Behav-
ior of optimal clustering is not uniform in the entire

bandwidth. At the lower bound of bandwidth, the best
optimal number of clusters can be achieved.

• Optimal clustering is affected by the data aggregation
ratio. For the perfect data aggregation ratio least optimal
number of clusters are achieved.

As a future work, we would like to find the energy dissipation
model for underwater Magnetic Induction (MI) communi-
cation [4]. Also, we would like to perform the analysis of
optimal clustering using the above energy model. This work
can be further extended by incorporating realistic sensing
models [19].
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