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ABSTRACT The recent technology of human voice capture and interpretation has spawned the social robot
to convey information and to provide recommendations. This technology helps people obtain information
about a particular topic after giving an oral query to a humanoid robot. However, most of the search engines
are keyword-matching mechanism-based, and the existing full-text query search engines are inadequate at
retrieving relevant information from various oral queries. With only predefined words and sentence-based
recommendations, a social robot may not suggest the correct items, if items retrieved along with the
information are not predefined. In addition, the available conventional ontology-based systems cannot extract
precise data from webpages to show the correct results. In this regard, we propose a merged ontology and
support vector machine (SVM)-based information extraction and recommendation system. In the proposed
system, when a humanoid robot receives an oral query from a disabled user, the oral query changes into a
full-text query, the systemmines the full-text query to extract the disabled user’s needs, and then converts the
query into the correct format for a search engine. The proposed system downloads a collection of information
about items (city features, diabetes drugs, and hotel features). The SVM identifies the relevant information
on the item and removes anything irrelevant. Merged ontology-based sentiment analysis is then employed to
find the polarity of the item for recommendation. The system suggests items with a positive polarity term to
the disabled user. The intelligent model and merged ontology were designed by employing Java and Protégé
Web Ontology Language 2 software, respectively. Experimentation results show that the proposed system is
highly productive when analyzing retrieved information, and provides accurate recommendations.

INDEX TERMS Ontology, full-text-query mining, recommendation system, social robotics, information
extraction.

I. INTRODUCTION
The use of humanoid robots is increasing rapidly in the appli-
cation domains of healthcare, advertisements, and recom-
mendations. They perform the role of conversational partner
for patients in homes, receptionists in hotels to assist guests,
or as advertisers in a shopping mall to promote products. The
recent technology of human voice capture and interpretation
has allowed the social robot to be employed as an inter-
face to convey information and to provide recommendations.

These technologies assist humans to extract information from
the Internet by asking (issuing an oral query to) the social
robot (e.g., find diabetes drugs for weight loss, find the best
hotel in the city, or find the cheapest restaurant). Neverthe-
less, the constant increase in Internet data (webpages) creates
problems for social robots trying to extract precise informa-
tion for users. An oral command or query by disabled users is
a familiar form of search-engine query to obtain relevant data
from dynamic webpages. However, this oral command is not
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enough to acquire precise information about an explicit topic,
because most search engines are based on keyword-matching
mechanisms [1], [2].

Recommendation systems provide modified suggestions
for different things, such as hotels, restaurants, movies, or
books. Such recommendations are based on the information
available in the system, and the system suggests items similar
to favorable itemsmentioned in an oral query by users [3], [4].
However, the available recommendation systems are based on
predefined words and sentences. A social robot may not rec-
ommend correct items if the items retrieved from the Internet
are not predefined. This reduces the performance efficiency
of information extraction (IE) and the recommendation sys-
tem (RS). Sentiment analysis–based recommendations are
needed in a robot platform to help a social robot examine the
correctness of items by determining their popularity on the
Internet. In the proposed sentiment analysis, reviews or infor-
mation about items are retrieved, the retrieved data are mined
to extract meaningful information and sentiments about the
items’ features, and the extracted sentiments are thenmatched
with disabled users’ needs. The proposed system presents the
results in the form of polarity (positive, neutral, and negative)
along with item names, links to webpages, and extracted
sentiment information.

At present, regular ontologies are employed to extract data
from imprecise information. A regular ontology addresses a
predefined set of data, and is unable to retrieve needed data
from the Internet. Consequently, a regular ontology can be
combined with fuzzy logic to extract correct data. The inte-
gration of these approaches has been used in various systems
to provide correct results from input queries [5]. However,
Internet archived data are growing rapidly because of the
sharing of information between various systems. The existing
ontology-based systems can extract appropriate documents to
a limited extent. Therefore, a support vector machine (SVM)
with merged ontology is considered effective technology
for extracting facts from the extensive, vague data on the
Internet.

To overcome these problems, we propose a merged ontol-
ogy and SVM-based information extraction and recommen-
dation system for social robots. The proposed system assists
disabled users to efficiently access current Internet infor-
mation. The overall process contains four phases: disabled
user interaction with the robot, oral query reformulation, pre-
processing of retrieved documents, and SVM- and ontology-
based precise IE. The reformulation phase of the oral query
is accomplished in four steps, as follows.
• The system converts the oral command to a full-text
query (FTQ).

• Morphological analysis of the FTQ identifies a lemma
of the words.

• Filter out spaces, commas, and then tag parts of
speech (POS).

• Extract nouns, adjectives, and adverbs.
• Convert the filtered data into a proper format for a search
query.

In the pre-processing of retrieved documents phase, the sys-
tem retrieves and tokenizes the information and reviews
related items (e.g., city features, diabetes drugs, and hotel
features) and then extracts the item features along with the
information. The SVM is used to find feature reviews of
items and texts that have sentiment words for the purpose
of removing irrelevant information. The SVM classifies
the retrieved sentences with sentiment words as relevant,
and classifies other sentences as irrelevant. The merged
ontology is then applied to extract the item with senti-
ment words from refined information to identify the polarity
of the items for recommendation. In addition, description
logic (DL) queries are employed to easily extract polarity
terms about items with sentiment information. The rest of
this research is structured as follows. Section II explains
related works. Section III briefly demonstrates the overall
process of the proposed system. The experimental results are
illustrated in Section IV. Finally, Section V concludes our
work.

II. RELATED WORK
The use of social robots and IE from the Internet is a hot topic
in the field of recommendation and information engineering
research. The main advantage of social robots is to help
humans in daily life. At present, people are employing social
robots in public for different purposes, including education,
recommendations, and healthcare activities. For recommen-
dations, the social robot is unable to provide precise informa-
tion because of the system limitations. Most of these systems
are based on predefinedwords and sentences. However, based
on these predefined words and sentences, a social robot can-
not extract efficient information from the hazy environment
of the Internet. Therefore, extensive methodological work in
text mining is needed to automatically get the FTQ from the
social robot, re-treat the FTQ, and then retrieve the informa-
tion based on the query. A variety of research has been done
on this issue, and several ideas on text mining for social robots
have been proposed [3], [4].

Unified communications and rich web interactions are
employed to help a Neel robot connect with humans in
an interpersonal manner in a shopping mall. The rich web
interaction enables the robot to make links with users and
help customers to get deals and offers. However, this system
may not recommend a precise item because it trusts the data
updated by sellers. Therefore, this system needs preference
data. A coupon-giving robot system was developed for adver-
tising in a shopping mall [3]. In this system, two tests show
the efficiency of a recommendation: varying conversation
schemas, and the existence of a robot. The presence of a robot
strongly attracts customers. However, there is a limitation
to rules for recommendations, and a category of words is
used for speech recognition, which affects the accuracy of
results. A text mining–based recommendation system was
developed for human–robot interaction [7]. In this system, the
robot communicates with the human to get the oral query, and
then obtains the information employed in an external corpora.
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This system recommends a movie according to a user’s
oral query. The idea of robot rules–based recommendation
for retail shops was proposed [4]. This system tracks the
customer’s location and recommends precise products that
are near them. The system needs semantic rules to recom-
mend products. Human–robot interaction was examined by
using various social activities in a hotel [8]. In this system,
one robot detects and greets the customers, and another con-
verses with body gestures, so the guest obtains information
by talking. A cloud robotics service is employed in a smart
city for emergency management operations [9]. This system
uses small unmanned aerial vehicles (UAVs) as agents con-
nected to the network. This network infrastructure allows the
UAVs to benefit from storage resources and to control open
data from common knowledge. A NAO robot and a smart
pen are employed to improve social communications with
dementia patients [10]. The NAO robot constantly monitors
patient activity and assists the patient in daily life situations.
In this system, patients can communicate with the NAO robot
by using speech functionality. The NAO robot and multi-
ple cameras are also employed for colored object recogni-
tion [11]. This system allows the NAO robot to receive oral
commands from users to find a needed colored object. Fuzzy
logic is employed to recognize the color based on the user’s
perception and multiple cameras to improve the quality of the
recognitions.

At present, the increase in Internet data makes the rec-
ommendation debate more challenging. Most recommen-
dation robot systems are based on predefined words and
sentences, which may not allow the robot to extract pre-
cise information. Therefore, a full-text query can overcome
this issue. The FTQ employs an existing search engine
to obtain data about a particular topic or item. However,
search engines use a keyword-matching mechanism, and
are incapable of extracting the aim of the query from data
on their servers [1]. To overcome this problem, an intel-
ligent effort is needed to re-treat the user query and to
obtain the required information from the intensively blurred
environment of the Internet. A full-text search query is
employed to extract information from the Internet [12].
This system showed that an FTQ search performs well
when keywords of the query are used in the extracted
documents. Its primary concern is precision, not recall.
However, there are some limitations in the system; the exist-
ing search engines employ keyword-matching mechanisms.
Therefore, this approach is inadequate at extracting appropri-
ate data from the heterogeneous sources of Internet informa-
tion. Currently, sentiment analysis–based recommendation
has become a hot topic in research. There are two approaches
to sentiment analysis: sentiment classification and feature-
level sentiment analysis. The text is categorized (positive,
neutral, and negative) in sentiment classification approaches,
and the information is intended for manually characterizing
the sentiment words [13]. In feature-level sentiment analysis,
the features are described to extract sentiment words from
text [14]. The idea of summarization and sentiment analysis

was presented [15], which defines the feature sentiment
(negative or positive) of a product by employing a lexicon-
based method.

Recently, an ontology has been employed in the area of
recommendations, IE, and sentiment analysis. IE is used
to transfer natural language text into structured information
(Daniel et al., 2008). This transformation is obtained by iden-
tifying relevant concepts, relationships, and instances. How-
ever, natural language has ambiguity (single words can have
many meanings). Therefore, the process of IE is a difficult
task. Ontology-based IE overcomes this difficulty by organiz-
ing the domain knowledge through an ontology. An ontology
is a shared conceptualization of a specific domain through
concepts, instances, and relationships, which is in a human-
understandable andmachine-readable format [1], [16]. A reg-
ular ontology is applied to find features inmovie reviews [17].
This ontology is suitable for the extraction of a planned
set of data. Nevertheless, Internet data are imprecise in
structure. Consequently, a regular ontology is inadequate
for describing the fuzzy terms of features (e.g., city {clean,
average, and dusty}). A regular ontology with fuzzy logic
works remarkably well when the input is uncertain. Opin-
ion categorization of online item reviews was suggested to
measure the linguistic hedges on sentiment labels [18]. The
system automatically extracts opinion phrases from reviews
and categorizes the reviews in terms of positive and negative.
Moreover, the sentiment scores are stored in linguistic vari-
ables and presented in table format. An ontology is employed
to store all variables with an opinion score, and to provide
a knowledgebase platform for the classification of feature
polarity. Opinion mining based on an ontology was suggested
to categorize and examine online reviews [19]. The system
shows that parts of speech can be different, which leads to
ambiguous analysis, and decreases the accuracy of the review
classifier. The system employs an SVM as an opinion ana-
lyzer to compute the precise measure of words for sentiment
analysis.

Most of the existing research has its limitations in recom-
mendations, IE, and sentiment analysis. Mostly, the recom-
mendation and IE systems are based on predefined words and
a regular ontology, respectively. It is a fact that predefined
words–based systems are unable to recommend the correct
item, and a regular ontology cannot extract the anticipated
result from a blurred resource of data. To the best of our
knowledge, the proposed merged ontology and SVM-based
recommendation and IE is a first effort to automatically
retrieve information and extract the meaning of the data for
disabled users. This system can extract information related to
hotels, the city, and diabetes drugs. In the proposed system, a
NAO robot communicates with disabled user to get the oral
query; the oral query is then mined to extract the disabled
user’s needs, and it is then converted to an appropriate form
for an information search. Additionally, the proposed merged
ontology provides fuzzy logic and semantic web rule lan-
guage (SWRL)-based semantic knowledge for feature polar-
ity computation. This merged ontology contains a medical

12366 VOLUME 5, 2017



F. Ali et al.: Merged Ontology and SVM-Based IE and Recommendation System

ontology, a city ontology, and a hotel ontology, which easily
provide information for recommendations.

III. MERGED ONTOLOGY AND SVM-BASED
RECOMMENDATION SYSTEM
In this section, the merged ontology and SVM-based recom-
mendation system is presented along with the architecture.
This system assists a robot to extract exact information for
disabled users from various websites. In the architecture,
the mentioned robot (NAO) is already available. NAO is a
humanoid robot, which was made by Aldebaran Robotics.
Some other robots have been developed to interact with peo-
ple in different contexts, or to assist disabled users in indoor
and outdoor environments. However, limited work has been
done to facilitate disabled people in terms of precise infor-
mation extraction from the intensively vague environment of
the Internet. According toWorld Health Organization (WHO)
estimates, some important facts regarding peoplewith impair-
ments, disabilities, and disease are as follows [20], [21].
• The visually disabled number 314 million, and
45 million of that total are completely blind. Most are
elderly.

• Every year, 250,000 to 500,000 people suffer a spinal
cord injury due to a traffic accident, from falls, from
bomb blasts, etc. The symptoms of this injury are loss
of motor control in the legs, arms, and body, which
increases the number of disabled and disabled people.

• According to a World Bank 2012 estimate, more than
one billion people facing some form of disability from
disease (15% of the world’s population). Among these,
110 million to 190 million children have major difficul-
ties moving from one place to another.

• About 90% of the people with impairment or disabilities
from disease are unable to globally extract exact infor-
mation from websites according to their needs.

These disabled users are unable to access Internet informa-
tion efficiently. Therefore, a robot with a smart information
extraction system is needed to communicate with these dis-
abled users through voice, sign language, or specific ges-
tures to extract precise information according to their wishes.
The architecture of the proposed system is shown in Fig. 1.
The internal process of the proposed architecture contains the
following segments.
• The disabled user’s interaction with the robot.
• Full-text query reformulation (FTQR).
• Query storage and allocation to the web crawler and

application programing interfaces (APIs).
• Pre-processing of cloud text data.
• Merged ontology and SVM-based precise information

extraction.
• Output of the FTQ.

A. THE DISABLED USER’S INTERACTION
WITH THE ROBOT
The purpose of a robot implementation is to consistently
assist disabled users in terms of information retrieval

from websites. Interestingly, the NAO robot is fitted with
various languages, which allows it to communicate with
many people. In this system, the microphones and camera of
the robot are employed for voice recognition and movement
detection, respectively. Themicrophone is automated to sense
the commands from disabled users that start or stop appli-
cation of the information search engine. However, this robot
becomes idle when it receives a command because of several
applications and ontologies used in the robot. In our case,
we give a command to NAO to start or stop the information
search with specific semantic knowledge. When the NAO
robot receives a command, it will call the ontology-based
information search engine andwill wait for an oral query from
the disabled user. These queries are: ‘‘NAO, start/stop the
search engine with hotel knowledge’’ or ‘‘NAO, start/stop the
search engine with medical knowledge’’ or ‘‘NAO, start/stop
the search enginewith city knowledge.’’ After the success of a
start command, the robot receives an oral query from disabled
users, which requires it to find the precise information in
websites. This oral query is converted to a text query and then
reformulated for the keywords-based search engine. After the
conversion of the user query, it will be stored for further
processing. The task of this robot is to communicate with
disabled users, find the optimal information, and then respond
to the disabled or disabled user. Examples of dialogue and
commands are in the following form:
Disabled User (DU): ‘‘NAO, start the search engine with

semantic knowledge.’’
N: ‘‘OK, the search engine has been started with semantic

knowledge; would you like to search for something?’’
DU: ‘‘Yes’’ (optional)
DU: ‘‘I would like to visit Seoul for three days at the end

of September. I am a diabetes patient, so I need to find a hotel
with the best healthcare and a centrally located restaurant in
Seoul. I will also need dietary food and diabetes drugs for
weight loss’’
(This is a full-text query that needs to be pre-processed.)
N: ‘‘OK, I am searching.’’
N: ‘‘Information is retrieved; can I read it?’’
DU: ‘‘Yes’’
N: ‘‘Hilton Hotel in Seoul; Victoza drug for weight loss;

and Branson Travel Agency for hotel booking.’’
N: ‘‘Seoul is expensive and very crowded.’’
N: ‘‘Website links are retrieved; would you like to visit

them?’’
DU: ‘‘No; find the polarity.’’
N: ‘‘OK.’’
N: The polarity of the diabetes drug is positive; the polarity

of the Hilton Hotel is positive; and the polarity of Seoul is
negative.’’
When a humanoid robot identifies an oral query from

disabled user (Task 1 in Fig. 2), it activates the information
retrieval search engine and waits for the FTQ (tasks 2 and 3
in Fig. 2). In this search query, the users specify their need
for an information search about diabetes drugs, hotel reser-
vations, or the city, accordingly. After getting the query,
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FIGURE 1. Architecture of the proposed system.

NAO assigns it to the FTQR module for reformulation
and then submits it to the proposed system (tasks 4 and 5
in Fig. 2). The proposed system employs a web crawler
(www) and e-commerce sites (hotels.com, tripadvisor.com,
and drugs.com), which offer APIs to download user com-
ments for proper drugs, hotels, or cities. The reformulated
query is placed in query storage, and assigned to a merged
ontology for further usage. The crawler of the proposed
system also retrieves the feature information and reviews of
the hotel and city (e.g., parks, hospitals, rooms, and so on).
After reviews are downloaded, they are pre-processed to split
the review sentences, remove stop words, and tag POS. The
advanced classifier SVM is employed to classify the reviews
and to remove irrelevant reviews. This classifier increases the
precision rate, which uses a linearly separable hyperplane.

Feature extraction is based on a merged ontology. Those
features that are declared in the merged ontology will be
extracted along with features from unstructured reviews. The
merged ontology is then used to find sentiment words, which
can be employed for feature polarity of the hotel, the city, and
the diabetes drugs. The merged ontology is a combination of
four ontologies. These ontologies are a hotel ontology, a city
and transport ontology, a medical ontology, and a domain
ontology, which capture information about hotels, cities, and
diabetes drugs. This merged ontology combines all that cap-
tured information with polarity scores for precise information
extraction. The response to the person is based on the results
of the DL queries. Finally, the NAO robot reads the output of
these queries, along with precise extracted information, to the
disabled user (Task 6 in Fig. 2).

12368 VOLUME 5, 2017



F. Ali et al.: Merged Ontology and SVM-Based IE and Recommendation System

FIGURE 2. State transition diagram of information extraction by the NAO robot.

B. FULL-TEXT QUERY AND REFORMULATION
AND QUERY STORAGE
The Google search engine (GSE) is based on keywords.
Therefore, a full-text user query is reformulated to produce
a more proper and exact query for information extraction.
This reformulation method contains four steps, which are
performed in a series. The first step is morphological anal-
ysis. It is a core part of natural language processing (NLP),
which finds different forms of words by employing a lexicon.
The lemmatization process with morphological and semantic
analysis is applied to the FTQ to identify the lemma of query
words. For example, the disabled user query is ‘‘I would like
to visit Seoul for three days at the end of September. I am
a diabetes patient, so I need to find a hotel with the best
healthcare and a centrally located restaurant in Seoul. I will
also need dietary food and diabetes drugs for weight loss.’’

Every word of the input query is converted into basic forms,
which are their lemma. These lemmas are employed as words
in the new query. After lemmatization, the semantic analysis
uses WordNet to resolve the uncertainties in the meaning
of these words. WordNet chooses the suitable meaning for
keywords in the user query. The second step is sentence
splitting. This is a procedure to separate a composite sentence
into small tokens. Disabled user query may have commas
and white spaces. The splitting task filters out commas and
spaces from the query. After using the splitting function, the
proposed system acquires the query in the form of tokens:
I, would, like. . .weight, loss.

The output of the splitting procedure is then stored in array
format for further processing. The third step is word tagging.
This is the process of POS tagging, which tags each word
of the disabled user query, as shown Fig. 3. The tagging and
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FIGURE 3. POS tagging of the input query.

parsing process is very complex, because words may alter
their meaning when in different positions in a sentence. Nev-
ertheless, generalized architecture text engineering (GATE)
can achieve this tagging appropriately [22]. The fourth step
is query enrichment. This process removes the pronouns,
articles (a, an, the), and prepositions to create an appropriate
search query from the FTQ. The output from query enrich-
ment is central, restaurant, hotel, healthcare center, restau-
rant, Seoul, dietary food, diabetes drugs, weight loss. This
algorithm identifies nouns and verbs from the created query
array and categorizes them grammatically to make a novel
query for information extraction about diabetes drugs, hotels,
and the city. The output with query enrichment words has a
distinctivemeaning inWordNet. Therefore, semantic analysis
negotiates with the merged ontology to recreate the query and
randomize the query words, such as central hotel Seoul, dia-
betes drugs, weight loss, and dietary food restaurant. These
reformulated queries are also kept in query storage to deliver
additional data about disabled user needs.

C. WEB CRAWLER AND APPLICATION
PROGRAMING INTERFACES
Precise information extraction from various websites is
always a tough task in the domain of information engineering.
A web crawler browses the webpages automatically. Our
proposed system uses a focused web crawler that searches
the webpages and then indexes webpages that are relevant to
a particular domain. The reformulated queries are allocated to
web crawlers and APIs to search for specific hotels, restau-
rants, cities, and diabetes drugs, and retrieve the consumer
reviews. GSE offers a list of general webpages and the rank-
list results according to a given query. The results of the user
queries are downloaded in HTML format from their URLs,
avoiding Word and PDF files. Each URL characterizes its
own HTML text as a superclass. In an ontology-based web
crawler, we describe target URL forms for links to track,
which holds those webpages that contain information about
cities, diabetes drugs, and hotels. This web crawler uses rich
site summary (RSS) to supervise HTML pages and update
information frequently. Mostly, URLs comprise inappropri-
ate links for retrieving data about a city, diabetes drugs, and
hotels. Therefore, the proposed web crawler is limited to
following only relevant links. The crawler usually checks
many intermediary webpages, but chooses preferential web-
pages to retrieve information, along with customer reviews.

The system also extracts metadata, such as the scores of
reviewers, and stores them in a database.

TABLE 1. Example of retrieved text.

D. PRE-PROCESSING OF RETRIEVED DOCUMENTS
AND FEATURE EXTRACTION
A collection of documents is obtained from the database.
These documents are pre-processed to remove unnecessary
content (such as tags, names, and dates). The text of these
documents is tagged to identify words and POS employing
NLP. The tagging process is explained in Section III-B. After
POS tagging, the sentences of the retrieved documents are
reduced to increase the accuracy of search features and elim-
inate determiners (the, a, an), prepositions (e.g., on, in, of),
and stop words [23]. These sentences are divided to obtain
complete clauses, which comprise nouns and verb phrases.
In this step, we are assured that every sentence of the docu-
ment is a complete passage with a noun and a verb phrase.
In the mentioned sentences in Table 1, a comma and con-
nective words are employed to distinguish the sentence. For
example, the first sentence ‘‘I tried Victoza in May 2016’’ is
a complete sentence. Therefore, it does not need the splitting
process. Another sentence ‘‘The side effects are minimal,
but it can be controlled mostly by diet’’ has verbs and con-
junctions. Consequently, it needs splitting to find complete
clauses [24]. Similarly, the overall retrieved text will go
through the splitting process to identify complete clauses
for further processing. After the splitting process, feature
extraction from complete clauses will be achieved by picking
noun phrases. Amerged ontology defines the concepts of city,
hotel, and diabetes drugs features and their relationships with
those concepts. The information from item feature extraction
and categorization is imported into the merged ontology.
It identifies item features in sentences, such as Victoza, park,
restaurant, and hotel. The extracted features are checked with
the classes of the merged ontology. The matched features
will be examined to compute polarity; otherwise, they will
be removed.

E. TEXT CLASSIFICATION BASED ON THE SVM
An SVM is a supervised learning technique used for clas-
sification [25]. It finds the best possible boundary to sepa-
rate the relevant samples from irrelevant samples. The main
aim of an SVM is to find a maximum margin hyperplane
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behind the training process to resolve the classification task.
Chung developed a well-known and standard library for
SVM, called LIBSVM [26]. LIBSVM is merged software
for regression, distribution inferences, and support vector
classification. It categorizes multi-classes using two steps.
First, the SVM makes a training data set model, and then
employs that model to achieve facts for a testing data set.
After pre-processing retrieved documents, the following is
used for text categorization [27]:

∅ : (DS × CS)→ {R,IR} (1)

In the above expression,DS andCS refer to sets of documents
and categories, respectively. If ∅ : (DS × CS) = R, then
DSi is a relevant member of CSj , and DSi is an irrelevant
member of CSj if ∅ : (DS × CS) = IR. The machine
learning algorithms are employed to categorize the text or
review sentences. The SVM function gives a value of (+1) for
the most relevant data points, and a value of (-1) otherwise.
Moreover, the training data are mapped by using a non-linear
mapping function as follows:

∅ :RN → RF (2)

Here, RF is a feature space, and its training data are shown by
non-linear mapping, RN . Therefore, the equation that splits
the data set is as follows:

L (w, b, α, ξ,γ )

=
||w||2

2
+ c

n∑
i=1

ξi −

n∑
i=1

αi |yi (wxi + b)− 1+ ξi|

−

n∑
i=1

γiξi (3)

In the above equation, αi ≥ 0, γ ≥ 0, i = 1, 2, . . . .n
are Lagrange multipliers. If yi (wxi + b) is 1, the support
vector control by the parameter is yi (wxi + b) ∈ {0, 1} [27].
The symbol ξ denotes misclassification errors. This support
vector categorizes the decision boundary, which is a subset
of the training vectors. The decision function for non-zero
optimal solutions can be expressed as follows:

f (x) = sign

{
n∑
i=1

αiyi (xi · x)+ b

}
(4)

where b is the subset of points xi, and the solution to
αi |yi (wxi + b)− 1| will lie for any non-zero αi next to the
hyperplane. The duality of a classical Lagrangian allows
solving the primal problem. Therefore, the dual optimization
problem of equation 3 is illustrated as follows:

max

[
n∑
i=1

αi −
1
2

n∑
i=1

αiαjyiyjk
(
xi, xj

)]
(5)

In the above expression, k
(
xi, xj

)
= (∅ (xi) · ∅(xj)) is the

kernel function (KF) based on the dot product. It performs
non-linear mapping into the feature space. When the data are
nonlinearly separable, the KF grants more decision functions.

The KF employed Gaussian radial-basis function (RBF) and
polynomial function are as follows:

k
(
xi, xj

)
= (

(
xi.xj

)
+ 1)d (6)

k
(
xi, xj

)
= exp

{
||xi − xj||2

2σ 2

}
(7)

The classifier function from equations 4 and 5 can be demon-
strated as follows:

f (x) = sign

{
n∑

i=1

αiyik (xi · x)+b

}
(8)

where b is the solution to αi

[
yi
∑n

i=1 αiyik (xi · x) +

b− 1
]
= 0 for non-zero αi.

The LIBSVM is based on RBF kernels. It is employed to
build models that predict information for a testing data set.
After the classification of text or reviews, a merged ontology
and fuzzy logic are employed to extract precise information
and evaluate the item polarity, respectively.

F. MERGED ONTOLOGY-BASED POLARITY
PREDICTION FOR RECOMMENDATION
An ontology is employed to share information about a spe-
cific domain between people and systems. Our proposed
ontologies focus on the concepts of the domain, individuals,
their properties, and relationships. These are designed using
the Protégé Web Ontology Language (OWL). At first, these
ontologies were made as a classic ontology, and a fuzzy OWL
plug-in was then employed to convert these classic ontologies
into a fuzzy ontology [28]. The concepts, instances, and
axioms of a classic ontology and a fuzzy ontology are the
same. However, the concept values of a classic ontology
are blurry terms, which are unable to handle uncertainty.
A fuzzy ontology contains ambiguous information using
fuzzy concepts to handle any type of condition about opin-
ion word uncertainty. Therefore, this approach needs fuzzy
ontology–based semantic knowledge to classify the user
reviews related to diabetes drugs, the city, and hotels. Useful
information on the city, diabetes drugs, and hotels is accumu-
lated and delivered to a merged ontology for recommendation
and information extraction. Mathematically, the ontology can
be expressed as follows:

˜Ontology = (C,P,R,V,Vc) (9)

where C, P, R, V, and Vc stand for concepts, properties,
relationships of classes, values, and constraint values of prop-
erties, respectively [4]. Fuzzy set theory defines imprecise
boundaries, such as positive, negative, and neutral. A fuzzy
set, F, over the universe of set A is characterized by its
membership function, µF, which shows an element A in the
interval [0, 1] [29], [30]:

µF (A) :A′→ [0, 1] (10)

Here, A′ belongs to A, and µF shows the membership degree
by which A′∈ A. If µF (A) = 1, then A′ will be considered a
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FIGURE 4. Merged ontology–inferred model generated by Protégé OWL.

full member of set A. Otherwise, it will be considered a partial
member of set A [1]. A fuzzy ontology exchanges informa-
tion among comment classifications, feature extractions, and
polarity identification. This semantic knowledge defines the
concepts of polarity generation of the hotel and city features
and diabetes drugs. Protégé OWLViz and OntoGraph plugins
are used to automatically generate a graphical representation
of all features, as shown in Fig. 4. At first, the information
about these features is employed to find lower-class polarity
and then high-class polarity. For example, if the polarity of
the city is strong negative, then subclasses (parks, hospitals,
roads, and environment) can be used to find the cause of that
city polarity.

The merged ontology is a combination of two or more
sources for the ontology [31]. The hotel ontology, medi-
cal ontology, and city ontology have the information and

concepts for the same area. Therefore, the merged ontology
delivers a combined view of the proposed ontologies and
helps the disabled user to efficiently extract precise informa-
tion. The merged ontology keeps the properties and concepts
of the features and the polarity. The composition of ontologies
is a complex job. Therefore, we employed a Protégé OWL
plugin called Merge Ontology. This plugin imports novel
ontologies, and links the concepts of these ontologies using
domain axioms [1].

The hotel ontology provides semantic knowledge to extract
information from the Internet related to the hotel and its
features. It also helps determine the polarity of a hotel fea-
ture. In the hotel ontology, we assert intervals and a fuzzy
datatype of polarity terms for feature text classification. For
example, fuzzy data types for restaurant are good, average,
and bad, and the interval for a strong positive term is [0.75-1].
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In addition, this semantic knowledge also defines the rela-
tionship between the hotel and its features more specifically.
These features are room, luggage room, restaurant, WiFi,
concierge service, air conditioning, in-room breakfast, swim-
ming pool, business room, healthcare, and night club. These
features have their own polarity words and values. For exam-
ple, room has good and clean sentiment words with a polar-
ity value p=1; medium, normal, and average are sentiment
words with a polarity value p=0, and small and dusty are sen-
timent words with a polarity value p=−1. Furthermore, the
initial values of these sentiment words are verified by using
SentiWordNet [32]. The fuzzy OWL plug-in is employed
to allocate the polarity value for each fuzzy sentiment vari-
able. It regulates the polarity interval employing min-max
normalization and maps it into the range [0, 1] [8]. The
intervals for each result are the following: strong positive (SP)
is [0.75-1], positive (P) is [0.5-0.75], neutral (Neu) is
[0.5], negative (N) is [0.25-0.5], and strong negative (SN)
is [0.0-0.25] [33]. Our system results are based on these
intervals, which predict polarity by employing the values of
input opinion words. These polarity results illustrate that the
extracted information is relevant to the input query of disabled
users.

The city ontology contains observed information such as
foods is-a part of restaurant; hospital is-a feature of med-
ical centers. We gathered all information, such as bus sta-
tions, medical centers, tunnels, speed, train stations, vehicles,
sewage facilities, cemeteries, parks, bridges, jails, airports,
streets, and traffic, and delivered them to the city ontology.
This gathered information (or classes) illustrates the concept
of city feature knowledge. Data and object properties describe
the relationships of the classes linked to the basic data types.
The interval of membership variables is presented by the
fuzzy data type. Opinion mining employs this city ontology-
based semantic knowledge and calculates pairs of city feature
polarity.

The developed medical ontology expresses well-known
medical terminology in order to find the polarity of drugs
and assign drugs automatically, according to the disabled user
query. Besides medical terminology, annotations (explana-
tions) and components are included in the ontology in order
to make it easily understandable in the proposed system.
Common names are used in the ontology for identification.
Diabetes drugs are divided into two categories: insulin and
oral medications. This system retrieves both categories of
information. In addition, the diabetes drugs class in the ontol-
ogy is divided into four subclasses: High-Drugs, Medium-
Drugs, Low-Drugs, and components. The High-Drugs class
comprises medications that increase insulin production in the
body, such asmeglitinides and sulfonylureas. The Low-Drugs
class comprises drugs that decrease the amount of blood sugar
produced by the liver, such as metformin and thiazolidine-
dione. The Medium-Drugs class contains medications that
prevent the breakdown of food into sugar, such as alpha-
glucosidase inhibitors. The classes of polarity drugs have
different types of variables, such as Very-Low, Low,Medium,

High, and Very-High for each review classification of dia-
betes drug. This classification needs rules, and the SWRL
rules plugin is employed to edit instructions for information
and review classifications. Now, the proposed system can
easily inform the disabled user by extracting the information,
along with linguistic terms of features and polarity, using a
DL query. After retrieving the exact information and positive
sentiment score of the input query, the user will automatically
be informed by NAO for further processing.

IV. EXPERIMENTS AND RESULTS
Our experimental environment was an Intel Core i7-2600
CPU with 8 GB RAM running Windows 7. We employed
Apache Tomcat 7.0 as a web server, Java, and the NAOqi
SDK for the NAO connection with Java. Protégé OWL was
used to develop merged ontology-based semantic knowledge
and connect it with the web crawler to fetch the results.
The evaluation process contains two phases: merged ontology
evaluation and measurement of overall system efficiency.

A. MERGED ONTOLOGY EVALUATION
To confirm the effectiveness of the proposed merged
ontology-based recommendation system, we employed some
well-known ways to evaluate the ontology, such as Protégé
description logic queries, ontology expert evaluation, and
user-level analysis. Protégé OWL provides a user-friendly
plugin to extract individual items from semantic knowledge
by using a query. These plugins are DL and the SPARQL
queries. We used a DL query that extracts individual items
by merging the concepts, variables, and properties of the
proposed merged ontology. The DL queries are defined in the
Manchester OWL syntax. The Protégé 5.0 package reasoners,
such as Pellet, FACT++, and Hermit, must be run before
any query execution. These reasoners get the inference result
from the ontology. It also concludes the data on the basis of
prescribed SWRL rules in the merged ontology. SWRL rules
are defined as follows.
Rule 1: DiabetesDrugs(?Thaizolidinediones), Weight-

Gain(?B), LiverDisease(?C), SwellingLegs(?D), LowBlood-
Suger(?E), OpinionOf(?Thaizolidinediones, SP), Opinion
Of(?B, SN), OpinionOf(?C, SN), OpinionOf(?D, SN), Opin-
ionOf(?E, SN) -> PolarityIs(?Thaizolidinediones, SP)
Rule 2: DiabetesDrugs(?Metformin), KidneyDisease(?B),

StomachDisease(?C), LowBloodSuger(?D), Dizziness(?E),
OpinionOf(?Metformin, SP), OpinionOf(?B, SN), Opin-
ionOf(?C, SN), OpinionOf(?D, SN), OpinionOf(?E, SN) ->
PolarityIs(?Metformin, SP)

The Rule 1 illustrates that the polarity of Thaizolidine-
diones (diabetes drugs) will be ‘strong positive’ if the opinion
of all features is ‘strong negative’ and the opinion of Thaizo-
lidinediones is ‘strong positive’. The Rule 2 explains that if
the opinion of Metformin (diabetes drugs) is ‘strong posi-
tive’ and the opinion of all side effects is ‘strong negative’,
the polarity of suggested diabetes drugs will be counted as
‘strong positive’.

The proposed system employed FACT++ and the Pellet
utility to evaluate the ontology. FACT++ and Pellet analyze
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FIGURE 5. Output of DL query 1.

FIGURE 6. Output of DL query 2.

FIGURE 7. Output of DL query 3.

the ontology to retrieve the needed results. The proposed
merged ontology has a lot of blurred terms, because it con-
tains four different ontologies along with intensively vague
information. Therefore, the FACT++ reasoner converted

TABLE 2. Performance evaluation of information extraction.

fuzzy reasoning into a classical format, and then analyzed
the performance of the merged ontology. FACT ++ is based
on the Jena API and produces reasoning from a conventional
ontology. We designed various queries to check the perfor-
mance effectiveness of the merged ontology and to extract
the instances (results), according to disabled user desires, as
follows.

Syntax of DL query 1: If only (place polarity positive and
room polarity positive and restaurant polarity positive and
site polarity positive and service polarity positive).

Explanation: In DL query 1, the domain user needs to
obtain the sentiment result (polarity) of the hotel, where the
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FIGURE 8. The proposed system for precise information extraction.

data are extracted by the input query of the disabled user. The
information selection of the hotel and the hotel features relies
on the input query and the retrieved information and reviews.
Fig. 5 shows the output of this query, which illustrates that the
polarity of the Hilton Hotel is positive, and the Soho travel
agency can make the reservations.

Syntax of DL query 2: HasBloodSugarSensorTestRe-
sult value BSVHigh and HasWeight value High and
DiabetesDrugs.

Explanation: In DL query 2, the ontology analyst wants
to extract the drugs for a diabetes patient whose blood sugar
is high and whose weight is heavy. High and BSVHigh are
the linguistic terms of the fuzzy variable Weight and Blood
Sugar, while DiabetesDrugs is a class name that contains
drug information. The output of this query in Fig. 6 shows
that Victoza is a drug for patients whose blood sugar is very
high and who want to lose weight.

Syntax of DL query 3: City and Environment and Polarity.
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TABLE 3. The proposed system’s precision, recall, and accuracy using a regular ontology.

TABLE 4. The proposed system’s precision, recall, and accuracy using the merged ontology with the SVM.

Explanation: In the above query, the domain user needs to
extract the information on the city and the city environment
along with polarity. Positive and clean are the linguistic terms
of the fuzzy variable for city and environment polarities,
respectively. Fig. 7 shows the output of this query.

B. THE OVERALL SYSTEM EFFICIENCY MEASUREMENT
The proposed system received an input query from disabled
user, pre-processed the query, and then assigned the query
to the merged ontology-based web crawler that retrieves
the information and the reviews related to the input query.
The system retrieved 7639 sentences related to city, hotel,
and diabetes drugs. The average length of the sentences
was 50 words. For polarity computation, the extracted sen-
timent words numbered 9631. The downloaded text com-
prises unnecessary information. Therefore, this irrelevant
information was filtered out, and the system made sure that
every sentence is a complete clause. In filtering, the text
document was transformed into suitable vectors of an SVM

for classification. Sentences were classified by using the
SVM classification function:

f (sentence) = 0.5∗diet + 0.1∗weight gain

+ 0.6∗blood sugar + 0.3∗liver disease.

The classification result is

f (sentence) = 0.5∗1+ 0.1∗1+ 0.6∗1+ 0.3∗1 = 0.9.

If f (sentences)> 0, it is positive sentence (related to diabetes
drugs); otherwise, the sentence is negative. First, the text
was manually categorized by domain experts to mark the
text as relevant or irrelevant sentences. The text documents
were then separated into training and testing sets. The RBF
functions of the SVM were employed in the training phase.
The retrieved sentences related to diabetes drugs, the city,
and the hotel were used to train the classifier. In the training
phase, the ontology classes (features) and retrieved sentences
are designated as samples, and then the process splits the
sentences for ontology features into two sectors. The first
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FIGURE 9. Graphical comparison of the regular ontology and the merged ontology with the SVM.

TABLE 5. Performance comparison of the proposed system with existing systems.

sector is to train the information, and the second sector is
to test the information. The system employed a collection of
4902 sentences as the training set and 2737 sentences as the
testing set for the text categorization model. The relevant and
irrelevant sentences for the items were employed to generate
a 10-fold cross validation, with six-folds and four-folds for
the training and testing data sets, respectively. The merged
ontology then extracts precise information from the filtered
data and finds the polarity of those features that arementioned
in the input query. Fig. 8 shows the full-text query reformu-
lation module and item recommendations from the retrieved
text using sentiment analysis.

Various experiments were performed to evaluate the effi-
ciency of the proposed merged ontology and the recom-
mendation system. Precision and recall are basic measures
for recommendation efficiency. Precision (P) is the ratio of
extracted elements that are relevant, and recall (R) is the
ratio of relevant elements that are extracted. The concepts
are defined in Table 2. Mathematically, the rate of precision,
recall, and accuracy can be defined as shown below.

Precision =
TP

(TP+ FP)
× 100% (11)

Recall =
TP

(TP+ FN)
× 100% (12)

Accuracy =
(TP+ TN)

(TP+ FP+ FN + TN )
(13)

In the above equation, TP, TN, FP, and FN, represent true pos-
itive, true negative, false positive, and false negative, respec-
tively, in the recommendation. Tables 3 and 4, respectively,
show experimental results for the regular ontology and the
merged ontology with the SVM. The average rates of pre-
cision, recall, and accuracy using the regular ontology were
62%, 71%, and 66%, respectively. In case of the proposed
system, the statistics were 95%, 77%, and 85%. The compar-
ative results of the experimental regular ontology and merged
ontologywith SVM in terms of precise information extraction
and recommendation are shown in Fig. 9. Note that for regular
ontology-based recommendations, the system achieves a 62%
average precision, whereas the proposed merged ontology
succeeds 95% of the time, which is a 33% improvement. The
main reason is that the proposed system can efficiently handle
blurred information because of the fuzzy logic, SWRL rules,
and the SVM. It shows that our proposed system is more
effective than a regular ontology-based system in terms of
recommendation and information extraction.
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As mentioned in the previous sections, the type-2 fuzzy
ontology-based system studies only a limited amount of
reviews and cannot filter out the irrelevant reviews, which
affects the performance. The existing fuzzy ontology-based
systems employ the fuzzy value to make the relationship
between the feature and its polarity term. However, these
systems are designed for a single domain and cannot han-
dle the real time reviews of various domains. However,
this paper proposes a merged ontology with SVM, which
effectively handles real time reviews of different domains
during recommendation and information extraction. The per-
formance comparison of the proposed system with existing
systems [1], [27] based on three performance metrics is
shown in table 5. These results clearly show that the proposed
system outperforms the other two systems in terms of preci-
sion, recall, and accuracy.

V. CONCLUSION
In this paper, we propose a merged ontology and
SVM-based recommendation and information extraction sys-
tem. The system automates the extraction of precise data from
the Internet and suggests accurate items for disabled users.
A number of reasonable issues are effectively considered;
for example, oral query conversion into the proper format
for a keyword-based search engine, morphological analysis
of a full-text query, tokenization, POS tagging, information
retrieval using a merged ontology, irrelevant data filtering
employing an SVM, and sentiment analysis-based recom-
mendation. The proposed system improves the performance
in recommendations and information extraction. Moreover,
the proposed system efficiently categorizes the retrieved data
and intelligently computes the polarity of the desired items
for recommendation. Our proposed system can effectively
help disabled users to easily retrieve information from web-
pages, classifies the text, and then suggests correct items,
since it has the capability to eliminate noise, extract the item
feature information and sentiment words, and categorize the
sentiment words into an extended degree of polarity terms
(positive, neutral, and negative). In future research work, we
will enhance the accuracy of the recommendation system.
We will also concentrate on employing an artificial neural
network and ontology-based sentiment analysis for drug
recommendations.
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