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ABSTRACT The problem of energy consumption in the cloud related environments has attracted a great deal
of attention in research and industry communities. In the past ten years, a large number of studies have been
done on energy efficiency algorithms, methods, strategies, or techniques. Over the past five years, many
scholars have conducted surveys on those energy efficiency strategies from different perspectives. In this
paper, we conduct a survey and build the taxonomy on current existing energy efficiency relevant surveys,
that is, a survey on surveys of energy efficiency. We classify current existing surveys into five categories,
including surveys on the energy efficiency of thewhole cloud related systems, surveys on energy efficiency of
the certain level or component of the cloud, surveys on all of energy efficient strategies, surveys on a certain
energy efficiency techniques, and other energy efficiency related surveys. The survey and taxonomy on the
energy efficient relevant surveys conducted in this paper provide comprehensive knowledge on the current
level of this research filed. Furthermore, observations are exhibited by the statistic data graphs exacted from
the investigated surveys. The observations hidden in those surveys on energy efficiency will make it clear
the future research directions in the energy related research field. Future research directions are listed in the
final section.

INDEX TERMS Energy consumption, cloud storage system, surveys and taxonomy, observations, energy
efficiency.

I. INTRODUCTION
A. MOTIVATION
Currently, the volume of data is increasing at a rate of 50%
every year, and the total volume of the data is predicted to
reach 40ZB in 2020 [1]. The rapid increase in data volume has
led to larger and larger storage systems, thus, the problem of
the energy consumption in the cloud storage system is becom-
ingmore andmore serious. The literature [2] has reported that
the data center will consume more than 1000TWh energy in
the next ten years (2013-2025), which will surpass the total
energy consumption of Japan and Germany. And the percent-
age of the energy consumption by the data centers and cooling
equipments will reach 5% of the total energy consumption in
the world. In addition, increasing energy consumption brings
with it high carbon and GHG (Greenhouse Gases) emissions.

Figure 1 shows that energy consumption is a major GHG
emitter [3].

With increasing energy prices and data center scaling,
the high energy consumption has become an impediment to
the development of the data center. Therefore, the energy
efficiency is the necessary not only to reduce the operational
costs of the data center but also to improve the environment.
The energy efficiency optimization problem in data centers
and the cloud-related components has attracted a great deal
of attention recently. Many of the researchers propose or
design various algorithms or strategies to reduce the energy
consumption of cloud-related components. Energy-aware
software techniques, such as, workload consolida-
tion [4], [5], job or task scheduling [6]–[8], data concen-
tration [9], data placement [10], data replication [11], [12],
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FIGURE 1. Different industrial sectors and service contribute to the GHG emissions.

VM consolidation [13], [14], VM migration [15], [16]
and VM scheduling [17], [18] etc are utilized to improve
energy efficiency in the cloud related environment. And
the energy efficient hardware techniques [19], [20] are
adopted in the related component, such as multi-speed disks,
SSD disks, DVFS-enabled CPU and Flash memory etc.
The above mentioned software techniques and hardware
components are utilized to improve the energy efficiency
of the clouds from the different layer, such as application
layer [21], data center layer [22], [23], cluster layer [24], [25],
RAID layer [26], [27], Node layer [28], Virtualization
Layer [29], [30], OS layer [31], Processor Layer [32], [33],
Disk Layer [34], [35], Memory Layer [36], [37] and Network
Layer [38], [39] etc. Figure 2 summarizes the different energy
efficient techniques and the different layers with energy
efficient techniques employed.

The techniques or strategies employed in the different
layers or components of the clouds have a favorable impact
on the energy efficiency of the clouds to some degree.
However, the energy proportionality is a persistent pursuit
in the developing clouds and data centers. Much improve-
ments still necessary in reducing the energy consumption or
improving energy efficiency. In this paper we address ways
of improving energy efficiency in the cloud-related environ-
ments. As many studies have been performed on the energy
efficiency in the cloud-related environments, there are many
perspectives on this subject. However, according to our obser-
vations, there are no surveys or taxonomies on energy-aware
data management strategies And the surveys and taxonomies
of improving energy efficiency utilizing the datamanagement
strategies, such as data classification, data placement and data
replication can create more opportunities to reduce the energy
consumption in the cloud-related environments, especially
for the data-intensive related applications in developing data
centers. Therefore, the survey and taxonomy on energy-aware
strategies may be the subject matter of future work, whose
purpose is saving energy consumption in the cloud storage
systems.

B. FOCUS OF THE SURVEY
There are many related surveys on the energy efficiency in
the cloud-related environments. These include surveys on

reducing energy consumption in whole clouds, surveys on
improving energy efficiency utilizing different techniques
or strategies, surveys on reducing energy consumption in
the certain component of the clouds (such as disks, CPUs,
memory and networks etc.), the surveys on improving energy
efficiency on a specific layer (such as IaaS layer and PaaS
layer etc.), and surveys on reducing energy consumption
through specific techniques or strategies (such as, energy-
aware scheduling, energy-aware work load consolidation,
energy-aware VM migration and energy-aware VM schedul-
ing etc.). The focus of this survey is classifying current
existing surveys into different categories, which will provide
additional comprehensive knowledge to the energy efficiency
researching.

C. OUR GOALS AND CONTRIBUTIONS
Our survey aims to graph the current level of research on
energy efficiency and discover future directions to achieve
additional energy consumption savings in the cloud-related
environments. In order to achieve these goals, we conduct
a survey on the current existing energy efficiency relevant
surveys and classify them into different categories from dif-
ferent perspectives. On the whole, the main contributions of
this paper are as follows:

1) A comprehensive investigation of energy efficiency rel-
evant surveys on the cloud is conducted;

2) Current existing energy efficiency surveys are classified
into five categories from different perspectives;

3) Observations are exhibited by statistical data graphs
that are exacted from those surveys;

4) Future research on how to comprehensively reduce
energy consumption is suggested in this paper.

II. ENERGY EFFICIENCY-RELEVANT SURVEYS
IN CLOUD-RELATED ENVIRONMENTS
Asmentioned before, the energy efficiency issue has attracted
a great deal of research on. Researchers have tried to
reduce energy consumption to improve the energy effi-
ciency by utilizing the different energy-aware strategies,
energy-enabled techniques and energy savings algorithms
from various perspectives. Therefore, many surveys and tax-
onomies of have been done on energy efficiency in the cloud
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FIGURE 2. Different energy efficient techniques with different layer employed.

related environments. There are surveys on reducing energy
consumption in whole clouds, surveys on different tech-
niques or strategies to improve energy efficiency, sur-
veys on reducing energy consumption in certain compo-
nents of the clouds (such as disks, CPUs memory and
networks etc.), surveys on improving energy efficiency
at a specific layer (such as the IaaS layer and PaaS
layer etc.) and surveys on reducing energy consumption
through specific techniques or strategies (such as energy-
aware scheduling, energy-aware work load consolidation,

energy-aware VM migration and energy-aware VM schedul-
ing). The survey and taxonomy of the energy efficiency
related surveys are described in this section.

A. SURVEYS ON ENERGY EFFICIENCY OF
THE WHOLE CLOUD-RELATED SYSTEMS
A.Beloglazov et al firstly surveyed the energy-efficient
data centers and cloud and cloud computing systems [40].
They comprehensively summarize the energy efficient
or power reduction techniques from the layers of the
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hardware/firmware, the operating system, virtualization and
the data center. Furthermore, the energy efficient tech-
niques (such as DCD, DVFS, Resource throttling, workload
consolidation) in each layer are described according to
the different workload types (such as Arbitrary, Real-time
application, and HPC application), different goals (such as
Minimize power/energy consumption, minimize perfor-
mance loss, meet power budget) and different target systems
(homogeneous or heterogeneous). Energy efficiency tech-
niques in cluster computing systems are overviewed in the
article [41], in which the static power management meth-
ods utilizing low-power components and dynamic power
management techniques utilizing the power-scalable compo-
nents (such as power-scalable processors and power-scalable
memory) are surveyed and classified. A.C.Orgerie et al
review the techniques for improving the energy efficiency
of large scale distributed systems. And the solutions (such
as resource allocation, scheduling and network traffic man-
agement) and the state of the art of energy efficiency are
also discussed in this article [42]. A survey and taxonomy on
energy efficiency techniques in Cloud Computing are done
in the study [43]. They comprehensively survey the energy
efficiency techniques from the perspective of infrastructure,
hardware-oriented, and software-oriented. The infrastructural
energy efficiency techniques include Energy Star Rating
IT/Not-IT Equipment Air Conditioning Units and Cooling
Equipment, and Flooring Choices. The hardware-oriented
energy efficiency techniques can be Energy-Efficient Servers,
Parallel Architecture, Multi-core Architectures, Power Man-
agement Schemes Network and Storage Level Optimizations.
And the software-oriented energy efficiency techniques may
be Parallel programming, Resource Throttling, Resource Pro-
visioning and Resource Scheduling Techniques. This survey
mainly focuses on the software-oriented energy efficiency
techniques. Energy reduction techniques (DVFS, Scheduling,
Re-scheduling, Virtualization) and the energy measurement
methods in the context of Grid, Cluster, High Performance
and simple systems, that is the cloud related environ-
ment are surveyed and summarized in the literature [44].
Moreover, the cloud simulation environments, such as Green-
Cloud [45], MDCSim [46], CloudSim [47] and GSSIM [48]
are described. The survey, perspectives and future direc-
tions are described in the paper [49], in which the energy
efficient aware framework is designed for the data cen-
ter. And the energy efficiency related concepts, such as
resources management, thermal control and green metrics are
also investigated. Techniques and architectures for designing
energy-efficient Data Centers are surveyed in the literature
[50], which discusses and summarizes the software-oriented,
hardware-oriented and architecture-oriented energy efficient
techniques in the components Data Centers (Server, Mem-
ory, Network equipment). In the Server, the power reduction
methods include Server architecture RISC, CISC and SoC,
Server Power distribution, and Server Cooling. As for storage
systems, the energy efficient techniques may include Storage
Architecture SAN, NAS or DAS, Storage technologies SSDs,

HDDs, magnetic, optical storage, and flash memory. And
in the network component, the energy efficient techniques
includeData center network architecture, optical data centers,
and data center routing. Summary of the surveys on energy
efficiency for the whole system is shown in Table 1.

B. SURVEYS ON ENERGY EFFICIENCY OF THE CERTAIN
LEVEL OR COMPONENT OF THE CLOUD
Improving the energy efficiency of a cloud computing system
may be achieved in every level of the cloud, as described in
literatures [40], [41], [43], [50]. As the network is the main
layer or component of the cloud computing system, there are
many reviews on the network energy efficiency. K.Bilal et al
first performed a survey on the green communication using
adaptive link rate in 2012 [51], in which the state-of-art to
designing network communication channels is also reviewed.
And then they review the energy efficiency network design
in 2014 [52], which consists of Data Center Network (DCN)
Architecture, Data Center Network performance monitoring,
Network traffic management and characterization, network-
aware resource allocation and Data Center Network exper-
iment techniques etc. A survey on architectures and energy
efficiency in Data Center Networks is discussed in the lit-
erature [53], in which the switch-centric and server-centric
energy efficiency network architecture design is reviewed.
F.A.Moghaddam et al review on energy-efficient networking
solutions in a cloud-based environment [54], in which the
energy efficiency strategies, solutions and technology at the
network level of a cloud-based environment are summarized
and classified. In addition, a survey on energy-aware design
and operation of core networks is conducted by Idzikowski
et al. [55], in which the energy efficiency techniques in the
design and operation stages are addressed. Recently, Dabashi
et al. [56] performed a survey on green routing protocols
using sleep-scheduling in wired networks. There are also
some representative surveys on the energy efficiency for the
network component in literatures [38], [39], [57]. Except
for surveys on the energy efficiency at the network level or
component level, as far as we known, there is only one paper
conducts a survey at the IaaS layer of the cloud computing
system, in which the energy efficiency techniques and strate-
gies of the components of the IaaS, such as the processor,
server, storage system, cooling and network are reviewed and
discussed [58]. Summary of the surveys on energy efficiency
of a certain level of the cloud related environment is shown
in Table 2.

C. SURVEYS ON ENERGY EFFICIENT STRATEGIES IN THE
CLOUD RELATED SYSTEM
In order to improve the energy efficiency of the cloud-related
systems, a number of the techniques, strategies, methods or
solutions are employed. Recently, surveys have been con-
ducted on energy efficient strategies, which will be reviewed
in this section. T.Mastelic et al conduct a survey on energy
efficiency in cloud computing, in which all of the energy
efficient strategies in the different levels or the components of
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TABLE 1. Summary of the surveys on energy efficiency for the whole system.

the cloud computing systems are reviewed and classified [59].
As for the hardware part, energy efficiency in network (such
as Data Center Network, Inter-Data Center Network), and
Servers (such as enclosure, racks and components) is sur-
veyed. And as for the energy efficient cloud management
software, such as virtualization, the monitoring system and
scheduler are also reviewed. In addition, energy efficient
appliances, such as applications, runtime environment and
operating system are surveyed. Energy efficient techniques
in network are wireless network architecture, low-complexity
processing in wireless networks and traffic engineering and
routing in wired networks, scaling of energy consumption
with loads. And the energy efficient strategies in server have
server cooling, DVFS and alternatives, processor architecture
and design, storage systems SSD and RAID, and cache man-
agement. As regards cloud management systems, the energy
efficient strategies may include VM placement, VM recon-
figuration, VM scheduling, VM migration and consolida-
tion. In Appliances part, the energy efficient solutions can
be application platforms, application monitoring, compliers,
design and development. And in the literature [60], various
energy efficient techniques and algorithms are overviewed.

Energy efficient techniques, such as VM consolidation,
VM migration and DVFS are reviewed, and the energy effi-
cient algorithms, such as random choice, highest potential
growth, power expand min-max and minimization migra-
tions, and maximum bin packing are overviewed. And a
survey on energy efficient modern tools, architectures, tech-
niques and algorithms is conducted by Kong, and Liu [62]
conduct the surveys on the energy efficient methods at dif-
ferent levels of the datacenter. Workload scheduling, virtual
machine management and energy capacity planning strate-
gies are mainly focused. Literature [63] reviews the energy
efficiency state-of-the-art in green cloud computing, in which
the evolution of green cloud computing and associated inte-
grated green cloud architecture are investigated. A summary
of surveys on energy efficient strategies in the cloud-related
systems is shown in Table 3.

D. SURVEYS ON CERTAIN ENERGY EFFICIENCY
TECHNIQUES IN THE CLOUD RELATED SYSTEM
As many energy efficient techniques or strategies can be
employed in the cloud-related systems, there are con-
siderable surveys on certain energy efficiency techniques
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TABLE 2. Summary of the surveys on energy efficiency of the certain level.

in the cloud related system. Firstly, J.Sekhar et al con-
ducted a survey on energy efficient server consolidation
through VM live migration in 2012 [64]. Then a survey
on energy efficiency with task consolidation was conducted
by Mkoba et al. in 2014 [65]. A survey into the energy-
aware workload characterization in HPC, cloud and big
data environments was performed by Inacio et al. [66].
Pavithra and Ranjana [67] conduct the survey on energy-
aware resource allocation in cloud computing. Survey on
energy aware scheduling of VMs in Cloud Data Centers is
described in the literature [68]. Survey on energy aware load
balancing techniques is discussed by Bose and Kumar [69].
An energy-aware resource allocation related survey for
cloud computing is conducted in literature [70]. A tax-
onomy and survey of power management strategies in
cloud data centers is conducted in article [71], in which
energy-aware VM consolidation algorithms are focused on.
Nasseera and Imanager [72] conduct a survey on energy-
aware job scheduling algorithms in cloud environment.
Jin et al. [73] focuses on the survey on software methods to
improve the energy efficiency of parallel computing. Most
recently, Piraghaj et al. [74] conducted a survey and tax-
onomy of energy efficient resource management techniques

in platform as s Service Cloud, in which the environment
aware energy saving (Bare metal environment or virtualized
environment) techniques, workload aware energy efficient
techniques and application aware energy saving techniques
are deeply discussed. In addition, there is classification of
techniques for energy efficient load distribution in Clouds,
which is a survey of the survey on the energy-aware load
distribution [75]. A summary of surveys on certain energy
efficient strategies in the cloud related system is shown
in Table 4.

E. OTHER RELATED SURVEYS ON ENERGY EFFICIENCY
TECHNIQUES IN THE CLOUD RELATED ENVIRONMENT
There are some surveys on energy efficiency techniques
that do not belong to the above categories. Ma et al. [76]
review the energy efficiency on a location based applica-
tion in mobile cloud computing. They perform a survey on
energy saving techniques, such as trajectory simplification,
i.e., multiple LABs management utilized on the application
based on location. In literature [77], reliability and energy
efficiency in cloud computing is reviewed. And the rela-
tionship and interaction of the reliability and energy effi-
ciency are discussed. Furthermore, the trade-off methods
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TABLE 3. Summary of surveys on energy efficient strategies in the cloud related system.

FIGURE 3. Surveys on the different aspects of the cloud computing systems.

or techniques between reliability and energy efficiency are
also investigated. Finally, they suggest research directions
and the concept framework of the new cloud computing.

Karpowicz and Niewiadomska-Szynkiewicz [78] conduct a
survey on the power model, energy usage profiles and the
method of energy measurement, which is a survey of energy
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TABLE 4. Summary of surveys on certain energy efficient strategies in the cloud related system.

efficient related techniques. Most recently, a taxonomy and
survey of energy efficiency among the clusters, grids and
clouds were conducted by Zakarya and Gillam [79], in which
they review the effects and the side effects of the different
energy saving techniques employed in clusters, grids, and
clouds. A summary of surveys other related energy efficiency
in the cloud related system is shown in Table 5.

III. OBSERVATIONS OF THE ABOVE
SURVEYS ON ENERGY EFFICIENCY
The problem of energy efficiency in cloud related environ-
ment has aroused extensive concern in research or industry
communities during the past 10 years. Many of the energy

efficiency techniques have designed for the different layers in
the cloud computing system. Therefore, there is considerable
number of surveys on the energy efficiency from different
perspectives in recent 5 years. From all of the surveys, we
have the following observations.

A. OBERSERVATION 1: SURVEYS ON ENERGY
EFFICIENCY INVOLVED MANY ASPECTS
OF THE CLOUD RELATED SYSTEMS
There are surveys on energy efficiency for overall cloud-
related systems, on energy efficiency for a certain level
of cloud-related systems, on energy efficient techniques in
cloud-related systems, on certain energy-aware techniques
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TABLE 5. Summary of surveys on other related energy efficiency in the cloud related system.

FIGURE 4. Distribution of the surveys number on energy efficiency.

in cloud systems and on other energy efficiency-related
problems in cloud-related systems. That is, almost all of
the possible energy efficient strategies at different levels of
cloud-related systems have been reviewed until now. The
architecture of the cloud computing systems and the cor-
responding energy efficiency-related surveys are shown
in Figure 3, which verifies our first observation. Surveys on
energy efficient have involved in many aspects of the cloud
computing systems.

B. OBERSERVATION 2: SURVEYS ON CERTAIN ENERGY
EFFICIENT STRATEGIES AROUSED MOST CONCERN
At present, surveys on the energy efficiency in cloud-related
systems are mainly presented from five perspectives, that is,
the overall system perspective, a certain level of the cloud
system perspective, energy efficient strategies or techniques
for the cloud system perspective, a certain energy efficient

strategy or method for cloud-related systems and from the
other perspective. According to our search, the distribution of
the surveys number on energy efficiency in the cloud related
system is shown in Figure 4, from which we can find that the
surveys on certain energy efficient strategies or techniques
have aroused the most concern.

C. OBERSERVATION 3: INTEREST IN THE PROBLEM
OF ENERGY EFFICIENCY IS ON-GOING
The energy efficiency problem has aroused a great deal of
attention over the past ten years, many techniques, strategies,
methods, and algorithms have been designed to improve the
energy efficiency of the cloud related system. Since the first
survey on the energy efficiency conducted at 2011, apart
from not all of the research work been publish in 2017, the
interest in the problem of energy efficiency is on-going from
2011 to 2016. The number of surveys on energy efficiency
from 2011-2017 is shown in Figure 5.
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FIGURE 5. The number of surveys on energy efficiency from 2011-2017.

FIGURE 6. Number of surveys on different energy efficiency techniques.

D. OBERSERVATION 4: SURVEYS ON ENERGY-AWARE
DATA MANAGEMENT IN CLOUD-RELATED
SYSTEMS IS ABSENT
Although there is a considerable number of surveys on cer-
tain energy efficiency strategies or techniques, survey on
energy-aware data management strategies is absent. Improv-
ing energy efficiency through data management strategies is
one of the main techniques for Data Center Clouds or data-
intensive applications [9]–[12].Wewill conduct the survey on
the energy-aware data management strategies (data classifi-
cation, data placement and data replication etc.) in our future
work, which will provide a new perspective or more space for
improving energy efficiency in cloud-related system. And the
number of surveys on different energy efficiency techniques
is shown in Figure 6.

IV. CONCLUSION AND FUTURE DIRECTIONS
In this paper, we first investigate surveys on energy con-
sumption savings. We also classify the surveys into five
categories, including surveys on the energy efficiency of the

whole cloud related system, surveys on the energy efficiency
of the certain level or component of the cloud, surveys on
energy efficient strategies in the cloud related system, surveys
on a certain energy efficiency techniques in the cloud-related
systems, and other related surveys on energy efficiency tech-
niques in the cloud-related environments. A taxonomy and
the survey on the surveys are conducted from the point of
view of focuses, perspective, target system and years. Then
observations on the surveys on energy consumption savings
techniques are described, which is the baseline of our future
work on the energy consumption field.

Based on our investigation of surveys on energy efficiency
along with their observations, there may be some research
directions of on energy saving techniques for future work.

A. FUTURE DIRECTION 1: REDUCING
ENERGY CONSUMPTION THROUGH
MULTI-LEVEL COMBINATION
As energy consumption saving strategies in cloud
related-environments have been attracted comprehensive
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investigations in the past ten years, there is little space
to reduce the energy consumption at every level of cloud
related systems. Furthermore, the respective energy efficient
strategies may conflict with each other when integrating into
real cloud system, which makes the designed energy con-
sumption strategies inefficient. Therefore, how to combine
the energy efficiency strategies at every level and to form
a holistic energy efficient framework is a topic for future
research.

B. FUTURE DIRECTION 2: CONDUCTING SURVEYS ON
ENERGY-AWARE DATA MANAGEMENT STRATEGIES
Energy-aware data management strategies, such as, data clas-
sification algorithms, data layout policies and data replication
strategies have attracted attention of a great deal of scholars.
It is an important technical means through utilizing the data
replication strategies combined with reasonable data layout.
There are also many studies been conducted on the energy-
aware data management strategies in cloud storage systems.
Our future work should conduct survey on energy-aware data
management strategies from different perspectives, which
may identify more ways of reducing energy consumption in
cloud storage systems.

C. FUTURE DIRECTION 3: COMBINING ENERGY-AWARE
DATA MANAGEMENT STRATEGIES WITH OTHER
TRADITIONAL ENERGY EFFICIENT TECHNIQUES
Data management is an important supplementary technique
for energy efficiency in cloud-related environments. Energy-
aware data management and the traditional energy efficient
strategies have also been thoroughly investigated. Combining
data layout policies and data replication with energy-aware
scheduling algorithms, DVFS techniques and Energy Gear-
shifting mechanisms may be future directions for further
energy efficiency in cloud-related systems.
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