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ABSTRACT We study the total transmit powerminimization problem for a two-way relay network under two
constraints on the transceivers’ received signal-to-noise-ratios. The network considered herein consists of
multiple multi-antenna relay nodes and two single-antenna transceivers. Each relay transforms the vector of
its received signals, by multiplying this vector with a complex beamforming matrix, thereby obtaining a new
vector whose entries are transmitted over different antennas of that relay. Assuming the relay beamforming
matrices and the transceivers’ transmit powers as the design parameters, we first study the total power
minimization problem under the assumption that the relay beamforming matrices are symmetric. Under
such an assumption, we show that the total power minimization problem is amenable to a semi-closed-form
solution, and thus, it can be solved efficiently. We then consider the case, where the relay beamforming
matrices may not be symmetric and show that in this case, the total power minimization problem can be
solved using a computationally prohibitive algorithm which involves a 2-D search over a grid in the space of
the transceivers’ transmit powers and semi-definite programming at each vertex of this grid. Our numerical
results show that the symmetric assumption on the relay beamforming matrices incurs only insignificant
loss, while this assumption allows us to significantly reduce the computational burden of solving the total
power minimization problem.

INDEX TERMS MIMO relaying, two-way relay networks, bidirectional relay networks, total power
minimization, symmetric relay beamforming, network beamforming, semi-definite programming.

I. INTRODUCTION
Recently, cooperative networks have been extensively inves-
tigated in the literature. In a two-way relay network, two
transceivers exchange their information symbols with the
help of a number of relays. The traditional relaying strategy
for providing an interference-free communication between
two transceivers establishes a connection in four time-slots.
In the first time-slot the signal is transmitted in a one-way
relaying scheme from one of the transceivers to the relays.
In the second time-slot, each relay transmits a processed
version of its received signal toward the other transceiver.
Subsequently, in the next two time-slots, a similar commu-
nication link is established in the opposite direction. Using
the so-called time division broadcast (TDBC) strategy, it is
possible to reduce number of required time-slots from four
to three [1], [2]. In the TDBC protocol, transceivers send
their signals in two consecutive time-slots. Each relay node
then broadcasts a signal which is somehow obtained from
the first two signals received by that relay. The multiple

access broadcast (MABC) scheme [3]–[6] is another two-
way relaying approach, which reduces the number of the
required time-slots to two time-slots. In the first time-slot, the
two transceivers transmit their signals simultaneously toward
the relays. In the second time-slot, each relay transmits a
processed version of its received signal.

In two-way networks, increasing the number of relays
can extend the coverage range and can improve the spec-
tral efficiency and/or the connection reliability between
the transceivers. It has been observed that equipping
the relays with multiple antennas can provide sim-
ilar benefits. Studies show that employing multiple
multi-antenna relays can significantly boost the achiev-
able advantages. The majority of the published results
on two-way relay networks consider two-way relaying
schemes with single antenna nodes, see [6] and refer-
ences therein. The studies conducted on two-way networks
with multi-antenna nodes mainly consider a two-way relay
network including a single multi-antenna relay which assists
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the establishment of a link between two single-antenna
transceivers [7], [8]. Compared to the volume of the
results published on networks with single multi-antenna
relay and on networks with multiple single-antenna relays,
studies focusing on networks with multiple multi-antenna
relays are scarce. In the sequel, we review some of the
results on networks with multiple multi-antenna relays.
Yilmaz et al. [9] study a multi-pair two-way relay network
where all the transceiver pairs communicate via one multi-
antenna relay. Xu and Hua [10], Roemer and Haardt [11],
Wang and Tao [12], Zhang and Haardt [13],
Zhang et al. [14], and Lee et al. [15] consider the case
of two-way networks with a single multi-antenna relay and
multi-antenna transceivers. Lee et al. [16] andVaze andHeath
[17] consider a two-way MIMO relay network with multiple
relays where all nodes are equipped with multiple antennas.
As an extension to the aforementioned two-way networks,
a multi-hop two-way relay channel is investigated in [18],
where all the network nodes are equipped with multiple
antennas. Moreover, Kha et al. [19] consider a two-way relay
network where multiple pairs of single-antenna transceivers
communicate in a pairwise manner with the help of multiple
multi-antenna relays.

The published results on two-way relay networks can
be categorized in terms of their design objective and
constraints. Khabbazibasmenj [7], Zhang et al. [14],
Lee et al. [15], Lee et al. [16], and Vaze and Heath [17]
aim to maximize the achievable sum-rate. A max-min fair
criterion and weighted sum-rate are investigated in [19]
and [10], respectively. The antenna selection problem
based on max-min channel coefficients criterion in [8],
the interference mitigation at the transceivers in [9], the
diversity multiplexing tradeoff analysis of [18], the mean-
square-error minimization approach of [12], and the energy
efficiency maximization technique of [13] are other exam-
ples of studies conducted on the two-way relay networks.
Alsharoa et al. [20] study the problem of distributed beam-
forming for a network consisting of multi-antenna relays
and multi-anennata transceivers using a total power mini-
mization approach. This approach leads to a particle swarm
optimization based solution. Considered in [21] is a two-
way relay network consisting of three multi-antenna nodes
(two transceivers and one relay node). Focusing on opti-
mal joint source precoding and relay beamforming opti-
mization, the author derives the optimal structure of the
source and relay precoding matrices via minimizing the mean
squared error of the symbol estimates at the two transceivers.
Based on this optimal structure, a new iterative algo-
rithm is developed to jointly optimize the relay and source
matrices.

Our investigation in this paper has two novel aspects. The
first novel aspect is that we study two-way relay networks
with multiple multi-antenna relays - a type of two-way relay
networkwhich has not been consideredmuch in the literature.
The second novel aspect of our investigation is that we use
the total transmit power consumed in the entire network as

our design objective. Majority of the results published on
multi-antenna two-way relay networks deal with the power
consumed in the relays as the design objective. The focus
of this study is on a two-way relay network consisting of
two single-antenna transceivers and multiple multi-antenna
relays. Assuming an MABC relaying scheme, our goal is
to jointly obtain the optimal relay beamforming matrices
as well as the optimal transceivers’ transmit powers which
minimize the total transmit power under given signal-to-
noise-ratio (SNR) constraints at the transceivers. To do so,
two different types of beamforming matrices are considered.
We first restrict the relay beamforming matrices to be sym-
metric, thereby rendering the end-to-end channel between
the two transceivers reciprocal. Under such a symmetry con-
dition, we show that the aforementioned total power mini-
mization yields a semi-closed form solution. We then use the
pioneer results of [14] to solve the total power minimization
problem for the case with general beamforming matrices
(without assuming that these matrices are symmetric). Our
simulation results show that imposing symmetry condition
on the relay beamforming matrices incurs negligible perfor-
mance loss, in terms of the total transmit power, while allow-
ing us to obtain the design parameters in a computationally
efficient manner.

The main contributions of this paper are summarized
below:
• We obtain jointly optimal relay beamforming matrices
as well as the optimal transceiver transmit powers for
a network with multiple multi-antenna relays such that
the total transmit power is minimized under given SNR
constraints at the transceivers. We also discuss the con-
ditions for the problem to be feasible.

• We show that based the results of [14], the relay beam-
forming matrices have special structures which can be
exploited to reduce the computational complexity of the
problem. We use this structure to reduce the dimension-
ality of the power minimization problem.

• In order to guarantee the reciprocity of the end-to-end
channel between the transceivers, we choose beamform-
ing matrices to be symmetric. For this type of beam-
formingmatrices, we prove that this powerminimization
problem has a unique semi-closed-form solution. That
is, given a certain intermediate parameter, the symmetric
beamforming matrices can be obtained in a closed-form.
We prove that this parameter can be obtained using the
efficient Newton-Raphson technique.

• Assuming no symmetry for the relay beamforming
matrices, we show that relying on the results of [14], the
total power minimization problem can be solved using
a combination of a two-dimensional search and semi-
definite programming.

• Using numerical examples, we compare the required
power for maintaining the SNRs at the receiver front-
end of the transceivers above given thresholds, for both
schemes with general and symmetric relay beamforming
matrices. Our numerical results show that the scheme
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FIGURE 1. A two-way relay network with multiple multi-antenna relays.

with symmetric beamforming matrices keeps the SNRs
above the required thresholds with a total network power
which is very close to that for the scheme with optimal
general beamforming matrices.

To the best of our knowledge these contributions are novel
and they have not appeared in the literature for the problems
considered in this paper. The problems of relay beamforming
and transceivers’ power allocation have been investigated
in the literature for single-antenna multi-relay and multi-
antenna single relay scenarios. However, the problem of total
power minimization for multi-antenna multi-relay networks,
where the beamformingmatrices and transceivers power allo-
cation need to be jointly considered, has not been studied,
and this is exactly what this work aims to investigate. It is
worth mentioning that the problem of total power minimiza-
tion subject to quality of service constraints has been widely
studied in the literature, see [6], [22]–[28]. The motivation
behind total power minimization approaches is to find the
minimal power consumption in the entire network while
guaranteeing a certain quality of service at the receiver(s).
Indeed, this approach aims to find the greenest design for the
network.

Note that our work is different from those in [29] and [30],
where one-way multi-antenna relaying schemes are studied.
Golbon-Haghighi et al. [29] study a one-way network of
multiple single-antenna source-destination pairs and a single
multi-antenna relay, while the study in [30] considers a one-
way network of multiple single-antenna source-destination
pairs and multiple multi-antenna relays. Unlike [29] and [30],
we are considering a two-way relay network of two single-
antenna transceivers and multiple multi-antenna relays. Also
in [29] and [30], the relay transmit power is minimized,
assuming the source powers are fixed, while we herein mini-

mize the total power consumed in the entire network assum-
ing that the transceivers’ transmit powers are to be optimally
determined.

Note that the systemmodel considered in this paper resem-
bles the analog network coding for two-way relay networks
introduced in [31]. The difference between this work and
the work in [31] is that we consider a multi-relay scenario,
while [31] studies a single-relay network.
Notation: Throughout this paper, we use small and capital

boldface letters to denote vectors and matrices, respectively.
The operators (·)∗, (·)T , and (·)H denote the complex conju-
gate, the transpose, and the Hermitian transpose, respectively.
[A]ij denotes the (i, j)-th entry of matrix A. The operator
vec(A) is used for stacking the columns of A in one column
vector a. The operator⊗ denotes the Kronecker product. tr(·)
andE{·} denote the trace and statistical expectation operators,
respectively. A � 0 means that A is a Hermitian positive
semidefinite matrix. Ir is used to represent an r × r identity
matrix. ‖ · ‖ and | · | denote the Euclidean norm of a vector
and the absolute value of a complex scalar, respectively.P{A}
and λmax{A} represent the normalized principal eigenvector
and the principal eigenvalue of matrix A, respectively.

II. SYSTEM MODEL
As shown in Fig. 1, the two-way relay network we consider
consists of two single-antenna transceivers which wish to
communicate with the help of nr multi-antenna relays. The
scenario we are considering can be used in cellular commu-
nication systems, where user devices can use only a single
antenna due to their size and weight limitations and the base
stations act as relays. Indeed, our scheme can be viewed as
a distributed MIMO system used for connecting two single-
antenna user devices. Equipping the relays (base stations)
withmultiple antennas allows local beamforming at the relays
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while distributed beamforming is materialized by all base
stations collectively.

Each relay transforms the vector of its received signals
by multiplying it with a complex ‘‘beamforming’’ matrix.
We refer to such a scheme as transform-and-forward (TF)
relaying protocol. To determine the relay beamformingmatri-
ces and the transceivers’ transmit powers, we aim tominimize
the total transmit power consumed in the entire network while
SNRs at the receiver front-ends of the transceivers are kept
higher than or equal to two given thresholds. Assuming that
each relay node is equipped with M antennas, we consider
the two time-slot MABC relaying scheme, where in the first
time-slot, the two transceivers transmit their signals simulta-
neously and in the second time-slot, each relay forwards a lin-
early transformed version of its received signal vector to the
two transceivers.We assume that no direct link exists between
the transceivers, i.e., all data transmissions go through the
relay nodes.

For j ∈ {1, 2}, let sj denote the unit-power scalar informa-
tion symbol transmitted by Transceiver j with transmission
power pj. Assuming frequency-flat fading transceiver-relay
channels, theM×1 vector xi of the received baseband signals
at relay i in the first time-slot is given as

xi=
√
p1h1is1 +

√
p2h2is2 + ni, for i ∈ {1, . . . , nr }. (1)

Here, ni is the M × 1 received noise vector at the i-th relay,
while h1i and h2i are the M × 1 complex vectors of the
coefficients corresponding to the channels between the i-th
relay and Transceivers 1 and 2, respectively. Denoting the
beamforming matrix of the i-th relay as an M ×M complex
matrix Ai, the M × 1 vector of the signal transmitted by the
i-th relay is denoted by ti and can be expressed as

ti = Aixi. (2)

Assuming that the relay-transceiver channels are recip-
rocal for uplink and downlink transmissions, the received
signals y1 =

∑nr
i=1 h

T
1iti + η1 and y2 =

∑nr
i=1 h

T
2iti + η2 at

Transceivers 1 and 2 are written, respectively, as

y1 =
nr∑
i=1

√
p1hT1i Aih1is1 +

nr∑
i=1

√
p2hT1i Aih2is2

+

nr∑
i=1

hT1i Aini + η1 (3)

y2 =
nr∑
i=1

√
p1hT2i Aih1is1 +

nr∑
i=1

√
p2hT2i Aih2is2

+

nr∑
i=1

hT2i Aini + η2 (4)

where ηj is the received noise at Transceiver j, for j ∈ {1, 2}.
Since the two transceivers know their own transmitted signals
and assuming that they have the perfect knowledge of global
channel state information (CSI), the first term in (3) and the
second term in (4) (which are self-interference terms) can be

subtracted from y1 and y2, respectively. The residual signals
ỹ1 and ỹ2 are then given as

ỹ1 ,
nr∑
i=1

√
p2hT1i Aih2is2 +

nr∑
i=1

hT1i Aini + η1 (5)

ỹ2 ,
nr∑
i=1

√
p1hT2iAih1is1 +

nr∑
i=1

hT2i Aini + η2. (6)

The noise processes at all nodes are assumed to be spa-
tially white zero-mean complex Gaussian processes with
variance σ 2. Therefore, we can write E{|η1|2} = E{|η2|2} =
σ 2 and E{ninHi } = σ

2IM . Hence, using (5) and (6), we can
express the SNRs at Transceivers 1 and 2 as

SNR1 =

p2

∣∣∣∣ nr∑
i=1

hT1iAih2i

∣∣∣∣2
σ 2(1+

nr∑
i=1
‖hT1iAi‖

2)
,

SNR2 =

p1

∣∣∣∣ nr∑
i=1

hT2iAih1i

∣∣∣∣2
σ 2(1+

nr∑
i=1
‖hT2iAi‖

2)
. (7)

The total transmit power PT in the network is the summation
of the transceivers’ transmit powers and the transmit power
of all the relays, that is PT = p1 + p2 + Pr , where

Pr,p1
nr∑
i=1

‖Aih1i‖2+p2
nr∑
i=1

‖Aih2i‖2+σ 2
nr∑
i=1

tr(AiAH
i )

(8)

is the total relay transmit power.

III. POWER MINIMIZATION
In the current study, we aim to find the beamforming matrices
and the transceivers’ transmit powers such that the total trans-
mit power PT is minimized, while the SNRs at Transceivers
1 and 2 are maintained above given thresholds γ1 and
γ2, respectively. This power minimization problem can be
expressed as1 2 3

min.
p1,p2,{Ai}

nr
i=1

PT subject to SNR1 ≥ γ1, SNR2 ≥ γ2. (9)

1It is worth mentioning that a total power minimization approach has been
widely considered as a design technique for relay networks, see for example
[6], [20], [22]–[28]. The advantage of a total power minimization approach is
to ensure the minimum amount of power is consumed in the entire network,
thereby leading to the most power efficient design of the network.

2Note that the power consumption at each node is the sum of the node
transmit power and the power consumed in the circuitry of the node. The
latter power is the sum of the power consumption in the node circuitry,
excluding the node power amplifier, which is constant, and the power con-
sumed by the power amplifier and is a linear function of the node transmit
power, see [32]. As such, minimizing the total transmit power will minimize
the total power consumed in the network.

3Note that as shown in [14], the total power minimization problem in
(9) can be used to solve a related problem, namely the weighted sum-rate
maximization problem under a total power constraint. As shown in [14], the
latter problem can be solved using a bisection type of algorithm along with
an algorithm which solves the total power minimization problem. Interested
readers are referred to [14] for more details on this approach.
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Using (7) and (8), we can recast the optimization problem as

min.
p1,p2,{Ai}

nr
i=1

p1

(
1+

nr∑
i=1

‖Aih1i‖2
)
+p2

(
1+

nr∑
i=1

‖Aih2i‖2
)

+ σ 2
nr∑
i=1

tr(AiAH
i )

subject to

p2

∣∣∣∣ nr∑
i=1

hT1iAi h2i

∣∣∣∣2
σ 2

(
1+

nr∑
i=1
‖hT1iAi‖

2

) ≥ γ1,
p1

∣∣∣∣ nr∑
i=1

hT2iAi h1i

∣∣∣∣2
σ 2

(
1+

nr∑
i=1
‖hT2iAi‖

2

) ≥ γ2. (10)

We observe that at the optimum, the SNR inequality con-
straints in (10) are satisfied with equality, otherwise, if, at the
optimum, any of these constraints is satisfied with inequality,
then the corresponding optimal power can be reduced to
satisfy this constraint with equality. This, in turn decreases
the value of the objective function thereby contradicting the
optimality. This observation implies that p1 and p2 can be
respectively written as

p1 =

σ 2γ2

(
1+

nr∑
i=1
‖hT2iAi‖

2
)

∣∣∣∣ nr∑
i=1

hT2iAi h1i

∣∣∣∣2
,

p2 =

σ 2γ1

(
1+

nr∑
i=1
‖hT1iAi‖

2
)

∣∣∣∣ nr∑
i=1

hT1iAi h2i

∣∣∣∣2
. (11)

Using (11), we rewrite (10) as the following unconstrained
optimization problem:

min.
{Ai}

nr
i=1

γ2σ
2
(
1+

nr∑
i=1
‖hT2iAi‖

2
)(

1+
nr∑
i=1
‖Aih1i‖2

)
∣∣∣∣ nr∑
i=1

hT2iAi h1i

∣∣∣∣2

+

γ1σ
2
(
1+

nr∑
i=1
‖hT1iAi‖

2
)(

1+
nr∑
i=1
‖Aih2i‖2

)
∣∣∣∣ nr∑
i=1

hT1iAi h2i

∣∣∣∣2
+ σ 2

nr∑
i=1

tr(AiAH
i ). (12)

Let us denote the M × 2 matrix that spans the vector space
of h1i and h2i as Ui, where UH

i Ui = I2. Following [14, Th.
3.1], the optimal value of matrix Ai can be written, without
any loss of optimality, as

Ai = U∗i BiU
H
i . (13)

Here, Bi is a 2 × 2 complex matrix which can be viewed, as
shown in the sequel, as the effective beamforming matrix of
the i-th relay. In light of (13), the beamforming matrix Ai is
a cascade of three operations. The first operation is a receive
beamforming matrix UH

i , which filters out the components
of the relay received noise vector that do not reside in the
signal subspace defined as the space spanned by h1i and h2i.
The second operation is denoted with Bi which transforms
the output vector of the relay receive beamformer into a
new vector. The third operation is a transmit beamforming
operation represented by matrix U∗i which guarantees that
the transformed vector is transmitted only into the signal
subspace. The matrices {Bi}

nr
i=1 are now determined such

that the total transmit power is minimized subject to SNR
constraints. That is, instead of finding the optimal values
{Ai}

nr
i=1, without loss of optimality, we can obtain the optimal

values of {Bi}
nr
i=1.

Let us define q1i , UH
i h1i and q2i , UH

i h2i as the effec-
tive channel vectors between the i-th relay and Transceivers
1 and 2, respectively. Then, the unconstrained problem in (12)
can be equivalently written as

min.
{Bi}

nr
i=1

γ2σ
2
(
1+

nr∑
i=1
‖qT2iBi‖

2
)(

1+
nr∑
i=1
‖Biq1i‖2

)
∣∣∣∣ nr∑
i=1

qT2iBi q1i

∣∣∣∣2

+

γ1σ
2
(
1+

nr∑
i=1
‖qT1iBi‖

2
)(

1+
nr∑
i=1
‖Biq2i‖2

)
∣∣∣∣ nr∑
i=1

qT1iBi q2i

∣∣∣∣2
+ σ 2

nr∑
i=1

tr(BiBHi ) (14)

where the effective beamforming matrices {Bi}
nr
i=1 are now

the optimization variables.

IV. POWER MINIMIZATION WITH SYMMETRIC
BEAMFORMING MATRICES
A. SYMMETRIC RELAY BEAMFORMING MATRICES
To ensure the end-to-end reciprocity between the transceivers,
we choose Ai to be a symmetric matrix, i.e., Ai = AT

i .
Indeed, from (3) and (4), the end-to-end gains are hT1i Aih2i
and hT2i Aih1i which will be equal if we choose Ai = AT

i .
Assuming a symmetric4 beamforming matrix Ai, leads to
a symmetric matrix Bi, i.e., Bi = BTi . It is thus observed
that in this case, for minimizing total power, the optimal
scheme needs to determine 3nr unknown complex parameters
as each of the nr matrices {Bi}

nr
i=1 has only three unknown

complex parameters, which are to be optimally determined.
Using the symmetric beamforming matrices assumption, the

4In the next section, we consider the case of non-symmetric beamforming
matrices.
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optimization problem (14) can be rewritten as

min.
{Bi}

nr
i=1

σ 2(γ1+γ2)
(
1+

nr∑
i=1
‖qT2iBi‖

2
)(

1+
nr∑
i=1
‖Biq1i‖2

)
∣∣∣∣ nr∑
i=1

qT2iBiq1i

∣∣∣∣2
+ σ 2

nr∑
i=1

tr(BiBHi )

subject to [Bi](1,2) = [Bi](2,1), for i = 1, 2, . . . , nr (15)

where the last set of constraints guarantees that {Bi}
nr
i=1 are

symmetric. Assuming that the beamforming matrices are
symmetric renders the end-to-end channel over each relaying
path reciprocal, i.e., qT1iBiq2i = qT2iBiq1i, and also leads to
the following equalities ‖qT1iBi‖ = ‖Biq1i‖ and ‖q

T
2iBi‖ =

‖Biq2i‖, and thus, allows us to write the optimization problem
(14) as in (15). The latter optimization, as we show in the
sequel, is amenable to a computationally affordable solution,
which is globally optimal under the assumption of symmetric
beamforming matrices. We now observe that the matrices
{Bi}

nr
i=1 remain unchanged for different values of γ1 and γ2

as long as γ1 + γ2 does not change.5 Hence, in (10), if we
replace γ2 with γ1+γ2 and then set γ1 to 0, the optimal values
of {Ai}

nr
i=1 (or equivalently the optimal values of {Bi}

nr
i=1) will

not change. Note that in (10), replacing γ1 with 0, means
that p2 will be equal to 0. Therefore, as long as the optimal
values of {Bi}

nr
i=1 are concerned, we can solve the following

optimization problem:

min.
p̃1,{Bi}

nr
i=1

p̃1

(
1+

nr∑
i=1

‖Biq1i‖2
)
+ σ 2

nr∑
i=1

tr(BiBHi )

subject to

p̃1

∣∣∣∣ nr∑
i=1

qT2iBi q1i

∣∣∣∣2
σ 2

(
1+

nr∑
i=1
‖qT2iBi‖

2

) ≥ γ1 + γ2
[Bi](1,2) = [Bi](2,1), for i = 1, 2, . . . , nr . (16)

Note that the optimal value for p̃1 in (16) is not the same as
the optimal value of p1 in (10). In other words, the matrices
{Bi}

nr
i=1 obtained by solving (10) are identical to the matrices

{Bi}
nr
i=1 obtained by solving (16). However, the value of p̃1

obtained by solving (16) is not the same as the value of p1
obtained by solving (10). To obtain the optimal values of p1
and p2 in (10), once the optimal values of {Bi}

nr
i=1 in (16)

are obtained, we can use (13) to obtain the corresponding
optimal values of {Ai}

nr
i=1. The so-obtained Ai’s can then be

used in (11) to calculate the optimal values of p1 and p2.
Indeed, by solving (16), we aim to find the optimal values of
{Bi}

nr
i=1 and the transmit power of Transceiver 1 in a one-way

5Note that in case of single-antenna relays, each relay beamforming
matrices shrinks to a scalar, and thus, the symmetric property of relay
beamforming weights is automatically satisfied. The case of single-antenna
relays which was studied in [6] and [26] has indeed inspired us to resort to
symmetric beamforming matrices.

relay-assisted communication scheme, where the received
SNR at Transceiver 2 is at least equal to γ1 + γ2. Using the
following identities tr(ABC) = (vec(AT ))T (I ⊗ B) vec(C)
and tr(ATBCDT ) = (vec(AT ))T (D ⊗ B) vec(C) , defining
bi , (vec(BTi ))

∗ and fi , vec(q1i qT2i), and after some alge-
braic manipulation, we can rewrite the optimization problem
in (16) as

min.
p̃1,{bi}

nr
i=1

p̃1(1+
nr∑
i=1

bHi (I2 ⊗ q1iqH1i)bi)+σ
2
nr∑
i=1

bHi bi

subject to p̃1

∣∣∣∣∣
nr∑
i=1

bHi fi

∣∣∣∣∣
2

− σ 2(γ1+γ2)

(
1+

nr∑
i=1

bHi (q2iq
H
2i ⊗ I2)bi

)
≥0

[bi]2 = [bi]3, for i = 1, 2, . . . , nr . (17)

We now define b , [bT1 ,b
T
2 , . . . ,b

T
nr ]

T and f ,

[fT1 , f
T
2 , . . . , f

T
nr ]

T , and hence, can write

∣∣∣∣ nr∑
i=1

bHi fi

∣∣∣∣2 =

|bH f|2 = bH f fHb. Doing so, we can express the optimization
problem in (17) as

min
p̃1
. p̃1 +min

b
bH (p̃1E0 + σ

2I4nr )b

s.t. bH (p̃1E1 − σ
2(γ1 + γ2)E2)b ≥ σ 2(γ1 + γ2)

[b](i−1)nr+2= [b](i−1)nr+3 for i = 1, 2, · · · , nr (18)

where E0, E1, and E2 are defined as

E0 , blkdiag
(
{I2 ⊗ q1i qH1i}

nr
i=1

)
, (19)

E1 , f fH , (20)

E2 , blkdiag
(
{q2i qH2i ⊗ I2)}

nr
i=1

)
. (21)

Here blkdiag(·) stands for a block diagonal matrix. To solve
(18), we can first fix p̃1 and solve the minimization over b.
This value of b will be a function of p̃1. We plug this value
of b into the objective function of (18), thereby turning this
function into a function of p̃1 only. We then deal with solving
a single-variable optimization problem. To further elaborate
on this approach, we now focus on the inner minimization
in (18).
B. INNER MINIMIZATION IN (18)
For any given feasible value of p̃1, we rewrite this minimiza-
tion as

min.
b

bH (p̃1E0 + σ
2I4nr )b

s.t. bH (p̃1 E1 − σ
2(γ1 + γ2)E2 ) b ≥ σ 2(γ1 + γ2)

[b](i−1)nr+2= [b](i−1)nr+3 for i = 1, 2, . . . , nr . (22)

Using the following definitions:

T ,


1 0 0
0 1 0
0 1 0
0 0 1

, L , Inr ⊗ T (23)
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we can write bi = T b̃i, where b̃i = [ [bi]1 [bi]2 [bi]4 ]T is
the vector of the free parameters in bi. We can further write
b = L b̃, where b̃ = [b̃T1 b̃T2 . . . b̃

T
nr ]

T . These definitions
enable us to rewrite (22) as

min.
b̃

b̃H (p̃1Ẽ0 + σ
2LHL)b̃

subject to b̃H (p̃1Ẽ1−σ
2(γ1+γ2)Ẽ2)b̃≥σ 2(γ1 + γ2) (24)

where we further define: Ẽ0 , LH E0 L, Ẽ1 , LH E1 L, and
Ẽ2 , LH E2 L.
We show in Appendix A that the problem in (24) is feasible

if and only if

p̃1 >
σ 2(γ1 + γ2)

qH1 q1
. (25)

We now aim to solve the minimization problem in (24)
for any feasible value of p̃1 which satisfies (25). We note
that under the feasibility condition in (25), this problem is
a quadratic programming problem. Based on the fact that
for any feasible p̃1 at the optimum, the inequality constraint
in (24) is satisfied with equality, and thus, we can use the
method of Lagrangian multipliers to solve (24). As a result,
the solution to (24), denoted by b̃opt(p̃1), is obtained as6

b̃opt(p̃1) = αu(p̃1). (26)

Here, u(p̃1) = P{S(p̃1)} is the normalized principal eigen-
vector of the matrix7

S(p̃1) = (p̃1Ẽ0+σ
2LHL)−1(p̃1Ẽ1− σ

2(γ1 + γ2)Ẽ2) (27)

and α is a scalar factor which guarantees that the constraint
in (24) is satisfied with equality and is given as

α =

(
σ 2(γ1 + γ2)

uH (p̃1)(p̃1 Ẽ1 − σ 2(γ1 + γ2)Ẽ2 )u(p̃1)

)1/2

. (28)

In the next subsection, we address the problem of optimally
obtaining the parameter p̃1.

C. OPTIMIZING p̃1
We can now rewrite the main problem in (18) as

min.
p̃1

p̃1+
σ 2(γ1 + γ2)
λ(p̃1)

subject to p̃1>
σ 2(γ1 + γ2)

qH1 q1
(29)

where λ(p̃1) = λmax{S(p̃1)} represents the principal eigen-
value of the matrix S(p̃1).
Lemma 1: The objective function in (29) has a unique

extremum point in the interval (σ
2(γ1+γ2)
qH1 q1

,+∞), which is the
global minimum of this objective function.

6Indeed, the optimization problem (24) is a quadratic programming prob-
lem and has a closed-form solution as in (26).

7From (23), we obtain

TTT =

 1 0 0
0 2 0
0 0 1

, LTL = Inr ⊗ TTT.

Note that, LTL is a block diagonal matrix of full-rank matrices TTT. Hence,
(p̃1Ẽ0 + σ

2LT L) is a full-rank matrix and thus invertible.

Proof: See Appendix B.
The unique solution to (29) can be obtained by equat-

ing the derivative of the objective function in (29) to zero.
Denoting the objective function in (29) as ψ(p̃1), we show
in Appendix C that derivative of ψ(p̃1) with respect to p̃1 is
given by

g(p̃1) ,
∂ψ(p̃1)
∂ p̃1

= 1− σ 2(γ1 + γ2)
∂
∂ p̃1
λ(p̃1)

λ2(p̃1)
= 1− σ 2(γ1 + γ2)

×
p̃−21 − λ(p̃1)f̃

H
A−1(p̃1)Ẽ0A−1(p̃1)f̃

λ2(p̃1)f̃
H
A−1(p̃1)(p̃1Ẽ0+σ 2LTL)A−1(p̃1)f̃

.

(30)

Here, the following definitions are used:

A(p̃1) , σ 2(γ1 + γ2)Ẽ2 + λ(p̃1)(p̃1Ẽ0 + σ
2LT L) (31)

f̃ , LH f, (32)

and λ(p̃1) is the largest eigenvalue of the matrix S(p̃1), and
can be obtained, for any feasible value of p̃1, as the provably
unique positive solution to the following equation:

p̃1 f̃
H
(
σ 2(γ1 + γ2)Ẽ2 + λ(p̃1)(p̃1Ẽ0 + σ

2LTL)
)−1

f̃ = 1.

(33)

This unique solution can be obtained using a simple
Newton-Raphson method or a bisection method. Once λ(p̃1)
is obtained, the corresponding value of g(p̃1) can be obtained
and thus the equation g(p̃1) = 0 can be solved using another
bisection method, thereby the optimum value of p̃1 can be
obtained. Denoting the so-obtained optimal value of p̃1 as p̃o1,
we can use (26) to obtain b̃opt(p̃o1). The optimal value of b can
then be calculated as b opt

= [bT1 bT2 . . . b
T
nr ]

T
= Lb̃opt(p̃o1).

Reshaping bi yields the optimal value of Bi and finally the
optimal value of Ai can be obtained from Ai = U∗i BiU

H
i .

One can then use the so-obtained Ai in (11) to obtain the
transceivers’ transmit powers in closed-forms.

The proposed technique is summarized as in Algorithm 1.

V. POWER MINIMIZATION WITH GENERAL
BEAMFORMING MATRICES
In this section, we present the solution to the power mini-
mization problem for the case when the beamforming matri-
ces are not constrained to be symmetric. The solution to
this case can then be used to evaluate the performance of
the power minimization problem with symmetric beamform-
ing matrices. To develop the solution to the case of gen-
eral beamforming matrices, we rely on the pioneer results
of [14], which considers a three-node two-way relay net-
work and minimizes the transmit power consumed in a
single multi-antenna relay subject to SNR constraints at
two single-antenna transceivers. Note however that Zhang
et al. [14] assume that the transceivers’ transmit powers
are fixed, while in our work, these powers are part of the
design parameters. Nevertheless, the technique of [14] can
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Algorithm 1 Based on Bisection Method

1) Calculate E0 = blkdiag
(
{I2 ⊗ q1iqH1i}

nr
i=1)

)
and E2 = blkdiag

(
{q2i qH2i ⊗ I2}

nr
i=1

)
as well as L = Inr ⊗ T, where T = 1 0 0

0 1 0
0 1 0
0 0 1

. Then, calculate Ẽ0 = LH E0 L, Ẽ2 = LH E2 L, and f̃ = LH f where the vector f is obtained as

f = [(vec(q11qT21))
T (vec(q12qT22))

T
· · · (vec(q1nrq

T
2nr ))

T ]T .

2) For any value of z ∈ (σ
2(γ1+γ2)
qH1 q1

,+∞), define function g(·) as

g(z) = 1− σ 2(γ1 + γ2)
z−2 − λ(z)uH (z)Ẽ0u(z)

λ2(z)uH (z)(zẼ0 + σ 2LT L)u(z)
.

Here, for any value of z ∈ (σ
2(γ1+γ2)
qH1 q1

,+∞), the value of λ(z) is obtained, using a bisection method, as the provably unique
positive solution to the following non-linear equation:

z fH (σ 2(γ1 + γ2)Ẽ2 + λ(z)(zẼ0 + σ
2LHL))−1f− 1 = 0

and for any value of z, the 3nr × 1 vector u(z) is obtained as

u(z) = (σ 2(γ1 + γ2)Ẽ2 + λ(z)(zẼ0 + σ
2LTL))−1 f̃

3) To solve g(z) = 0 in the interval z ∈ (σ
2(γ1+γ2)
qH1 q1

,+∞), using a bisection method, choose zl as

zl =
σ 2(γ1 + γ2)

qH1 q1
+ ε1

where ε1 is an arbitrarily small positive number such that g(zl) < 0. Also, choose zu large enough such that g(zu) > 0.
4) Choose ε2 to be an arbitrarily small positive number.
5) Choose z = (zl + zu)/2.
6) If |g(z)| < ε2, go to Step 7. If g(z) < −ε2, then zl = z. If g(z) > ε2, then zu = z. Go to Step 5.
7) Set p̃o1 equal to z and use a bisection technique to obtain the optimal value of λ, denoted as λo, as the unique positive

solution to the following non-linear equation:

p̃o1 f̃
H (σ 2(γ1 + γ2)Ẽ2 + λ(p̃o1Ẽ0 + σ

2LHL))−1 f̃− 1 = 0.

8) Calculate the total transmitter power, denoted as PT , consumed in the entire network as

PT = p̃o1 +
σ 2(γ1 + γ2)

λo

9) Obtain b̃opt(p̃1) = [b̃T1 b̃T2 · · · b̃Tnr ]
T as

b̃opt(p̃1) = κ (σ 2(γ1 + γ2)Ẽ2 + λ
o(p̃o1Ẽ0 + σ

2LHL))−1 f̃︸ ︷︷ ︸
u(p̃1)

where κ is obtained as

κ =

√
σ 2(γ1 + γ2)

λouH (p̃1)(p̃1Ẽ1 + σ 2LHL)u(p̃1)
.

10) Calculate bopt = [bT1 bT2 . . . bTnr ]
T
= Lb̃opt(p̃o1).

11) Reshape bi to obtain the optimal value of the effective beamforming matrix Bi of the i-th relay, and finally, obtain the
optimal value of the beamforming matrix of the i-th relay as Ai = U∗i BiU

H
i .

12) Use the so-obtained beamforming matrices to obtain the optimal values of the transceivers’ transmit powers in closed-
forms as:

p1 =

σ 2γ2

(
1+

nr∑
i=1
‖hT2iAi‖

2
)

∣∣∣∣ nr∑
i=1

hT2iAi h1i

∣∣∣∣2
, p2 =

σ 2γ1

(
1+

nr∑
i=1
‖hT1iAl‖

2
)

∣∣∣∣ nr∑
i=1

hT1iAi h2i

∣∣∣∣2
.
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be combined with a two-dimensional search over the plane
of (p1, p2) to find the optimal values of transceivers’ trans-
mit powers. In this section, we briefly review the technique
of [14], while extending this technique to allow the optimiza-
tion of transceivers’ transmit powers.

Using (13), we can write the optimization problem (10) as

min.
p1,p2,{Bi}

nr
i=1

2∑
j=1

pj

(
1+

nr∑
i=1

‖Biqji‖2
)
+ σ 2

nr∑
i=1

tr(BiBHi )

subject to

pj

∣∣∣∣ nr∑
i=1

qT
j̄i
Bi qji

∣∣∣∣2
σ 2

(
1+

nr∑
i=1
‖qT

j̄i
Bi‖2

) ≥ γj̄, j ∈ {1, 2}

(34)

where q1i = UH
i h1i and q2i = UH

i h2i are defined
as the effective channels between the i-th relay and
Transceivers 1 and 2, respectively. Also we can rewrite the
norms in problem (34) as ‖Bi qji‖2 = bHi (I2 ⊗ (q∗ji q

T
ji ))bi,

‖qTjiBi‖
2
= bHi ((q

∗
ji q

T
ji )⊗I2)bi, and tr(BiB

H
i ) = bHi bi, where

we use the following definition: bi , (vec(BTi ))
∗. Further,

defining

f̆ , [vecT (q21 qT11) · · · vec
T (q2nr q

T
1nr )]

T

we can write ∣∣∣∣∣
nr∑
i=1

qT1iBi q2i

∣∣∣∣∣
2

= bH f̆f̆H b.

The optimization problem (34) can now be recast as

min.
p1,p2,b

p1 + p2 + bH (p1E0 + p2Ĕ0 + σ
2I4nr )b

subject to bH (p2 Ĕ1 − σ
2γ1Ĕ2 )b ≥ σ 2γ1

bH (p1 E1 − σ
2γ2E2 )b ≥ σ 2γ2 (35)

where the following definitions are used:

Ĕ0 , blkdiag
(
{I4 ⊗ q2iqH2i}

nr
i=1

)
,

Ĕ1 , f̆f̆H ,

Ĕ2 , blkdiag
(
{q1i qH1i ⊗ I4}

nr
i=1

)
.

The optimization problem (35) does not seem to be amenable
to a closed-form solution. We can solve the problem by
finding the optimal value for b for any given transceiver
powers, p1 and p2, and then find the optimal values for p1
and p2 by finding those values of p1 and p2 which yield the
smallest value for the objective function. For given values of
p1 and p2, the minimization over b can be written as a
quadratically constrained quadratic problem (QCQP). If the
feasible region in (p1, p2) plane is quantized into a sufficiently
fine grid, we can obtain the optimal value of b corresponding
to each vertex of this grid. We then choose, as the solution
to the problem, the values of p1, p2, and the corresponding
value of b, which lead to the minimum value of the objective
function.

To solve theminimization over b for any given feasible pair
of p1 and p2, we need to determine the set of feasible values
of p1 and p2. One can see from the constraint in (35) that
for those values of p1 that make the matrix (p1 E1 −σ

2γ2E2)
negative semi-definite, the problem becomes infeasible. Sim-
ilar condition holds true for p2 in matrix (p2 Ĕ1 − σ

2γ2Ĕ2).
Hence, the infeasibility conditions can be written as

p1E1 − σ
2γ2E2 4 0, p2Ĕ1 − σ

2γ1Ĕ2 4 0, (36)

where the notation Z 4 0 means that matrix Z is negative
semi-definite. These conditions mean that the minimum val-
ues of p1 and p2 that make the problem feasible are those
for which the largest eigenvalues of the matrices in (36) are
greater than zero. It can be shown that the feasible values of
p1 and p2 must satisfy

p1 >
σ 2γ2

qH1 q1
, and p2 >

σ 2γ1

qH2 q2
. (37)

where q1 , [qT11, q
T
12, . . . ,q

T
1nr

]T , and q2 , [qT21, q
T
22, . . .,

qT2nr ]
T . Hence, we need to start the exhaustive search over

the values of p1 and p2 which satisfy (37). Let us consider the
inner part of the minimization problem in (35) as

min.
b

bH (p1E0 + p2Ĕ0 + σ
2I4nr )b

subject to bH (p2Ĕ1 − σ
2γ1Ĕ2 ) b ≥ σ 2γ1

bH (p1 E1 − σ
2γ2E2 ) b ≥ σ 2γ2 (38)

Once a feasible pair of p1 and p2 is chosen, we can solve
the minimization problem in (38), as explained in the sequel.
Using the following definitions

G0 , (p1E0 + p2Ĕ0 + σ
2I4nr )

G1 ,
p1
σ 2γ2

E1 − E2, G2 ,
p2
σ 2γ1

Ĕ1 − Ĕ2

we can solve the problem using standard semi-definite pro-
gram (SDP) tools [33]. Defining X , bbH , we can rewrite
the problem in (38) as

min.
X

tr(G0X)

s.t. tr(G1X)≥1, tr(G2X) ≥ 1, rank(X)=1,X < 0. (39)

Due to the rank-one constraint, this problem is not convex
but we can exploit a semi-definite relaxation (SDR) method
to solve this problem [14]. Interestingly enough, despite the
relaxation, a rank-one solution to (39) exists and it can
be extracted from the relaxed problem (for detailed proce-
dure, refer to [34] and [35] ). This rank-one solution for X
yields the optimal b for the problem in (38) for the chosen
p1 and p2.

VI. REMARKS
The following remarks are in order.
Remark 1: In terms of computational complexity, the pro-

posed symmetric beamforming technique involves finding
the root of g(p̃1) using a simple bisection technique. In each
iteration of this bisection technique, one has to find the unique
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positive root of (33) for a given value of p̃1 using another
simple bisection technique, thereby obtaining λ(p̃1). Both of
these bisection methods converge very fast [36]. Considering
that the number of iterations in these two bisection methods
are insensitive to the problem size [36], the computational
complexity of calculating g(p̃1) and λ(p̃1) is O(nr ). On the
other hand, the general beamforming matrix based method
involves solving an SDP problem at each vertex of the grid
which covers the (p1, p2) plane. The computational com-
plexity of solving an SDP problem at each of these vertices
is O(n4r ). Taking into account that the SDP problem has to
be solved over all vertices, the computational complexity of
the proposed algorithm is significantly lower than the SDP
based solution. Indeed, the computational complexity of the
combination of the SDP based technique and the exhaustive
searchmethod is prohibitively high, thereby justifying the use
of the proposed method. In the next section, our numerical
examples show that the performance loss caused by imposing
symmetry on the relay beamforming matrices is negligible.
Remark 2: It is worth mentioning that the proposed

scheme can be implemented in a distributed manner. To
further explain this, the optimization problem (15) can be
rewritten as

min.
b

σ 2(γ1 + γ2)
(
1+ bHE2b

) (
1+ bHE0b

)
bH f fHb

+ σ 2bHb

s.t. [b](i−1)nr+2= [b](i−1)nr+3, for i=1, 2, . . . , nr (40)

or, equivalently, as

min.
b̃

σ 2(γ1 + γ2)(1+ b̃H Ẽ2b̃)(1+ b̃H Ẽ0b̃)

b̃H f̃ f̃
H
b̃

+σ 2b̃HLHLb̃.

(41)

Differentiating the objective function of (41) with respect to
p̃1 and equating it to zero yields

1

(b̃H f̃)
f̃ = Q(b̃) b̃ (42)

where the following definition is used:

Q(b̃) ,
Ẽ2

(1+ b̃H Ẽ2 b̃)
+

Ẽ0

(1+ b̃H Ẽ0 b̃)

+
1

(γ1 + γ2)
LHL (b̃H f̃ f̃

H
b̃)

(1+ b̃H Ẽ2 b̃)(1+ b̃H Ẽ0 b̃)
. (43)

Further, defining µ0 , (1 + b̃H Ẽ0 b̃), µ2 , (1 + b̃H Ẽ2 b̃),
and µ1 , b̃H f̃, we can rewrite (42) as

µ0 µ2 f̃ =
(
µ0Ẽ2 + µ2Ẽ0 +

|µ1|
2

(γ1+γ2)
LHL

)
µ1b̃. (44)

Since the matrix
(
µ0Ẽ2 + µ2Ẽ0 +

|µ1|
2

(γ1+γ2)
LHL

)
is invert-

ible, we can obtain b̃ as

b̃ =
µ0 µ2

µ1

(
µ0Ẽ2 + µ2Ẽ0 +

|µ1|
2

(γ1 + γ2)
LHL

)−1
f̃. (45)

The fact that matrices Ẽ0, Ẽ2, andLHL are all block-diagonal
matrices allows us to use (45) and write the optimal value of
b̃i for the i-th relay as

b̃i=
µ0µ2

µ1

(
µ0(Ẽ2)(i)+µ2(Ẽ0)(i)+

|µ1|
2

(γ1+γ2)
(LHL)(i)

)−1
f̃i

(46)

where (Ẽ2)(i), (Ẽ0)(i), and (LHL)(i) are the i-th diagonal
blocks of Ẽ2, Ẽ0, and LHL, respectively. If one of the two
transceivers broadcasts the three parameters µ0, µ1, and µ2,
the i-th relay can then use (46) to obtain its b̃i vector from its
local CSI. Indeed, the matrices (Ẽ2)(i), (Ẽ0)(i), and (LHL)(i)
depend only on the local CSI of the i-th relay.
In terms of CSI acquisition, two scenarios can be

implemented: 1) Due to the bidirectional nature of the
communication, each transceiver (user device) can obtain
all the channel coefficients through training, see for
example [37]–[46]. Both transceivers can then obtain the
parameter p̃1 and consequently, calculate the vectorized ver-
sion of the beamforming matrices as in (26), as well as
find the transceivers’ transmit powers from (11). One of the
transceivers can then calculate the parametersµ0,µ1, andµ2,
and broadcast these parameters to all relays. Each relay can
use these three parameters along with its local CSI as in (46)
to obtain the vectorized version of its effective beamforming
matrix. 2) In the second scenario, all relays (base stations)
provide their CSI (which can be acquired using traditional
training procedures) to one of the relays (main relay or main
base station) through a back haul link (for example through
an optical fiber link). The main relay can then use the global
CSI to calculate the parameter p̃1, and consequently, the
vectorized version of the beamforming matrices as in (26),
as well as the parameters µ0, µ1, and µ2, and broadcast these
parameters to other relays. Each relay can then use these three
parameters along with its local CSI as in (46) to obtain the
vectorized version of its effective beamforming matrix.
Remark 3:Note that the total powerminimization approach

utilized in this paper does not rely on individual per node
power constraint. Adding such constraints can lead to the
increase in the total power consumed in the entire network.
As a result, it is recommended that the nodes hardware be
designed to allow a relatively high amount of power con-
sumption. Note also that it is reasonable to assume that the
relay channel vectors are drawn from the same probability
distribution function, and as a result, the long-term average
transmit power of different relays will be the same. This is
indeed what the numerical results of [6] showed for the case
of two-way networks with multiple single-antenna relays.
Remark 4: It is also noteworthy that the relay

beamforming matrices {Ai}
nr
i=1 can be written in terms of

maximum ratio combining (MRC) and maximum ratio trans-
mission (MRT) schemes. To show this, one can write Ui =

[h1i h2i]Wi, whereWi is a 2×2 invertible matrix. As a result,
using (13), the relay beamforming matrix can be written as
Ai = [h∗1i h∗2i]W

∗
i BiW

H
i [h1i h2i]H . Hence, the relay

VOLUME 5, 2017 12467



R. Rahimi, S. Shahbazpanahi: Two-Way Network Beamforming Approach Based on Total Power Minimization

beamforming operation can be viewed as a cascade of an
MRC operation, a multiplication of the MRC output with the
matrixW∗i BiW

H
i , and eventually an MRT scheme.

For very largeM , i.e, in massive MIMO relaying schemes,
where h1i and h2i are orthogonal, almost surely, one can
easily show that at the optimum, matrix Ci , W∗i BiW

H
i is

anti-diagonal i.e., has zero diagonal entries. This means that
self-interference will be zero. In this case, one still has to
optimally obtain the two off-diagonal entries of matrix Ci,
To do so, one can show that we still need the same amount of
CSI. The details of the derivations do not fit in the scope of
this paper and we leave these details to future studies.
Remark 5: In this paper, we considered the network beam-

forming problem for a single-pair of transceivers. Designing
network beamforming schemes to simultaneously establish
communication between multiple pairs of transceivers in a
peer-to-peer manner is yet another interesting problem. What
we have done in this paper can be useful when considering a
multi-pair scneraio when the number of antennas at the relays
is very large. Extending our result in this paper to a multi-pair
scenario is possible but the details of such extension does not
fit in the scope of this paper. We leave such an extension to
our future work.

VII. SIMULATION RESULTS
In this section, we compare the performance of the pro-
posed symmetric beamforming method, in terms of the total
consumed power in the network, with the performance of
the general beamforming method with no restriction on
the beamforming matrices. We assume that the relays are
randomly distributed between the two transceivers. Each
transceiver-relay link is modeled as the product of three
terms: a small-scale fading term (which is modeled as com-
plex Gaussian random variables with zero mean and unit
variance), a log-normal term with a standard deviation of
8 dB (which represents the shadowing effect), and a path loss
component with a path loss exponent of 3.8. Also, the noise
process in all nodes is assumed to be spatially white zero-
mean Gaussian process with unit variance, i.e., σ 2

= 1.
Fig. 2 shows the average total transmit power, normal-

ized to the noise power, versus equal SNR thresholds γ1 for
both the proposed symmetric beamforming method and the
general beamforming technique in two different scenarios, i)
γ2 = γ1 and ii) γ2 = γ1/4. As can be seen from this figure,
in both scenarios, the total power required for satisfying the
SNR constraints in the network with symmetric beamforming
matrices is very close to the total power for the same network
with general beamforming matrices, while the computational
complexity of the symmetric beamforming method is signifi-
cantly lower than that of the general beamformingmethod. As
a result, assuming symmetric beamforming matrices offers
computational saving with negligible performance loss, com-
pared to the case when the beamforming matrices are not
restricted to be symmetric. In the remainder of our simulation
results, we focus on the proposed symmetric beamforming
method.

FIGURE 2. Average normalized total transmit power versus γ1, for
symmetric and general beamforming schemes, for M = 4 and nr = 4.

FIGURE 3. Average normalized total power, average normalized total
relay power, and average normalized transceivers’ transmit powers,
versus γ1 = γ2 = γ, for M = 4 and nr = 4.

Fig. 3 illustrates the average normalized values of the total
consumed power in the network, the average normalized total
transmit power of the relays, and the average normalized
transceivers’ transmit powers, versus equal SNR thresholds,
i.e., γ1 = γ2 , γ , for a network consisting of two single-
antenna transceivers and nr = 4 relays each equipped with
M = 4 antennas. As can be seen from this figure, the average
total relay transmit power is 3 dB smaller than (i.e., half
of) the average total transmit power consumed in the entire
network. Although this figure shows averaged quantities, one
can prove that for any given set of channel realizations, the
total relay power is always half of the total transmit power
consumed in the entire network, when γ1 = γ2. We can
also observe from Fig. 3 that the average transmit power of
each of the two transceivers are 6 dB lower than (or a quarter
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FIGURE 4. Average normalized total power, average normalized relay
power, and average normalized transceivers’ transmit powers, for
non-equal SNR thresholds:γ2 = γ1/2, and for M = 4 and nr = 4.

of) the average total transmit power. Note however that this
observation is correct only for average quantities and it may
not hold true for a given channel realizations.

Fig. 4 shows the same quantities as in Fig. 3 for the case
when we choose γ2 = γ1/2. As can be observed from this
figure, the average total relay transmit power is about half of
the average total transmit power consumed in the entire net-
work. Note however that this observation is true for average
quantities and may not hold for all channel realizations.

Note that in this paper, we did not consider per-node
power constraints. Adding such constraints only shrinks the
feasible set, and thus, increases the total power consumption.
However, a guideline can be derived to choose the maximum
average power consumption of each node. As shown in Fig. 3,
under equal SNR thresholds, the power consumption of each
of the two transceivers is 1/4 of the total power consumed in
the entire network. Also, as the total relay power is half of
the total transmit power, if the relay-transceiver channels are
drawn from the same probability distribution function, then
each relay node consumes, in average, 1/(2nr ) of the total
transmit power.

Fig. 5 illustrates the normalized average minimum total
transmit power for different number of relays each of which
is equipped with M = 4 antennas. Fig. 6 illustrates the nor-
malized average minimum total transmit power when nr = 4
relays are equipped with 4, 8, and 16 antennas. As can be
seen from Fig. 5, doubling number of relays, while keeping
the number of antennas per relays unchanged, reduces the
average minimum total transmit power by 2.98 to 3.94 dB
over the depicted range of γ . Fig. 6 shows that doubling the
number of antennas per relays, while keeping the number
of relays unchanged, will reduce the minimum total transmit
power by 2.91 to 3.13 dB over the chosen range of γ .
In Fig. 7, we plot the normalized average minimum total

transmit power versusM , when the total number of the relay

FIGURE 5. The average normalized total transmit power versus
γ1 = γ2 , γ , for networks with different numbers of relays nr ∈ {4,8,16},
and for M = 4.

FIGURE 6. The normalized average minimum total transmit power, versus
γ1 = γ2 , γ , for networks with nr = 4, M ∈ {4,8,16}.

antennas employed in the network is constant (Mnr = 128),
for different values of γ . Interestingly, we observe that when
γ = 0 dB is chosen, the minimum power will be achieved
when nr = 16 relays, each with M = 8 are used. As γ is
increased to 10 dB, the minimum power can still be achieved
when nr = 16 relays, each with M = 8 are employed,
Further increasing γ to 20 dB shows that the scenario with
nr = 32 relays, each with M = 4 antennas results in the
minimum power consumption. In other words, when the SNR
requirements are more stringent, the network should become
‘‘more distributed’’. This observation shows that there exists a
trade-off between local beamforming at the relays and net-
work beamforming distributed in the entire network. For
low SNR requirements, local beamforming appears to be
power-optimal while for high SNR requirements, network
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FIGURE 7. The normalized average minimum total transmit power versus
number of antennas per relay M, for Mnr = 128 and for different values
of γ .

beamforming tends to be power-efficient. The theoretical jus-
tification/analysis of this trade-off is certainly an interesting
research direction but it does not fit in the scope of this paper.

As shown in Fig. 5, for a given number of antennas per
relay, increasing number of the relays consistently improves
the performance of the proposed scheme. Also, Fig. 6 shows
that for a fixed number of relays, increasing number of
antennas per relay consistently improves the performance.
However, for a fixed number of total number of available
antenna, it appears from Fig. 7 that there exists an optimal
number of antennas per relay, and thus an optimal number of
relays, which lead to the best performance in terms of the total
transmit power consumption. Finding the optimal number of
relays and/or developing an optimal node selection strategy
appears to be an interesting direction for future work on this
topic.

VIII. CONCLUSIONS
In this paper, we studied the total transmit power minimiza-
tion problem for a two-way relay network under two con-
straints on the transceivers’ received signal-to-noise-ratios.
The network we considered consists of multiple multi-
antenna relay nodes and two single-antenna transceivers.
Each relay transforms the vector of its received sig-
nals (by multiplying this vector with a complex ‘‘beam-
forming’’ matrix), thereby obtaining a new vector whose
entries are transmitted over different antennas of that
relay. Assuming the relay beamforming matrices and the
transceivers’ transceiver powers as the design parameters,
we first considered the problem of total power minimization
under the assumption that the relay beamforming matrices
are symmetric. Under such an assumption, we showed that
the total power minimization problem is amenable to a semi-
closed-form solution, and thus, can be solved efficiently.
We then considered the case where the relay beamforming

matrices may not be symmetric and showed that in this
case, the total power minimization problem can be solved
using a computationally prohibitive algorithmwhich involves
a two-dimensional search over a grid in the space of the
transceivers’ powers and semi-definite programming at each
vertex of this grid. Our numerical results showed that the
symmetric assumption on the relay beamforming matrices
incurs only insignificant loss, while this assumption allows
us to significantly reduce the computational burden of solving
the total power minimization problem.

APPENDIX A
DERIVING THE FEASIBILITY CONDITION (25)
We observe from the constraint in (24) that for values of p̃1
for which the matrix (p̃1 Ẽ1 − σ

2(γ1 + γ2)Ẽ2 ) is negative
semi-definite, the problem becomes infeasible. Therefore, the
infeasibility condition can be written as

p̃1 LH f fHL− σ 2(γ1 + γ2)LHFFHL 4 0. (47)

Here, we used the definition of matrix E1 in (19) along
with the fact that matrix E2 in (21) can be written as
E2 = FFH , where the following definitions are used: F ,
blkdiag{F1,F2, . . . ,Fnr }, Fi , [ r1iI2, r2iI2 ]T , r1i , [q2i]1,
and r2i , [q2i]2. Using these definitions, we can also write
f = Fq1, where q1 , [qT11, q

T
12, . . . ,q

T
1nr

]T . Hence, the
infeasibility condition in (47) can be written as

p̃1 LHFq1 qH1 FHL− σ 2(γ1 + γ2)LHFFHL 4 0 (48)

which is equivalent to the following condition on p̃1:

LHF
(
p̃1 q1 qH1 − σ

2(γ1 + γ2)I2nr
)
FHL 4 0. (49)

We now argue that the condition in (49) is equivalent to the
following condition:(

p̃1 q1 qH1 − σ
2(γ1 + γ2)I2nr

)
4 0. (50)

It is obvious that if (50) holds true, then (49) also
holds true. To show the reverse, we note that if (49)
holds true, then for any 3nr × 1 vector z, we can write
zHLHF

(
p̃1 q1 qH1 − σ

2(γ1 + γ2)I2nr
)
FHLz < 0. Since

FHL is a fat matrix, the vector FHLz can be any 2nr × 1
vector. We hence conclude that the matrix p̃1 q1 qH1 −σ

2(γ1+
γ2)I2nr is negative semi-definite, i.e., (50) holds true. As a
results, to find the feasible values of p̃1, it is necessary and
sufficient to find those values of p̃1 which result in the largest
eigenvalue of the matrix p̃1 q1 qH1 − σ

2(γ1 + γ2)I2nr being
positive. The largest eigenvalue of this matrix is equal to
p̃1 qH1 q1−σ

2(γ1+γ2). Hence, the problem in (24) is feasible
if and only if

p̃1 >
σ 2(γ1 + γ2)

qH1 q1
. (51)

The derivation of the feasibility condition is complete.
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APPENDIX B
PROOF OF LEMMA 1
To prove that the objective function in (29), defined as
ψ(p̃1) , p̃1 +

σ 2(γ1+γ2)
λ(p̃1)

, has a unique extremum in the inter-

val (σ
2(γ1+γ2)
qH1 q1

,+∞), we first show that ψ(p̃1) approaches

+∞, either when p̃1 → +∞ or when p̃1 →
σ 2(γ1+γ2)

qH1 q1
,

and thus, ψ(p̃1) has at least one minimum in the interval
(σ

2(γ1+γ2)
qH1 q1

,+∞). We then show that this minimum is unique.
Note that we can write

lim
p̃1→

σ2(γ1+γ2)

qH1 q1

S(p̃1)

=

(
σ 2(γ1 + γ2)

qH1 q1
Ẽ0 + σ

2LHL

)−1

×

(
σ 2(γ1 + γ2)

qH1 q1
Ẽ1 − σ

2(γ1 + γ2)Ẽ2

)

=

(
σ 2(γ1 + γ2)
‖q1‖2

Ẽ0 + σ
2LH L

)−1
×

(
σ 2(γ1+γ2)
‖q1‖2

LHFq1qH1 F
HL−σ 2(γ1+γ2)LHFFHL

)
=

(
σ 2(γ1 + γ2)
‖q1‖2

Ẽ0 + σ
2LHL

)−1
×

(
σ 2(γ1 + γ2)LHF

(
1
‖q1‖2

q1qH1 − I2nr

)
FHL

)
(52)

It is obvious that the largest eigenvalue of matrix 1
qH1 q1

q1qH1 −

I2nr in (52) is equal to zero. Hence, when p̃1 →
σ 2(γ1+γ2)

qH1 q1
,

the largest eigenvalue of S(p̃1), i.e., λ(p̃1) approaches 0,
and thus, ψ(p̃1) approaches +∞. It is also obvious that
as p̃1 approaches +∞, the objective function ψ(p̃1) also
approaches +∞. Hence, ψ(p̃1) has at least one minimum in

the interval (σ
2(γ1+γ2)
qH1 q1

,+∞). We now prove that this min-

imum is the only extremum ψ(p̃1) can have. To this end,
note that ψ(p̃1) is the sum of a monotonically increasing
function (i.e., p̃1 ) and the function

σ 2(γ1+γ2)
λ(p̃1)

. If we can prove
that λ(p̃1) is monotonically increasing with respect to p̃1,
we can then conclude that ψ(p̃1) has a unique minimum
and the proof is then complete. We now prove that when
p̃1 ∈ (σ

2(γ1+γ2)
qH1 q1

,+∞), λ(p̃1) is a monotonically increasing

function of p̃1. To prove this, in this interval, the derivative of
λ(p̃1) with respect to p̃1 is positive. The derivative of λ(p̃1)
is obtained in Appendix C as (53)–(54), as shown at the
bottom of this page, where, in the first inequality, we have
used the fact that λ(p̃1)f̃

H
A−1(p̃1)(σ

2

p̃1
LT L)A−1(p̃1)f̃ > 0, in

the second inequality, we have used the fact thatE2 is positive
semi-definite, and in the last equality, we have used the fact
that at optimum, as proven in Appendix C, f̃

H
A−1(p̃1)f̃ = 1

p̃1
holds true. Hence, we conclude that ∂λ(p̃1)

∂ p̃1
> 0 is positive,

implying that λ(p̃1) is a monotonically increasing function of
p̃1. This completes the proof.

APPENDIX C
In what follows, we derive an expression for ∂λ(p̃1)

∂ p̃1
. Since

λ(p̃1) is the largest eigenvalue of the matrix S(p̃1), we can
write

(
S(p̃1)− λ(p̃1)I3nr

)
u(p̃1) = 0 which is equivalent to(

(p̃1Ẽ0 + σ
2LTL)−1

(
p̃1Ẽ1 − σ

2(γ1+γ2)Ẽ2

)
−λ(p̃1)I3nr

)
×u(p̃1) = 0 (55)

where we use the definition of S(p̃1) in (27). It follows
from (55) that the matrix S(p̃1) − λ(p̃1)I3nr has at least
one zero eigenvalue. Multiplying (55) from left by (p̃1Ẽ0 +

σ 2LT L), we arrive at(
p̃1Ẽ1−σ

2(γ1+γ2)Ẽ2−λ(p̃1)(p̃1Ẽ0+σ
2LT L)

)
u(p̃1)=0.

(56)

Based on the fact that if p̃1 > σ 2(γ1 + γ2)/qH1 q1, then
λ(p̃1) > 0 holds true, and that the matrix LT L is full rank,

∂λ(p̃1)
∂ p̃1

=
p−21 − λ(p̃1)f̃

H
A−1(p̃1)Ẽ0A−1(p̃1)f̃

f̃
H
A−1(p̃1)(p̃1Ẽ0 + σ 2LT L)A−1(p̃1)f̃

>
p−21 − λ(p̃1)f̃

H
A−1(p̃1)(Ẽ0 +

σ 2

p̃1
LTL)A−1(p̃1)f̃

f̃
H
A−1(p̃1)(p̃1Ẽ0 + σ 2LT L)A−1(p̃1)f̃

(53)

=
p−21

f̃
H
A−1(p̃1)(p̃1Ẽ0 + σ 2LTL)A−1(p̃1)f̃

−
λ(p̃1)
p̃1
=
λ(p̃1)
p̃1

(
p−11

f̃HA−1(p̃1)λ(p̃1)(p̃1Ẽ0 + σ 2LTL)A−1(p̃1)f̃
− 1

)

≥
λ(p̃1)
p̃1
×

 p−11

f̃HA−1(p̃1)
(
σ 2(γ1+γ2)Ẽ2+λ(p̃1)(p̃1Ẽ0+σ 2LTL)

)
A−1(p̃1)f̃

− 1


=
λ(p̃1)
p̃1

(
p−11

f̃
H
A−1(p̃1)A(p̃1)A−1(p̃1)f̃

− 1

)
=
λ(p̃1)
p̃1

(
p−11

f̃
H
A−1(p̃1)f̃

− 1

)
= 0 (54)
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we conclude that the matrix

A(p̃1) , σ 2(γ1 + γ2)Ẽ2 + λ(p̃1)(p̃1Ẽ0 + σ
2LT L) (57)

is nonsingular, and hence,A−1(p̃1) exists. As a result, we can
write (56) as

(p̃1A−1(p̃1)Ẽ1 − I3nr )u(p̃1) = 0. (58)

In light of (58), we observe that the matrix p̃1A−1(p̃1)Ẽ1 −

I3nr must have at least one zero eigenvalue. Defining f̃ ,

LH f, we can write Ẽ1 = f̃ f̃
H
, which is a rank-one matrix.

Hence, the matrix A−1(p̃1)Ẽ1 is also rank-one. Therefore,
all the eigenvalues of the matrix p̃1A−1(p̃1)Ẽ1 − I3nr are
equal to −1, except the largest eigenvalue which is given by
p̃1 f̃

H
A−1(p̃1)f̃− 1. Thus, equating this largest eigenvalue to

0 yields

f̃
H
A−1(p̃1)f̃ =

1
p̃1
. (59)

Differentiating both sides of (59) with respect to p̃1
yields

f̃
H
A−1(p̃1)

∂A(p̃1)
∂ p̃1

A−1(p̃1)f̃ =
1

p̃21
. (60)

We now use the fact that

∂A−1(p̃1)
∂ p̃1

= −A−1(p̃1)
∂A(p̃1)
∂ p̃1

A−1(p̃1)

and that

∂A(p̃1)
∂ p̃1

=
∂λ(p̃1)
∂ p̃1

(p̃1Ẽ0 + σ
2LT L)+ λ(p̃1)Ẽ0

to rewrite (60) as

∂λ(p̃1)
∂ p̃1

f̃
H
A−1(p̃1)(p̃1Ẽ0 + σ

2LT L)A−1(p̃1)f̃

+ λ(p̃1)f̃
H
A−1(p̃1)Ẽ0A−1(p̃1)f̃ =

1

p̃21
. (61)

Therefore, we arrive at

∂λ(p̃1)
∂ p̃1

=
p̃−21 − λ(p̃1)f̃

H
A−1(p̃1)Ẽ0A−1(p̃1)f̃

f̃
H
A−1(p̃1)(p̃1Ẽ0 + σ 2LT L)A−1(p̃1)f̃

. (62)

By substituting (62) in (30), we can write

g(p̃1) = 1− σ 2(γ1 + γ2)

×
p̃−21 − λ(p̃1)f̃

H
A−1(p̃1)Ẽ0A−1(p̃1)f̃

λ2(p̃1)f̃
H
A−1(p̃1)(p̃1Ẽ0+σ 2LTL)A−1(p̃1)f̃

(63)

Equating g(p̃1) to 0 does not yield a closed-form solution
when nr > 1, or when M > 1. However, the solution to the
equation g(p̃1) = 0 can be obtained using a simple Newton-
Raphson method or a bisection technique. Note that in order
to calculate g(p̃1) as in (63), one needs to calculate λ(p̃1) for

each value of p̃1. To calculate λ(p̃1), we plugA(p̃1) from (57)
into (59) and arrive at the following equality:

p̃1 f̃
H
(
σ 2(γ1 + γ2)Ẽ2 + λ(p̃1)(p̃1Ẽ0 + σ

2LTL)
)−1

f̃ = 1.

(64)

which can be used to obtain λ(p̃1) for every feasible value
of p̃1. We now prove that (64) yields a unique value for λ(p̃1)
for any given feasible value of p̃1. To do so, we first observe
that the function

h̄(z) , p̃1 f̃
H
(
σ 2(γ1 + γ2)Ẽ2 + z(p̃1Ẽ0 + σ

2LTL)
)−1

f̃

(65)

is monotonically decreasing in z, for any feasible value of p̃1.
We then observe that lim

z→+∞
h̄(z) = 0. Hence, if we show that

lim
z→0

h̄(z) > 1 holds true for any feasible value of p̃1, we can

conclude that for any feasible value of p̃1, the equation h̄(z) =
1 has a unique solution, so does (64). To show that for any
feasible value of p̃1, we have lim

z→0
h̄(z) > 1, we note that h̄(z)−

1 = p̃1 f̃
H
(
σ 2(γ1 + γ2)Ẽ2 + z(p̃1Ẽ0 + σ

2LT L)
)−1

f̃ − 1 is
the largest eigenvalue of the matrix S(p̃1)−zI3nr . It is obvious
that when z → 0, the largest eigenvalue of matrix S(p̃1) −
zI3nr approaches the largest eigenvalue of the matrix S(p̃1) =
(p̃1Ẽ0+ σ

2LH L)−1(p̃1 Ẽ1 − σ
2(γ1+ γ2)Ẽ2). Note however

that the largest eigenvalue of the matrix S(p̃1) is larger than
zero. Otherwise, if the largest eigenvalue of the matrix S(p̃1)
is smaller than, or equal to zero, as the matrix p̃1Ẽ0+σ

2LT L
is positive definite, the matrix (p̃1 Ẽ1 −σ

2(γ1+γ2)Ẽ2) will be
non-positive definite for feasible values of p̃1. This is indeed
a contradiction, as for feasible values of p̃1, i.e., when p̃1 >
σ 2(γ1 + γ2)/qH1 q1, the matrix (p̃1 Ẽ1 − σ

2(γ1+ γ2)Ẽ2) may
not be non-positive definite. Hence, the largest eigenvalue of
the matrix S(p̃1) is larger than zero, so is lim

z→0
h̄(z) − 1. As a

result, lim
z→0

h̄(z) > 1, and hence, (64) has unique solution in

terms of λ(p̃1).
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