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ABSTRACT The accuracy of localization methods based on the arrival time difference is usually affected
by the iterative algorithm, the initial value, and the pre-measured wave velocity. The analytical solutions are
non-unique because of the square root operations in the calculating process for source coordinates. To solve
these significant problems, the nonlinear equations were simplified to the linear equations. An analytical
localization method without the pre-measured velocity or the square root operations was developed. The
explicit formulas for analytical solutions were resolved for the six sensors network. The source coordinates
can be solved for real time by substituting the arrival times and coordinates of sensors. Focusing on the
practical engineering where the number of sensors is greater than six, the comprehensive analytical solutions
were proposed on account of sensor networks, which formed through the combination of different sensors,
and the logistic probability density function. The blasting tests in two mines verified its effectiveness and
accuracy. Results show that the locating accuracy of three dimensional comprehensive analytical solutions
is superior to the traditional methods. The assumed examples proved that the proposed method performs
well under different scales of arrival time errors. This proposed method highlights four advantages: without
iterative algorithm, without pre-measured velocity, without initial value, and without square root operations.

INDEX TERMS Localization method, microseismic/AE sources, sensor networks, unknown velocity
system.

I. INTRODUCTION
Nowadays, the localization methods of arrival time differ-
ence are widely applied in the fields of aerospace, naviga-
tion, structural health, speaker location, underground tunnel,
deep mining, and seismology [1]–[6]. It is known to all that
the locating accuracy is under the influence of localization
methods. Aiming at solving this significant problem, many
researchers have discussed and developed numerous related
localization methods mainly including the iterative methods
and the analytical methods [7]–[17].

The iterative localizationmethod is one of themost popular
methods in recent years. The current source locating methods
mostly cite from seismology in which the classic linear

localization method of Geiger has been applied widely.
Lienert et al. [18] developed the hypocenter algorithm based
on the thoughts of Geiger. Aki and Lee [19] andAki et al. [20]
proposed the joint inversion theory of three dimen-
sional velocity structure and seismic source by grid-
ding the lateral nonuniform velocity in the interior earth.
Tarantola and Valette [21] presented the general solution of
the nonlinear inverse problemwith a finite number of parame-
ters. According to the Bayesian methodology, Matsu’ura [22]
gave the estimation of hypocenter location with origin time
eliminated. By taking arrival time difference as the dependent
variable, Dong et al. [23] proposed the localization method
without pre-measured velocity for microseismic sources.
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Compared to the traditional methods measuring the velocity
in advance, this method eliminates the effects of temporal and
spatial errors for wave velocity, which is more feasible for
practical applications. However, there are still some factors
that restrict the precision of the iterative methods. Based
on the summary and discussion of the iterative localization
methods, Dong [24] concluded the disadvantages that it is
difficult to obtain a unique solution. In addition, the accuracy
of iterative solutions is dependent on the locating algorithm
heavily.

It is interesting to note that the locating error caused by
the iterative methods can be eliminated effectively through
the analytical methods. For the microseismic monitoring
networks of special geometric shapes, Dong et al. [25],
Dong and Li [26], and Li and Dong [27] developed explicit
formulas to resolve the accurate analytical solutions for
cuboid and cube sensor networks to avoid the iterative error.
However, the geometric shapes of monitoring networks can
hardly be special in the practical layout, the analytical for-
mulas for special shapes will lose efficacy. Obviously, the
works for exploring analytical solutions under all kinds
of random monitoring networks are urgent and important.
Smith and Abel [28] derived three noniterative locat-
ing formulas from linear least square by minimizing the
‘‘equation error’’ and compared the statistical performances
of the three methods. Chan and Ho [29] developed a localiza-
tion method by applying the spherical interpolation method
and the least square method. Duraiswami et al. [30] proposed
a three dimensional localization method which is similar
to the maximum likelihood estimation. Mellen et al. [31]
presented the closed-form solution using arrival time dif-
ference when the number of sensors is greater than 3.
Li andDong [32] compared the nonlinearmulti-robe localiza-
tion method and the analytical method, as well as discussing
their own advantages and disadvantages. Ge [33], [34] sum-
marized the current main iterative methods and analytical
methods. Most of these methods calculate the source coor-
dinates with pre-measured velocity, whereas the real-time
velocity of the specific path is usually unknown in fact. It is
exactly the reason that causes the locating error in most
situations of practical engineering.

The defects of most analytical localization methods can be
summarized and explained with three aspects. First, the wave
velocity is determined beforehand rather than real-time in
most analytical methods. As shown in the Fig.1, the propa-
gation medium in the mining system such as rock is usually
of anisotropy, which means that the pre-measured velocity
values of the specific paths will not equal to the velocity
values of the other paths. Moreover, it is nearly impossi-
ble to measure the velocity values in all the directions in
the practical engineering. Therefore, locating sources with
pre-measured average velocity will cause inevitable error.
Second, the analytical solutions are non-unique or inexistent
because the solution formulas are obtained based on the
quadratic equations. Third, some actual solutions are ignored
due to the square root operations. In consequence, these

FIGURE 1. Upper graph shows an example for the propagation paths of
P-wave with blasting sources and microseismic sources located at
different coordinates. In the traditional methods such as STT and STD
methods, the average velocity value of blasting source A is equal to the
average value of v1 to v8, which is calculated through their own distances
and travel times. However, the average velocity values of other blasting
sources B, C, D, and E will not equal to the source A due to the anisotropy
of rock. Similarly, the authentic velocity value of a microseismic source is
not equal to the velocity value used in the localization process. Thus, it is
inaccurate that locating sources using the pre-measured average velocity
value of the blasting sources, where the velocity paths are different from
the sources to be located.

problems lead to enormous locating error in the microseis-
mic/AE source locating system and seriously restrict the
development of source locating technology.

To solve the above problems, the three dimensional
comprehensive analytical solutions (TDCAS) without pre-
measured velocity under random sensor networks is pro-
posed. Furthermore, engineering practices are combined
to verify its effectiveness and accuracy. It is proved that
TDCAS-PDF also owns the ability to locate source coordi-
nates under different scales of arrival time errors through the
assumed examples.

II. COMPREHENSIVE LOCALIZATION METHOD
A. ANALYTICAL SOLUTIONS FOR SIX SENSORS
The coordinates of the microseismic/AE source and the
6 sensors are assumed as P(x, y, z) and Si(xi, yi, zi)
(i = 1, 2, 3, 4, 5, 6) respectively. The governing equation
for the coordinates of the microseismic/AE source is shown
below:

(xi − x)2 + (yi − y)2 + (zi − z)2 = v2(ti − t0)2 (1)

where t0 is the trigger time of the microseismic/AE source.
ti is the arrival time corresponding to the sensor Si. The
average velocity of P-wave is represented as v.
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From the point of space geometry, every equation from (1)
represents a sphere with the center locating at the coordinates
of own sensor. Any two spheres intersect to form a circle. The
coordinates of source are located in these intersecting circles.
By taking difference between the equation with i = 1 and the
others (i = 2, 3, 4, 5, 6), we can obtain (2) as below:

2x(xm − x1)+ 2y(ym − y1)+ 2z(zm − z1)

+ 2v2(tm − t1)t0 + v2(t21 − t
2
m) = lm−1 (2)

where: m = (2, 3, 4, 5, 6), lm−1 = (x2m − x
2
1 ) + (y2m − y

2
1) +

(z2m − z
2
1)

By substituting V , S for v2, Vt0 respectively, (2) can be
transformed into (3).

2x(xm − x1)+ 2y(ym − y1)+ 2z(zm − z1)

+ 2(tm − t1)S + V (t21 − t
2
m) = lm−1 (3)

Equation (3) can also rewrite as:

AS = B (4)

where

A=


2(x2−x1) 2(y2−y1) 2(z2−z1) 2(t2−t1) 2

(
t21−t

2
2

)
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(
t21−t

2
3

)
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(
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2
4

)
2(x5−x1) 2(y5−y1) 2(z5−z1) 2(t5−t1) 2

(
t21−t

2
5

)
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(
t21−t

2
6

)



S =


x
y
z
S
V

 , B =


l2
l3
l4
l5
l6


The important parameters including the coordinates of

source (x, y, z), the average velocity v of P-wave, and the trig-
ger time t0 can be obtained easily through the proposed ana-
lytical method. Furthermore, there is no need to measure the
velocity before monitoring. The form of calculating formulas
is explicit. A set of unique coordinates for microseismic/AE
sources can be determined by every 6 sensors.

B. ANALYTICAL SOLUTIONS FOR GREATER
THAN SIX SENSORS
A unique solution can be obtained through the proposed
analytical localization method with the coordinates and the
arrival times of 6 sensors under the unknown velocity system.
The sensor network is not only a critical factor to the locating
accuracy [35]–[37], but also the basis for accurately locating
and real-time identifying sources in the practical applica-
tions of engineering projects [38]–[42]. In fact, it is common
that greater than 6 sensors are used to improve the locating
accuracy in the practical engineering. Therefore, it is a vital
problem to take full advantage of the remaining sensors.
As described in the previous section, every 6 sensors can

make up a set of sensor network to calculate the source
coordinates. It is feasible to obtain C6

m groups of analytical
solutions in the locating system with m triggered sensors.

FIGURE 2. Upper graph exhibits an example for the formation of sensor
networks, where m is assumed as 7. Every 6 triggered sensors can
constitute a set of sensor network and 7 kinds of networks are
represented by curves with different colors.

Thus, the number of analytical solutions is exactly equal
to the number of sensor networks, which is equal to C6

m.
Fig.2 shows the example for the formation of sensor net-
works, where the parameter m is assumed as seven. All the
C6
m groups of analytical solutions obtained from their own

sensor networks can be regard as the same when the propa-
gation medium is homogeneous and the arrival time error is
inexistent. However, the propagation medium such as rock is
hardly ever homogeneous, a comprehensive analytical local-
ization method can be applied to determine the reasonable
and reliable source coordinates. The detailed steps are stated
below:

Firstly, the invalid sensors should be excluded. There are
three main characteristics of the invalid sensors. One is that
the recorded data are noise or the SNR is very low, another is
the recorded data have no relationwith the event to be located,
the third one is locating result using the sensor Sx is a lot
different from the others.

Secondly, all the analytical solutions will be analyzed sta-
tistically. 6 sensors are selected randomly from m triggered
sensors to combine n = C6

m groups of analytical solutions.
Numerous kinds of probability density functions are applied
to fit the whole solutions. The coordinates of microseis-
mic/AE source are exactly the abscissa corresponding to the
maximum value of the probability density function which fits
the data best.

After comparing and analyzing the commonly used more
than 60 types of probability density functions, the logistic,
normal, and generalized extreme value probability density
functions are applied to fit the source coordinates due to
their characteristics respectively. The normal distribution is
the theoretic basis of many statistical methods. It is useful
due to the central limit theorem. In addition, the analyzing
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FIGURE 3. Here shows the established microseismic monitoring system in Yongshaba mine, where T1 as well
as T2 are the three-component sensors and the remaining sensors are the single-component sensors. This
system consists of sensors, data collectors, signal processors, underground data centers, communication
cables and surface monitoring center.

variables usually approximately obey the normal distribution
when the sample size is huge. Therefore, it is necessary to
consider the normal distribution. Compared to the normal
distribution, the logistic distribution has heavier tail, which
often increases the robustness of analysis. The generalized
extreme value distribution represents the Gumbel, Fréchet,
and Weibull distributions with a uniform form. It is mostly
used to describe the extreme variability of random variables
and solve the stability problem.

The three functions are shown below, in which the
function f represents the probability density function and the
function F represents the cumulative distribution function.

fL (x;µ, s) =
e−

x−µ
s

s
(
1+ e−

x−µ
s

)2 (5)

FL (x;µ, s) =
1

1+ e−
x−µ
s

(6)

In (5) and (6), x is the random variable, µ is the mean
value, and s is a scale parameter proportional to the standard
deviation. The fitting error decreases as the decrease of scale
parameter s.

fN (x;µ, σ) =
1

√
2πσ

e−
(x−µ)2

2σ2 (7)

FN (x;µ, σ) =
1
2

[
1+ erf

(
x − µ

σ
√
2

)]
(8)

In (7) and (8), µ is the mean value of the normal distri-
bution, and σ is the standard deviation. The fitting degree is
better when the parameter σ is smaller.

fG (x;µ, σ, ξ) =
1
σ
t (x)ξ+1 e−t(x) (9)

FG (x;µ, σ, ξ) = e−t(x) (10)

where:

t (x) =

{ [
1+ ξ

( x−µ
σ

)]−1/ξ
ξ 6= 0

e−(x−µ)/σ ξ = 0

In (9) and (10), µ is the location parameter, σ is the scale
parameter and ξ is the shape parameter. The possible source
coordinates can be represented with µ.

As the probability density of source coordinate is con-
sidered in this method, that is the appearing frequency of
different source coordinates. Therefore, the fitting results
will not be affected seriously by a small amount of special
values. A total of six blasting tests in two mines proved the
accuracy and effectiveness of the proposed three dimensional
comprehensive analytical and probability density function
localization method.

III. RESULTS
A. YONGSHABA MINE
The ore body of Yongshaba mine is controlled by ten obvious
faults and the stability of stope roof is poor. Some under-
ground goafs are reserved due to the open stope mining
methods in the early stage of mining engineering. As a
result, the rockburst or rock instability for large areas may
be induced by the local stress concentration. To avoid
these destructive disasters, a 32-channel digital microseis-
mic monitoring system was established. There are totally
26 single-component sensors and 2 three-component sen-
sors distributed on the transport tunnels in 930, 1080, and
1120 levels to detect signals every day. Fig. 3 shows the lay-
out of microseismic monitoring system and the relationship
between geological structure. Fig. 4 shows the positions of
sensors under the three dimensional structure of Yongshaba
mine.

The data of three blasting tests in the Yongshaba mine were
calculated to verify the proposed TDCAS-PDF. By substitut-
ing the coordinates and the arrival times of triggered sensors
into (1)-(4), the source coordinates corresponding to different
kinds of combinations can be obtained. Then, the logistic,
normal, and generalized extreme value probability density
functions are applied to fit the source coordinates. In the
case of the event No.1, the fitting results of three probabil-
ity density functions are compared in Table. 1. Obviously,
the logistic probability density function shows the best fitting
degree because the standard deviations for X , Y , and Z of
logistic are the minimum among three functions. Therefore,
the source coordinates will be selected according to the logis-
tic probability density function. Fig. 5 to Fig. 7 show proba-
bility density functions and cumulative distribution functions
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FIGURE 4. The positions of sensors and the main structure of Yongshaba mine are shown in the three
dimensional cloud map. It is clear to see that the elevation of mine surface is more than 1500m. The current
mining level is about 800m and the relative mining depth reaches 700m.

TABLE 1. Comparison results of the standard deviation error in the fitting for event No.1.

TABLE 2. Location results using TDCAS-PDF in the Yongshaba mine.

of the logistic, normal, and generalized extreme value for
the events No.1 to No.3 in the Yongshaba mine respectively.
The abscissa corresponding to the maximum value of the
logistic probability density function is exactly the locating
coordinate. The locating results are listed in the Table. 2. It is
clear to see the absolute distance errors of the events No.1 to
No.3 are 28.7m, 52.4m, and 61.1m respectively, that can
commonly meet the requirements of engineering application
in mines.

B. DONGGUASHAN MINE
The ore body and main surrounding rock of Dongguashan
mine belong to hard rock, where exists the possibility of
rockburst in the deep mining process [43]. The microseismic

monitoring system was established to ensure the safety min-
ing in the condition of multiple underground goafs. There
are 12 single-component sensors working in the 514 and
558 levels, and other 6 single-component sensors are dis-
tributed in the 630 level.

The data of three blasting tests were calculated according
to the proposed TDCAS-PDF [23]. Similarly, it is feasible
to obtain the source coordinates by applying the three prob-
ability density functions. Fig. 8 to Fig. 10 show probability
density functions and cumulative distribution functions of
the logistic, normal, and generalized extreme value for the
events No.4 to No.6 in the Dongguashan mine respectively.
Also, the locating results and the absolute distance errors
are listed in the Table. 3. The absolute distance errors of the
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FIGURE 5. Upper graphs show the fitting results for the event No.1, where graphs (a) and (b) show the fitting results of
the logistic, normal, and generalized extreme value distributions for the coordinate X . It is similar in graphs (c) and (d),
as well as graphs (e) and (f) for the coordinate Y and Z respectively. The best fitting coordinates for the event No.1 are
X = 2996250m, Y = 381183m, and Z = 1009m.

TABLE 3. Location results using TDCAS-PDF in the Dongguashan mine.

events No.4 to No.6 are 6.85m, 16.09m, and 23.01m respec-
tively, which are less than the errors of STT method (12.90m,
16.17m, 24.90m) and TTmethod (10.99m, 20.32m, 32.43m).
At the same time, the errors of the events No.4 and No.6 are
also less than the STD method (12.93m, 14.84m, 24.90m).

The absolute distance error of the event No.4 is less than the
error of TD method (10.93m, 8.40m, 11.14m) [23].

As mentioned in the Fig. 1, the velocity value of P-wave
is assumed as known, which needs to be measured before-
hand in the traditional localization methods including the

11342 VOLUME 5, 2017



L. Dong et al.: 3-D Comprehensive Analytical Solutions

FIGURE 6. Upper graphs show the fitting results for the event No.2, where graphs (a) and (b) show the fitting
results of the logistic, normal, and generalized extreme value distributions for the coordinate X . It is similar in
graphs (c) and (d), as well as graphs (e) and (f) for the coordinate Y and Z respectively. The best fitting
coordinates for the event No.2 are X = 2997250m, Y = 381546m, and Z = 1058m.

TABLE 4. Accurate arrival times of eight sensors triggered by four microseismic sources.

STT method and the STD method. Thus, the locating accu-
racy will be affected seriously due to the difference between
the authentic velocity value and the velocity value used

in the calculating process. The dependent variables of the
STT method and STD method are arrival time and arrival
time difference respectively. However, the principle of the
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FIGURE 7. Upper graphs show the fitting results for the event No.3, where graphs (a) and (b) show the fitting results of
the logistic, normal, and generalized extreme value distributions for the coordinate X . It is similar in graphs (c) and (d),
as well as graphs (e) and (f) for the coordinate Y and Z respectively. The best fitting coordinates for the event No.3 are
X = 2997780m, Y = 381631m, and Z = 1082m.

TABLE 5. Comparison results for P source under different scales of arrival time errors using two methods.

two methods is similar, which is to obtain the best fitting
degree by continuous approximation in the whole interval.
Compared to the STT and STD methods, the advantage of
the TT and TD methods lies in that the fitting process is
performed without pre-measured velocity. Although the TT
and TDmethods eliminate the error of pre-measured velocity,
the fitting process usually takes a lot of time to obtain the

optimal solution, even the non-unique solutions, which is
difficult to achieve the real-time localization.

After comparing and analyzing the lresults comprehen-
sively, it can be concluded that the proposed TDCAS-PDF
has a high locating accuracy, which is more accurate than the
traditional localization methods. Furthermore, there is no
need to solve the iterative solutions when applying the
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FIGURE 8. Upper graphs show the fitting results for the event No.4, where graphs (a) and (b) show the fitting results of
the logistic, normal, and generalized extreme value distributions for the coordinate X . It is similar in graphs (c) and (d),
as well as graphs (e) and (f) for the coordinate Y and Z respectively. The best fitting coordinates for the event No.4 are
X = 84522.7m, Y = 22556.0m, and Z = −749.4m.

proposed TDCAS-PDF. The calculating formulas are explicit
and the physical significance is clear, where the velocity
of P-wave and the iterative algorithm make no influence
to the source coordinates. All of these advantages make
the TDCAS-PDF achieve the real-time locating and become
more practical than traditional localization methods in the
aspect of engineering applications.

IV. DISCUSSION
A. THE IMPORTANCE OF DETERMINATION AND
OPTIMIZATION FOR SENSORS LAYOUT
1) THE POSITIONAL RELATIONSHIP BETWEEN THE
MICROSEISMIC/AE SOURCE AND SENSORS
When the microseismic/AE source is close to one of the
triggered sensors or at the same position, then the locating
error will exceed the common value with simply using the

arrival times received from 6 sensors network. In this situ-
ation, a locating system containing greater than 6 triggered
sensors will be required to locate the authentic source coordi-
nates. The solving steps can follow the method represented in
the second section. If the distances from a microseismic/AE
source to each sensor are equal or approximately equal, there
is no solution by locating source coordinates with only 6 sen-
sors. Therefore, the graphing method should be used to locate
source coordinates.

2) THE POSITIONAL RELATIONSHIP BETWEEN
THE TRIGGERED SENSORS
When two or several of the triggered sensors are at the same
position or nearly the same, in that way only one sensor will
be effective. If the distances between two or several sensors
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FIGURE 9. Upper graphs show the fitting results for the event No.5, where graphs (a) and (b) show the fitting results of
the logistic, normal, and generalized extreme value distributions for the coordinate X . It is similar in graphs (c) and (d),
as well as graphs (e) and (f) for the coordinate Y and Z respectively. The best fitting coordinates for the event No.5 are
X = 84483.9m, Y = 22571.0m, and Z = −799.1m.

and the source are too large, then the locating accuracy will
be reduced. At this moment, the analytical solution will be
solved with enormous error when the number of sensors is
greater than 6.

B. THE SIGNIFICANCE OF IDENTIFYING ACCURATE
ARRIVAL TIME OF P-WAVE
In the spherical equation (1), the six circles should intersect at
one point or form a concentrated area, where the center of this
area is exactly the source location. The locating error is small
when the arrival time error is small enough. If the arrival time
error is large, then the concentrated area will be larger too,
which makes it difficult to locate accurate source coordinates
and causes greater error. In the worst situation, if the arrival

time error is too large to calculate any intersection point,
there will be no analytical solutions. Hence, identifying the
arrival time of P-wave is really important for locating source
coordinates.

However, the identifying error for arrival time of P-wave
exists commonly in the practice, which is related to the
experience of signal processing workers and the quality of
signal. Although the iterative localization method can take
full advantage of the numerous sensors to solve accurate
source coordinates by continuous approximate the optimal
value, the locating accuracy is still affected by the arrival time
of P-wave. In some cases, the iterative calculating results will
be a lot different only with arrival time errors of several mil-
liseconds. On the contrary, the proposed TDCAS-PDF will
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FIGURE 10. Upper graphs show the fitting results for the event No.6, where graphs (a) and (b) show the fitting results
of the logistic, normal, and generalized extreme value distributions for the coordinate X . It is similar in graphs (c)
and (d), as well as graphs (e) and (f) for the coordinate Y and Z respectively. The best fitting coordinates for the event
No.6 are X = 84356.1m, Y = 22685.8m, and Z = −776.6m.

not be influenced clearly even under the large-scale arrival
time errors. By making use of different sensor networks that
combined with multiple sensors, the analytical solutions and
statistical analysis are applied together to solve the optimal
locating result. An example is established below to ana-
lyze the accuracy and reliability for an iterative method (the
TD method) and the TDCAS-PDF under different scales of
arrival time errors.

Fig. 11 shows an assumed locating system with a set of
irregular sensor network. All the unit of these coordinates is
meter. The sensors are distributed at the eight vertexes, which
are O (0, 0, 0), A (800, 0, 0), B (800, 400, 0), C (0, 400, 0),
D (400, 0, 240), E (1200, 0, 240), F (1200, 400, 240), and
G (400, 400, 240) respectively. The sources P (516, 138, 63)

and Q (260, 240, 98) locate inside the sensor network, while
sources S (320, 180, 300) and T (745, 80, 450) locate outside
the sensor network. The average velocity of P-wave in this
medium is assumed as 5.4m/ms. It is assumed that the trigger
time is 13ms in someday. The accurate arrival times of eight
sensors triggered by four sources are listed in the Table. 4.

By adding more 5%, 10%, 15%, and 20% arrival time error
to the farthest sensor away from the source by turns, which is
the sensor F corresponds to the sources P and S, the sensor E
corresponds to the source Q, and the sensor C corresponds
to the source T specifically. The coordinates of these four
sources under different arrival time errors can be solved with
the TDCAS-PDF and the TD method. Table. 5 to Table. 8
list the coordinates and absolute distance errors of sources P,
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TABLE 6. Comparison results for Q source under different scales of arrival time errors using two methods.

TABLE 7. Comparison results for S source under different scales of arrival time errors using two methods.

TABLE 8. Comparison results for T source under different scales of arrival time errors using two methods.

FIGURE 11. Upper graph shows an assumed sensor network which is used to locate the source coordinates.
The sensors are distributed at the eight vertexes, which are O (0, 0, 0), A (800, 0, 0), B (800, 400, 0),
C (0, 400, 0), D (400, 0, 240), E (1200, 0, 240), F (1200, 400, 240), and G (400, 400, 240) respectively.
The sources P (516, 138, 63) and Q (260, 240, 98) locate inside the sensor network, while the sources S (320,
180, 300) and T (745, 80, 450) locate outside the sensor network.

Q, S, and T calculated by two methods under four scales of
arrival time errors.

The results show that the absolute distance errors of the
TDCAS-PDF for all the sources are less than the TD method
under the same scale of arrival time error. Also, the absolute
distance errors of the TDCAS-PDF are within the range
which can meet the practical application. With the increasing

of error scale, there is no obvious increase of the absolute
distance error in the TDCAS-PDF. Nevertheless, the absolute
distance errors increase rapidly as the arrival time errors
become larger in the TD method. From the Fig. 12, it can
be seen clearly that the growth rate of the TD method is
great faster than the TDCAS-PDF. Therefore, we can believe
that the proposed TDCAS-PDF is more suitable and reliable
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FIGURE 12. The three dimensional error analysis graph is shown above.
The absolute distance errors of four sources under four scales of arrival
time errors are represented by prisms with different heights. The blue
prisms represent the absolute distance errors of the TDCAS-PDF and the
red prisms represent the absolute distance errors of the TD method.
It can be seen that the TDCAS-PDF is obviously superior to the
TD method with arrival time errors.

for engineering practice, where the arrival time error exists
commonly.

V. CONCLUSION
To eliminate the influence of wave velocity, iterative method,
initial value, and non-unique solutions on the locating accu-
racy, the governing equations for locating the three dimen-
sional microseismic/AE source in unknown velocity system
are established to solve the accurate analytical solutions.
The source coordinates can be determined for the 6 sensors
network. The equations for calculating source coordinates are
linear. Compared to the existing three dimensional analytical
solutions, the advantages in locating source coordinates can
be concluded as: no square root operation, no virtual root,
and without pre-measured wave velocity. When the number
of sensors is greater than 6, numerous sensor networks (a set
of sensor network consists of every 6 sensors) are formed
through the combination of triggered sensors. By applying
logistic probability density function to the whole analytical
solutions, the proposed localization method is verified with
the data of six blasting tests in two differentmines. The results
show that the locating accuracy is significantly improved.
In addition, the assumed examples with a random sensor
network are established to discuss the locating accuracy under
different scales of arrival time errors. It is obviously that the
proposed TDCAS-PDF performs well under kinds of arrival
time errors, which is more suitable and reliable for the practi-
cal engineering. In summary, the calculating formulas as well
as the physical significance of the TDCAS-PDF are explicit
and clear, where the source coordinates will not be affected by
the velocity of P-wave, the iterative algorithm, and the arrival

time error. It is more efficient than the traditional methods
and the TT method in the aspect of engineering application,
which is a beneficial complement for the locating theory of
microseismic/AE source.
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