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ABSTRACT There is an increasing interest in upgrading the E-Model, a parametric tool for speech quality
estimation, to the wideband and super-wideband contexts. The main motivation behind this has been to
quantify the quality gain lent by various new codecs and communication situations. There have been
numerous such contributions, and all of them have been more or less successful. This paper reports on
an extension of the E-Model to the mixed narrowband/wideband (NB/WB) context. More specifically,
we take a novel approach toward deriving effective equipment impairment factors (Ie,WB,eff ) by considering
additional impairments related to the underlying communications network. These additional impairments
are the pause and jump temporal discontinuities along with network-related loss and pure codec-related
impairments. While the effect of loss is a thoroughly studied topic and has been integrated into the
E-Model, pauses and jumps have been given little attention. Pauses and jumps manifest themselves as
temporal dilation and contraction, respectively, in the resulting speech signal that is presented to the listener
and are normally caused by jitter and jitter buffer interaction. In this paper, we initially present a four-
state Markov model to characterize, and also emulate, loss, pause, and jump impairments. Then, we present
alternative models for computing effective equipment impairment models. A large number of test stimuli
were generated using different NB and WB codecs. WB-PESQ was used to evaluate the stimuli. Genetic
programming was employed to derive equipment impairment factors. The proposed models have a high
correlation with WB-PESQ. We claim that the models proposed by us outperform the existing E-Model by
a factor of approximately 29% while using WB-PESQ as a reference model. The models also outperform
the E-Model against results from auditory tests. It is also shown that the models outperform the results of
multiple linear regressions.

INDEX TERMS Loss, pause, jump, GP, WB-PESQ.

I. INTRODUCTION
Telecommunications technologies are evolving at a rapid
pace. The old Public Switched Telephone Network (PSTN),
which normally operates in the narrowband (NB) range
(300 – 3400 Hz), is being replaced with wireless and voice
over IP (VoIP) systems. A good feature of VoIP, among
others, is that it allows the transition to wideband (WB)
telephony (50–7000Hz) by a simple change of codecs. A nice
thing aboutWB telephony is that it offers more natural sound-
ing speech as opposed to NB. The advent of WB telephony
gives rise to the need for having appropriate speech quality
assessment tools. Assessment tools allow the transmission
planners and network service providers to assess the quality
of service offered by their networks.

VoIP quality is affected by various factors which include
packet loss, jitter, delay and impairments related to codecs.

Numerous algorithms and tools have been developed to eval-
uate the quality of VoIP. The most prominent among these is
ITU-T Recommendation G.107 [1], commonly known as the
E-Model. The E-Model is an instrumental model that was ini-
tially designed for transmission planning purposes. It ensues
from an impairment factor principle that assumes that degra-
dations induced by various sources have a cumulative effect
on speech quality and that they may accordingly be trans-
formed to a transmission rating scale (R scale). The E-Model
was originally intended for NB speech quality estimation.
In the recent past, Möller et al. [2] upstaged it to the mixed
NB/WB context by using subjective listening only tests [3]
for a mixture of various NB and WB codecs recommended
by ITU-T. Their main emphasis was on deriving effective
equipment impairment factors (Ie,WB,eff ), in a mixed NB/WB
context, that represent the degradation in the listening quality
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due to both codec and loss related distortions. They suggested
a quality advantage of 29% relative to the pure NB context.
Raja et al. [4] presented a methodology for deriving Ie,WB,eff
for a mixed NB/WB context. Their approach was based on
ITU-T P.834 [5] in which they employed WB-PESQ [6] as
a reference instrumental model and GP to derive the func-
tional form of Ie,WB,eff . More recently, Wältermann et al. [7],
extended the E-Model to the super wideband (SWB) scale,
suggesting a quality advantage of 39% relative to WB
and 79% relative to NB.

In this paper, we take a novel perspective towards deriving
the Ie,WB,eff by incorporating additional known, but rarely
addressed, jump and pause impairments. We use WB-PESQ
as a reference instrumental model and we employ genetic
programming (GP) to derive the functional form of Ie,WB,eff .
Rest of the paper is organized as follows. Section II gives

an introduction to the E-Model. Section III elaborates on loss,
pause and jump temporal discontinuities in the light of [8].
Section IV discusses the VoIP network simulators that we
prepared and used in our work to learn the behavior of a
typical VoIP network, along with a jitter buffer, and its effect
on the consequent loss/pause/jump impaired packet stream.
Section V describes our methodology. Section VI describes
the various VoIP simulations carried out in this work to
generate test stimuli. Section VII gives a brief introduction
to Genetic Programming (GP). Section VIII discusses vari-
ous GP experiments performed in this research. Section IX
highlights the important results and presents various models.
Conclusions and future goals are given in section X.

II. THE E-MODEL
The E-Model is a computational model used to predict the
combined effect of various impairments on speech quality for
a conversational scenario. It is defined by ITU-T G.107 [1].
It was initially designed for NB handset telephony, how-
ever, its adaptation to WB and SWB scenarios is in fast
progress [2], [4], [7]. The output of the model is a rating
factor, R. While computing R it is assumed that factors affect-
ing speech quality are additive in nature [9]. R is computed
according to equation (1):

R = R0 − Is − Id − Ie,eff + A (1)

where R is called the transmission rating factor and it ranges
from 0 (poor quality) to 100 (optimum quality) for the
NB case. R0 is the basic signal to noise ratio which, for the
NB case, defaults to 93.2. Is represents all the impairments
which occur simultaneously with the voice including, for
instance, overall loudness rating and non-optimum sidetone.
Id marks the effect of delay related impairments such as echo
and too long end-to-end delay that may affect the call quality
in a conversational sense. Ie,eff depicts the impairments due
to low bit-rate codecs in the presence of packet loss. Finally,
A is the advantage factor that compensates for the above
impairment factors when there are other advantages of access
to the user depending on the nature of the underlying network.
Thus, for instance, Amay be assigned a value of 0 for a wired

network and 20 for a multi-hop satellite connection. A is
seldom used in reality. In the casewhere values of one ormore
of these factors may not be determined, default values are
used from [1].
R and Mean Opinion Score (MOS) are inter-convertible

using corresponding transformations given in [1]. These
transformations are referred to by (2).

R⇐⇒ MOS (2)

where MOS varies between 1 (bad) to 4.5 (excellent), and it
is a measure of how humans perceive speech quality. It must
be mentioned that the relationship presented in equation 2 is
presented in a shortened form for symbolic purposes. The
exact relationship is a rather long equation that has been
skipped here for the purpose of brevity. The exact relationship
can be found in [1].

The above formulations hold for the case of NB codecs.
Möller et al. [2] proposed an extension of the R scale of 29%
from the NB case (RNB) to the mixed NB/WB case (RNB/WB)
based on subjective tests performed in [10]. This extension is
given by equation (3).

RNB/WB = 1.29× RNB (3)

RNB can be calculated via (2). This extension is now an
integral part of the E-Model (see Appendix II of ITU-TG.107
[11] and [12]), where the new default value for R0 for the
NB/WB case is 129. Following this, Ie,WB (i.e. impairments
solely due to NB/WB codecs) can be calculated according to
equation (4).

Ie,WB = 129− Rcodec (4)

where Rcodec may be calculated from (3) and 129 corresponds
to the value of R for the direct channel for the mixed NB/WB
context. The direct channel in this context is represented by
a 16-bit linear PCM with fs=16 kHz (assuming that other
impairments related to echo or delay are not present).

As suggested earlier this extension of the R-scale to the
NB/WB case is based on auditory tests. Although a sim-
ilar extension relative to an instrumental model, such as
WB-PESQ [6], is available in the literature [13], we consid-
ered it incumbent upon us to attempt to derive this extension
ourselves. Raja et al. [4] made a futile attempt to derive
such an extension. Instead, the methodology discussed in
ITU-TRecommendation P.834.1 [14] gives an outline on as to
how results of instrumental models can be converted to RWB.
It makes use of (2) and (3).

III. ON LOSSES, PAUSES, AND JUMPS
As discussed earlier, a number of attempts at extending the
E-Model [1] to the mixed NB/WB scenario have been made.
In most cases, Ie,WB,eff have been derived in listening only
contexts that predict the degradation in quality due to codec
related distortions and packet loss related metrics. A much
less studied topic is the effect of jitter on speech quality.
In particular, a suitable formulation of Ie,WB,eff in a mixed
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FIGURE 1. Waveform corresponding to three frames: (a) Without Impairment. (b) With a Loss, (c) With a Pause and (d) With a Jump. The
numbered blocks show that the i th frame was received. E depicts an empty slot.

NB/WB is missing in the literature for the case of jitter.
Normally it has been assumed that excessive jitter leads to
packet loss, and thus, the effect of packet loss is taken into
account only1 [15].

Packet loss can be characterized by a signal outage for
a certain period and some speech lost for that period (see
Fig. 1b). Packet loss normally happens due to link failures
and congestion at the intermediate nodes of the network. Net-
work jitter results in two additional temporal discontinuities
that may happen due to the inability of the jitter buffer to
completely remove jitter. These discontinuities are referred
to as pauses and jumps in the existing literature [8]. A pause
discontinuity is characterized by a signal outage for a certain
period of time. Speech is not lost as a result of a pause. (see
Fig. 1c). Pauses happen in the periods when network jitter

1Excessive jitter also leads to extra delay. However, since the object of this
work is not to address the effect of delay, this matter shall not be discussed
further in this paper.

varies to acquire a large value to an extent that the jitter buffer
becomes empty, and consequently does not have anything
to play to the decoder for a certain period of time. In other
words, pauses happen during the period when the jitter buffer
under runs. A jump discontinuity is characterized by some
speech loss but no signal outage (see Fig. 1d). Jumps happen
in periods when the network jitter varies to acquire a very
small value to an extent that packets arrive in the jitter buffer
immediately one after the other and the packets have to be
dropped from the jitter buffer due to a lack of a holding
capacity therein. In other words, jumps happen in periods
when the jitter buffer is overrun by the arriving packets.
Jumps can alternatively also happen when the network jitter
is low and one or more packets are lost in the network.

To the best of our knowledge, the terminology concerning
pauses and jumps has only been used (and introduced) by
Voran [8]. These rather less studied notions have, nonethe-
less, been brought to attention in the existing literature. For
instance, in [16] it has been shown that a sequence of negative
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jitters (clustering) can result in downstream nodal congestion
and consecutive packet loss (leading to jumps). Similarly,
a sequence of positive jitters (dispersion) can result in con-
secutive packets experiencing excessive delays (leading to
pauses). To this end, it is also apparent that, like packet loss,
pauses and jumps are also bursty in nature.

In [8] Voran studied the effect of these three impair-
ments (i.e. losses, pauses and jumps) on speech quality using
the ITU-T G.723.1 codec [17]. He used subjective tests [3]
to derive a conclusion that the overall effect of each of these
sources of impairments is not different from the other.

Notwithstanding this, the scope of current research is to
derive a formulation for Ie,WB,eff that takes into account the
individual and/or combined effect of each of these impair-
ments. To this end, the goal would be to figure out the effect
of each of these impairments on Ie,WB,eff and also to find out
a working formula for the latter which is a function of the
significant impairments.

IV. VoIP SIMULATION
The aim of this study is to develop a model for Ie,WB,eff
as a function of losses, pauses and jumps. This requires a
thorough insight into the behavior of a VoIP network and the
behavior of the jitter buffer. It has to be known as to how lossy
and jitter-trodden VoIP packet stream interacts with the jitter
buffer. Consequently, the knowledge of this can be used to
understand as to how the speech frames get played to the user.
In other words, knowledge of this can be used to understand
the pattern of losses, pauses and jumps and their distribution.

In order to achieve this, a VoIP simulation environment
was developed as a UDP client/server application. In this
simulation software, the sender prepares packets with a pay-
load corresponding to a 20 ms G.711 [18] frame and sends
it to the receiver. The packets are also assigned sequence
numbers. While the packets are being sent they are subjected
to a jitter model. Internet packet end-to-end delay and packet-
to-packet delay variation (jitter) are self-similar phenomena.
This means that delay patterns are invariant of the time-
scales at which they are observed. Packet jitter is normally
modeled using a heavy-tailed statistical distribution. Most
notable among these are Pareto, Weibull and exponential dis-
tributions. Although Pareto distribution has beenmore widely
used in the past to model the behavior of Internet packet
delay [19], the focus of some recent research has been on
using Weibull distribution to model jitter in VoIP [15]. In this
work Weibull distribution has been chosen to model jitter.
Weibull distribution can be characterized using a location
parameter, a shape parameter and a scale parameter. The loca-
tion parameter determines the minimum value of a random
variable. While modeling the Internet delay it can be used to
set the minimum value of the end-to-end delay.

A value of zero was used for the location parameter in
this work since the goal was to model the end-to-end delay
variation (jitter) only. The shape and scale parameters, as the
names suggest, determine the shape and spread of a statistical
distribution. Values of 2.0 and 24 were chosen for shape and

scale parameters to give a mean jitter value of, approximately,
20 ms assuming that a typical VoIP frame is of this duration.

It is important to briefly reflect on end-to-end delay char-
acteristics and jitter buffer implementations of common VoIP
applications. Wu et al. [20] comment on this subject quite
comprehensively. According to their findings average jitter
of various VoIP applications can reach up to 250 ms. Playout
buffer sizes for commonly used applications such as Skype,
Google Talk and MSN Messenger have been reported. For
peak delay jitter values, reaching up to 250 ms, delay buffer
sizes ranging up to 800 ms have been employed by various
applications. They derive optimal buffer sizes as a function
of delay jitter. For delay jitters up to 200 ms, the optimal size
for jitter buffer reaches up to 800 ms, as proposed by them.
However, interactivity decreases as the sizes of jitter buffers
increase. According to their results, sizes for adaptive jitter
buffers typically range between 100–400 ms. Similar results
are reported in [21]–[23]. In our work, we have employed a
static, fixed-sized, jitter buffer. Its details are given later in
this section.

FIGURE 2. Two State Gilbert Model.

After passing through the jitter model the packets pass
through a 2-state loss model (aka the Gilbert model) [24],
which inflicts losses of a user specified intensity on the
frames. The loss intensity can be specified in terms of a target
mean loss rate (mlr), henceforth abbreviated as mlr_target
and a target conditional loss probability (clp), henceforth
abbreviated as the clp_target . The latter variable is used to
model burstiness in packet loss. The two state Gilbert model
can be seen in Fig. 2. It is worth mentioning here as to what
the various probabilities mean and how they can relate to
mlr . In this model, p is the probability of transitioning from
the no-loss state to the loss state, and q is for the converse.
1 − q is the clp and is related to burstiness of the loss.
Equations (5) and (6) show how mlr and mbl_loss (mean
burst length of the loss) are related to p and q. State transition
probabilities of the model can be learned from a network
trace analysis, or conversely, a suitable network trace can
be generated using this model by providing values for these
state probabilities using desired values ofmlr andmbl. It was
important to discuss this model here because latter in this
section a 4-state loss, pause and jump model is derived using
this.

mlr =
p

p+ q
(5)

mbl_loss =
1
q

(6)
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The receiver waits for the packets to arrive and places
them in a jitter buffer. A very simple, static, jitter buffer
is implemented that is assumed to play out the packets to
the decoder after every 20 ms. The buffer starts playing out
frames as soon as it has a frame in it i.e. it does not wait
for itself to get full (even beyond a certain limit). The jitter
buffer can hold five frames of 20 ms each and, thus, has a
size of 100 ms. An important thing that the jitter buffer does
is to decipher a sequence of losses, pauses and jumps from
the packets as they arrive.

TABLE 1. VoIP simulation results - observed values for various network
traffic parameters (%).

Two simulations were done with various values of
mlr_target and clp_target . To be more precise, mlr_target
was varied between [0, 0.002, 0.004, . . . , 0.1] and [0, 0.005,
0.01, . . . , 0.4] respectively for simulation 1 and simulation 2.
This resulted in mean values of 0.017 and 0.02 respectively
for mlr_target for both simulations. clp_target was varied
between [0, 0.1, . . . , 0.8]. A Weibull distributed packet jit-
ter was induced with a shape parameter equal to 1 in the
first simulation and equal to 2 in the second simulation.
A total of approximately 1,000,000 packets were generated.
Various statistics related to these simulations can be seen
in Table 1. It can be seen that the observed values for mean
jump rate (mjr) and mean pause rate (mpr) are rather high
for the first simulation (0.13 and 0.11 respectively). However,
for the second simulation, the observed value of mpr was
significantly less, 0.014. Whereas, there was only a marginal
decrease in the observed value of mjr . Similarly, the overall
observed mlr was 0.09 and 0.02 respectively. These values
of mlr correspond to the average over the entire lengths of
respective simulations.

The table also shows values for three additional variables,
namely, mbl_loss, mbl_pause and mbl_jump, representing
mean burst lengths of losses, pauses and jumps respectively.
It is shown that the mean burst lengths vary between 1 – 2
for both simulations. It is hard to predict if these val-
ues correlate well with what may actually happen in a
real VoIP network as these ensue from a simulation study.
Moreover, the existing literature on Internet traffic analysis
does not have quite valuable statistics related to pauses and
jumps.

As stated earlier, a 4-state no-loss, loss, pause and jump
model can be learned from these simulations. This can be
done by extending the simple 2-state Gilbert loss model,
as discussed in [24]. The model with its various state tran-
sition probabilities is shown in Fig. 3. The model gives us
an idea on as to what sort of state transitions can occur in a

FIGURE 3. 4-State Loss Pause and Jump State Model.

pattern of losses, pauses and jumps, and also what could be
the intensity of each state transition. For instance, it tells us
that there is a significantly higher probability of staying in
the no-loss state when the system is already in that state as
opposed to moving in any of the impairment related states.
In other words, it suggests that there is significantly higher
probability of receiving a packet successfully in the N th time
slot, as opposed to loosing it as a loss or a jump or having
it delayed as a pause, given the packet in state (N − 1)th

time slot was also successfully received as well. The model
also suggests the presence of somewhat logically less obvious
edges. For instance, in the model there is an edge going from
the pause to the loss state, however with a low transition
probability of 0.05. This, however, suggests that a loss event
can happen immediately after the pause event. Similarly,
an absence of an edge going from the loss to the pause
state suggests the lack of a possibility of occurrence of such
an event. This is also intuitive because after N loss events
the system is normally supposed to restore to the no-loss
state.

In this 4-state model as well, just as in the case of the
2-state Gilbert loss model [24], the probability of loop-
ing in the loss state is termed as clp. On similar lines,
we can call the probability of looping in the pause state
as the conditional pause probability (cpp) and the proba-
bility of looping in the jump state as the conditional jump
probability (cjp).
Computing mbl_loss as the reciprocal of (1 − clp) as in

equation (7) is equivalent to computing it as the reciprocal
of q as in equation (6). However, the former formulation is
more feasible for the 4-state model as there are more than one
edges coming out of the loss state in this model, as opposed
to only one edge coming out of the loss state in the 2-state
Gilbert loss model. Similar formulations can be formed for
computing mbl_jump and mbl_pause, these are given by
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FIGURE 4. Simulation system for derivation of Ie,WB,eff .

equations (8) and (9) respectively.

mbl_loss =
1

1− clp
(7)

mbl_jump =
1

1− cjp
(8)

mbl_pause =
1

1− cpp
(9)

According to [24]mbl_loss can be computed from network
trace analysis by applying equations (10) and (7).

clp =

(
m−1∑
i=2

bi × (i− 1)

)
/

(
m−1∑
i=1

bi × i

)
(10)

where, bi is the number of loss bursts having length i.
mbl_pause and mbl_jump can also be computed in a similar
fashion with the only difference being that bis in those cases
would represent respective number of burst lengths of pauses
and losses respectively in equation (10) and instead of apply-
ing equation (7), equations (9) and/or (8) would have to be
applied respectively.

Even though the 4-state model has been learned as a
result of various VoIP simulations, it can be used for the
converse too i.e. given a set of target network impairment
rates, a pattern of zeros’, ones’, twos’ and threes’ (e.g.
. . . 01212301 . . . ) can be generated (representing a sequence
of no-losses, losses, jumps and pauses respectively) having
more or less same level of impairments specified a priori. This
is the crucial advantage of the 4-state model. The pseudo-
code for the 4-state model can be seen in Algorithm 1.
Reiterated, the algorithm works by providing values of
target_mlr , target_mjr , target_mpr , target_clp, target_cjp
and target_cpp. These values are then converted to various
corresponding state transition probabilities. Once such a pat-
tern has been generated, the values of the above parame-
ters can be recomputed from it. These can be called as the
observed values.

It is worth mentioning here the way in which the observed
values for the aforementioned variables can be computed.
Given a pattern of length N , containing 0s, 1s, 2s and 3s (no-
losses, losses, jumps and pauses respectively), the observed

values of mlr can be calculated according to equation (11).
This gives a precise calculation of mlr , as it computes the
fraction of packets lost as a function of total number of
packets sent, which is equal to the sum of the number of
packets received and the number of packets lost both as losses
and jumps. The number of pauses are removed from the size
of the pattern because they do not correspond to packets;
they represent empty time slots in which the jitter buffer did
not have anything to play to the decoder. Similarly, mjr and
mpr can be computed precisely, and in a similar fashion,
according to equations (12) and (13) respectively.mpr , in this
case, represents the fraction of pauses as the total number of
packets sent.

mlr =

∑
losses

pattern_length− num_pauses
(11)

mjr =

∑
jumps

pattern_length− num_pauses
(12)

mpr =

∑
pauses

pattern_length− num_pauses
(13)

Algorithm 1 represents the pseudo-code for the 4-state
model. It is worth describing a few abbreviations that are
used in this model. n2l, n2p, n2j imply transition from no-loss
to loss, pause and jump states respectively. Similarly, abbre-
viations j2n, p2n and l2n imply the converse, respectively.
Meanings of other similar abbreviations can be inferred
accordingly for various other state transitions.

V. METHODOLOGY
Our methodology ensues from the work reported in [4]. The
schematic in Fig. 4 depicts a conceptual diagram of our
approach for deriving Ie,WB,eff for VoIP. An initial require-
ment is to have a database consisting of clean speech sig-
nals. These signals are subjected to degradations typical
of VoIP traffic; coding distortions and temporal discontinu-
ities i.e. losses, pauses and jumps. Degraded speech stim-
uli are obtained in this way that are representative of typi-
cal VoIP streams. In the process of doing so the values of
various VoIP traffic parameters, such as mlr , mjr etc., are
calculated. The decoded speech stimuli are evaluated using
a viable instrumental model that may report its results in
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Algorithm 1 The 4-State Model
state← 0
for i = 1 : pattern_length() do
trans_prob← Random.number()
if state = 0 then
if trans_prob < n2l then
state← 1

else if trans_prob ≥ n2l and trans_prob < (n2l +
n2j) then
state← 2

else if trans_prob ≥ (n2l + n2j) and trans_prob <
(n2l + n2j+ n2p) then
state← 3

else
state← 0

end if
else if state = 1 then

if trans_prob < l2n then
state← 0

else if trans_prob ≥ l2n and trans_prob < (l2n+l2j)
then
state← 2

else
state← 1

end if
else if state = 2 then
if trans_prob < j2n then
state← 0

else
state← 2

end if
else if state = 3 then
if trans_prob < p2n then
state← 0

else if trans_prob ≥ p2n and trans_prob < (p2n +
p2l) then
state← 1

else
state← 3

end if
end if
pattern← pattern.append(state)

end for

terms of human assessment of speech quality i.e. MOS-LQO.
Moreover, the model should be able to evaluate both NB
and WB coded speech. An example of such a model is
WB-PESQ, which has been used as a reference system in
this research. It is worth mentioning that WB-PESQ has
numerous well-known limitations that have been reported
elsewhere in the literature [25, p. 105], [26], [27].

The resulting MOS-LQO is converted to Ie,WB,eff using
equations (2), (3) and eventually (4). We call this the target
Ie,WB,eff . The process is repeated for a large number of speech
stimuli with varying degrees of network distortion conditions.

Once the target Ie,WB,eff for all the speech signals have been
computed and the values of corresponding VoIP network
traffic parameters gathered, GP based evolution is performed
to derive a suitable mapping. More specifically, the VoIP
network traffic parameters serve as the input domain variables
during evolution and the corresponding Ie,WB,eff values form
the target output values.

A linear interpolation between the Ie,WB obtained by the
instrumental model (WB-PESQ) and subjective tests may
be performed as suggested by [5, p. 9] to adjust the tar-
get Ie,WB,eff . Previously an interpolation was performed
between Ie,WB values for 20 (14 WB and 6 NB) codecs using
WB-PESQ, and from subjective tests reported in [28]. The
interpolation results in stable values for Ie,WB,eff . Alterna-
tively, one may use the slope and intercept terms resulting
from an interpolation already performed and reported in [14]
for a number of reference conditions. We performed an inter-
polation according to the scheme reported therein and the
resulting slope and intercept values are reported in Table 2 in
the row labeled computed. In this research, we leveraged from
the precomputed slope and intercept values reported in [14]
and are given in the row labeled reported of Table 2.

TABLE 2. Slope and intercept values for ITU-T P.834.1 [14] Interpolation.

A few words about alternative reference models are
in order. At the time when this research work was
commenced (i.e. between February, 2010 and February,
2011)ITU-T was designing a new model with the name of
P.OLQA [29] that aimed to replace PESQ and WB-PESQ.
P.OLQA was available in Orange Labs at the time when this
work was being done. It was considered in meetings in France
Telecom to employ P.OLQA for this work. However, P.OLQA
was undergoing rigorous experimental validation at that time
and could not be considered as authentic. Using P.OLQA
while it was in such a phase at that time could naturally lead to
unverifiable measurement artefacts in the quality estimation
tests. Particularly, P.OLQA had not been benchmarked at that
stage. Thus, it was decided to use WB-PESQ instead as it
was a recommended standard of ITU-T for objective speech
quality estimation. Moreover, the ability of P.OLQA to take
into account pause and jump impairments is not known. Some
results employing P.OLQA have appeared in recent litera-
ture [23], [30]. However, the efficiency of P.OLQA against
distortions such as pauses and jumps have not appeared so
far in any study. Notwithstanding this, we argue that the
methodology presented by us is quite general and can easily
incorporate P.OLQA or any other future model for objective
estimation of speech quality. Any research work that would
employ a newer or different reference model such as P.OLQA
would, nonetheless, require the experimenter or researcher to
be in a research facility such as Orange labs.
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VI. PREPARATION OF THE TEST MATERIAL
This section lists how the 4-state model can be used to gen-
erate stimuli that can be used either in auditory tests, or may
be evaluated by an instrumental model such as WB-PESQ,
the results of which may subsequently be used to evolve a
formulation for Ie,WB,eff . To this end, this section is a con-
tinuation of section IV in the sense that a VoIP simulation
completes once a network impaired speech signal has been
generated. This can be accomplished in various ways. How-
ever, the best way to do this accurately is to use the codecs
directly.

An alternate method could be to initiate a VoIP call over
the Internet and to capture the VoIP packets using a packet
sniffer at the receiver’s side. The packet sniffer may also be
provisioned with a jitter buffer, so as to match the capturing
process closely with a typical VoIP client. However, in such a
scheme one may face the problem of controlling the behavior
of the Internet, which is not a trivial proposition. Another
alternative could be to set up VoIP sessions between end-
points in a fully controlled environment inside a laboratory,
thus allowing to accurately control the behavior of the Inter-
net. However, we believe that such a scheme would be time-
consuming (for instance, due to overheads associated with
call setup and control) especially if a large number of test
stimuli need to be generated. The former scheme is simple
to implement as well. For instance, in this work, a loss, pause
and jump pattern of an arbitrarily large length can be supplied
to a decoder as a command line argument. The decoder can
store this pattern in an array. While decoding the frames of
the input speech file or the bit stream, the decoder can make
decisions based on the contents of the array. Thus, at any stage
of the decoding process if the decoder sees a ‘‘0’’ (no-loss)
in the corresponding entry of the array, it faithfully decodes
the frame. Similarly, if a ‘‘1’’ (loss) is found, the decoder
takes the corresponding action for frame erasure either by
playing its packet loss concealment (PLC) algorithm or by
doing silence insertion. For a ‘‘2’’ (jump), the decoder does
nothing i.e. neither it decodes the frame nor it plays the
PLC algorithm and moves to the next frame. Similarly, for
a 030 (pause) it plays the PLC algorithm before decoding
the packet. In this manner the decoder faithfully generates
a speech signal degraded by the pattern that was supplied to
it by the user, resulting in an accurate simulation of the set
of network impairments under test. Benefits of adopting a
simulation-based approach for problem-solving is advocated
favorably elsewhere in the technical literature [31].

In order to derive a formulation for Ie,WB,eff , it is important
to prepare speech stimuli impaired with conditions that are
representative of what may actually happen in a real VoIP
network. To this end, the first thing that needs to be figured
out are the various parameters. These parameters would also
serve as independent variables for any formulation of the
Ie,WB,eff that may be derived. Similarly, the second thing to
take into account is the maximum permissible values these
parameters may acquire as well as the granularity of the
values of these variables.

In this work, it has been decided to use a total of 10 such
parameters. These are listed in Table 3. The first six param-
eters have been discussed earlier in this document and are
self-explanatory. Rest of these can be described as follows:

TABLE 3. Various network traffic parameters.

mir stands formean impairment rate and is the sum ofmlr ,
mpr and mjr .

Computation of mbl_impairment is a subtle matter and is
assumed to be the sum ofmbl_loss,mbl_pause andmbl_jump
in this work. This, however, actually corresponds to the burst
length of overall impairments, as opposed to the bursts of
losses, or of pauses, or of jumps only, or to the sum of them.
This parameter should actually be computed in the same
manner as the individual mbl_loss, mbl_pause or mbl_jump
are computed. To this end, the first pattern in Table 4,
should be considered to have two bursts of impairments
and mbl_impairment should be computed accordingly. The
problem with this way of computing is that for the same
values of mbl_loss, mbl_pause and mbl_jump in multiple
patterns mbl_impairment may normally have different val-
ues. This can be seen in the second pattern of Table 4 where
an insertion of a zero (bold faced) in the original pattern
has altogether changed the value of mbl_impairment while
the mean burst lengths of the individual impairments remain
unchanged. Thus, this can obfuscate the process of generating
multiple patterns, and subsequently multiple speech stim-
uli, with the same set of conditions; a requirement which
normally needs to be fulfilled specially if an instrumental
model is used to evaluate stimuli.2 Thus, the way we compute
mbl_impairment is less a matter of accuracy and more a
matter of convenience.

TABLE 4. Example loss, pause and jump pattern.

Ie,WB corresponds to the equipment impairment factor and
is a measure of purely codec related distortions.
grad corresponds to the gradient of Ie,WB,eff for the overall

mir ranging between 0–0.12. It was computed according to

2To be considered valid, it is normally required to aggregate the eval-
uations of an instrumental model for multiple stimuli for the same set of
conditions [6].
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TABLE 5. Values for Ie,WB–R, Ie,WB–C and grad .

FIGURE 5. Ie,WB,eff vs mir for ITU-T G.711, G.729 and G.722.

equation (14). grad is a measure of degradation of quality as
a function of the intensity of the combined temporal discon-
tinuities and can be seen for the chosen codecs in Fig. 5.

Table 5 lists values for stable Ie,WB and grad for various
codecs. The first column lists values of Ie,WB–R resulting
from the slope and intercept terms reported in [14]. Whereas
the second column lists the values of Ie,WB–C resulting from
the slope and intercept terms that were computed manually
by following the procedure laid down in [14] and as reported
in the second row of Table 2. In this work the former set of
values has been utilized to remain coherent with [14]. The
third column lists the values of grad computed for the codecs
under consideration.

grad =
Ie,WB,eff (mlr = 0.12)−Ie,WB,eff (mlr = 0.0)

0.12× 100
(14)

As stated earlier, a simulation based approach was pur-
sued in this research, where distortions typical of a VoIP
network were induced on a large number of clean speech
samples during the process of decoding the corresponding
coded bitstreams. Clean speech samples from experiments
1-A, 1-D and 1-O from ITU-T P-series supplement 23 were
used. The NB codecs include: ITU-T G.711 (64 kbps) [18],
ITU-T G.729 CS-ACELP (8 kbps) [32]. WB codec ITU-T
G.722 (64 kbps) [33] was used in this research. All the codecs
are enabled with their respective PLC algorithms specified
in [32]–[34].

Each of mlr , mpr and mjr were simulated for nine values;
[0, 0.005, 0.01, . . . , 0.04]. For each of the values of the vari-
ables stated above, their target burst lengths (i.e. mbl_loss,
mbl_pause and mbl_jump respectively) are listed in Table 6.
Thus, for each type of discontinuity, a total of twenty-four

TABLE 6. Various temporal discontinuity rates and the respective burst
lengths (%).

conditions were simulated with a fixed payload size of 20ms.
For all the three temporal discontinuities, having twenty-four
distortion conditions each, and three codecs this resulted in
24 × 24 × 24 × 3 = 41, 472 network conditions. All of
these conditions were applied separately to stimuli for each
of the three codecs. Similarly, each condition was applied
separately to stimuli from three different languages and, for
each language, of two male and two female speakers by
pseudo-randomly generating, possibly different, loss patterns
each time. This was done to negate the effect of packet loss
locations as in [15] by eventually averaging the MOS of the
stimuli subjected to same distortion conditions. This was also
aimed at removing the bias WB-PESQ may have towards
language and gender [25, p. 105] [26]. This resulted in a
total of 24 × 24 × 24 × 3 × 3 × 4 = 497, 664 speech
stimuli. The stimuli were latter evaluated using WB-PESQ.
After aggregating the MOS-LQO for the stimuli subjected
to similar network conditions, we were left with a total of
497, 664/12 = 41, 472 input/output patterns.

A point worth mentioning is that, since the clean speech
samples are coded at 16 kHz sampling rate, they were low-
pass filtered and down-sampled using [35] before they were
encoded in the case of NB codecs. Subsequently, the corre-
sponding decoded speech samples were up-sampled before
evaluation by WB-PESQ using [35].

VII. INTRODUCTION TO GP
GP is a machine learning technique that coarsely emulates
Darwinian evolution. The solution space in GP is com-
posed of all the possible computer programs, or mathematical
expressions, that might potentially solve a user specified
problem. The computer programs are composed of func-
tions and terminals that are relevant to a particular problem
domain. The functions may be arithmetic operations and
logical expressions. The terminals may be external inputs
to the programs such as constants and input domain vari-
ables. A finite set of such randomly generated programs
forms an initial population. The ability of the members of
such a population to effectively solve a problem is enhanced
by leveraging from genetic operators of biological evolu-
tion, namely crossover and mutation. Thus, for instance, two
individual programs are randomly chosen from the underly-
ing population and a new offspring is formed by applying
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the aforementioned genetic operators. Normally, this mating
process is repeated till the size of the offspring population
becomes equal to that of the parent population. At this stage,
the offspring are evaluated in terms of their fitness in solving
the problem of interest. Consequently, the fitter individuals
are retained and the worse are littered. This evolutionary
process is repeated until a certain user-specified criterion
is met. For instance, this could be to stop when an indi-
vidual with desired fitness is achieved or when a certain
number of generations have elapsed. To this end, GP dif-
fers from the traditional optimization approaches that aim
to tune the coefficients of an already defined mathemat-
ical model that represents the solution of the problem at
hand. Numerous solution representations for GP trees exist,
albeit abstract syntax trees are by far the most common
choices.

Given a problem setting, GP can potentially search for
a globally optimal solution as opposed to getting stuck in
local minima as in various other optimization algorithms used
in machine learning. This is attributed to an evolutionary
process driven by stochastic changes in the genomes of a
population’s individuals.

In addition to searching for a suitable structure of the
desired solution, or a mathematical expression, GP is also
known for tuning its coefficients. Such a mechanism is gen-
erally implicit in the evolutionary process whereby GP tries
to fit number(s) from a set of user-specified constants (i.e.
from the terminals set) into the genomes of individual pro-
grams. GP may also synthesize useful constants from vari-
ous functions alone. Various combinations of functions and
system variables may result in sufficing constants. A detailed
account of this may be found in [36]. In certain implemen-
tations, GP-based evolution may be augmented with a ded-
icated optimization algorithm for tuning the coefficients of
individual models. A number of meta-heuristic and numer-
ical algorithms have been used in the past to achieve this
objective [37]–[40].

GP is also known to chisel off redundant data attributes to a
few significant ones, as in [41]. To this end, GP also performs
a non-linear parameter significance analysis during program
evolution by retaining the highly significant parameters in
favorable programs while rejecting the less significant ones.

VIII. EXPERIMENTAL SETUP
We performed three GP experiments to evolve models for
Ie,WB,eff using the input/output data patterns. The accumula-
tion of data patterns has already been discussed in section VI.
As previously in [4] and [42], we used GPLab3 for evolution.
The common parameters for all the experiments are listed
in Table 7.

In all experiments, we chose scaled root mean squared
error (RMSEs) as the preferred fitness criterion.MSEs is given

3GPLab is a Matlab toolbox for GP developed by Sara Silva and can be
found at: http://gplab.sourceforge.net/

TABLE 7. Common GP parameters among all experiments.

by equation (15).

MSEs(y, t) = 1/n
n∑
i

(ti − (a+ byi))2 (15)

where y is a function of the input parameters (a mathemat-
ical expression), yi represents the value produced by a GP
individual and ti represents the target value which is the
correspondingMOS. a and b adjust the slope and y-intercept
of the evolved expression to minimize the squared error. They
are computed according to equations (16) and (17):

b =
cov(t, y)
var(y)

(16)

a = t − by, b =
cov(t, y)
var(y)

(17)

where t and y represent the mean values of the corresponding
entities whereas var and cov mean the variance and covari-
ance respectively. This approach is known as linear scaling
and is found to be very beneficial for the symbolic regression
tasks with GP [40]. Instead of using protected functions, any
inputs were admissible to all the functions.

For the input values outside the domain of the functions
log, sqrt, division and pow, NaN (undefined) values are
generated. This results in the individual concerned being
assigned the worst possible fitness.

Tournament selection with Lexicographic Parsimony Pres-
sure (LPP) [43] was used in both experiments. In this selec-
tion strategy a group of G (G ≥ 2) individuals is picked
randomly from the current population. The individual with
the highest fitness in the group is selected as a parent.
In the case of a tie between two or more individuals, their
expression sizes are compared and the smaller individual is
picked. Furthermore, the selection criterion was based on the
notion that population diversity can be enhanced if mating
takes place between two, fitness-wise, dissimilar individuals,
as suggested by Gustafson et al. [44]. This selection scheme
has been shown to perform better in the symbolic regression
domain and, hence, it was employed in this research. This
simple addition to the selection criterion only requires one to
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TABLE 8. Statistical analysis of the gp experiments and derived models. (a) RMSE Statistics for Best Individuals of 50 Runs for Experiments 1, 2 & 3.
(b) Results of Mann-Whitney-Wilcoxon Significance Test. (c) Performance Statistics of the Proposed Models.

ensure that mating does not take place between individuals of
equal fitness.

The replacement criterion was based on retaining the best
half of both children and parents in the new population while
discarding the rest. This replacement strategy is termed as
half elitism in GPLab [45].

It is typical to conduct several independent runs of GP.
In this case, all experiments entailed 50 independent runs
each spanning 50 generations.

The only difference between the first two experiments was
that in experiment 1 a maximum tree depth of 17 was allowed
whereas for experiment 2 it was allowed to be 10. A reduced
tree depth in the second experiment was allowed to see if
more parsimonious individuals could be obtained having fit-
ness comparable to the individuals of the first experiment.

The difference between experiment 2 and experiment 3was
that in the latter only four network traffic parameters were
allowed, namely, Ie,WB, grad , mir and mbl_impairment .
These parameters were chosen as a result of a parameter
significance analysis performed in section IX (see Fig. 8).
A maximum tree depth of 10 was allowed in experiment 3.
A reduced number of parameters was chosen to see if GP
could find better models in a smaller corresponding search
space.

IX. RESULTS AND ANALYSIS
Of 41,472 input/output patterns reported in section VI 70%
were used for training and 30% for testing the evolved mod-
els. Statistics pertaining to RMSEs (scaled root mean squared
error) of training and test data of both GP experiments are
listed in Table 8. The table also lists various statistics related
to the tree sizes of GP individuals, in terms of the number of

FIGURE 6. Response of equation (19). as a function of mir and
mbl_impairment .

nodes. The results of the three experiments in the final gener-
ations were also treated to a Mann-Whitney-Wilcoxon test to
assay the significance of differences in various respects. The
significance analysis is reported in Table 8 where a value of
’1’ confirms a significant difference, at a 5% confidence level,
whereas a ’0’ implies otherwise. It was found that the over-
all results of the first two experiments are not significantly
different from each other in terms of fitness over training
data and tree sizes, but vary in terms of fitness over test data.
However, the results of experiment 3 differ from the first two
experiments in terms of fitness over the training data, whereas
in terms of test data and tree size the models are different only
in comparison to experiments 1 and 2 respectively. A close
analysis of the statistics reported in Table 8 reveals that the
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FIGURE 7. Ie,WB,eff predicted by equation (22) vs target Ie,WB,eff for:
(a) training data (b) test data.

models produced by experiment 3 are generally superior to
the first two experiments.

It is also worth mentioning that in Table 8, the difference
between RMSE over training data as compared to test data
is rather huge for all the three experiments. For instance,
it can be seen that experiment 1 evolved a model that had
RMSEte = 500 (the model with the worst fitness over the
test data). On the other hand, experiment 1 produced a model
with RMSEte = 5.97 (the model with worst fitness over the
training data). We believe that this rather huge difference in
results is due to the presence of outliers. In Table 8 RMSEtr
and RMSEtr stand for the scaled root mean squared error
over the training and test data respectively.
In this paper we propose four models. Three of these

correspond to the best performing models of experiment
1, 2 & 3 with respect to the test data and are represented
by equations (19), (20) and (22) respectively. The smallest
overall models belonged to experiments 2 and 3. Nonetheless,

the smallest individual of experiment 3 had a better fitness
as compared to the smallest individuals of experiment 1 & 2
and it is represented by equation (23). The RMSEs and
Pearson’s product moment correlation coefficient (ρ), cor-
responding to Ie,WB,eff for these models are compared with
each other in Table 8. The values of RMSEs corresponding
to MOS-LQO are also listed as another comparison. These
were computed by converting the target values of Ie,WB,eff
and those obtained by the models under consideration to the
MOS scale. This may be done by obtaining the values of
R corresponding to Ie,WB,eff from equation (4). The result
can then be transformed to the original R scale for the NB-
only context using equation (18); the inverse of equation (3).
The resulting values of R can be converted to the MOS scale
using transformation (2). The significance of all of themodels
can be judged by observing that the values of RMSEs on the
MOS scale in all cases range between 0.1– 0.16, exhibiting
rather smaller values. Equation (22) represents the best over-
all model and is a function of three parameters only i.e. grad ,
mir and mbl_impairment .
Another criterion for choosing the model can be the size

of the model. This can be a crucial factor as smaller models
have lighter computational footprints and can be amenable for
implementation on terminals or home gateways. As discussed
earlier we tried to address this constraint in our experiments
by using LPP as suggested by Luke [43]. Similarly, we also
restricted the maximum tree depth in experiments 2 and 3
to ten in the hope of finding smaller models. To this
end, if model brevity is a concern then equations (19)
and (23) may be preferred as they are smaller in
size.

RNB =
RNB/WB
1.29

(18)

Equation (20) has the best statistics among all. Fig. 7 shows
the scatter plots of equation (20) versus WB-PESQ, where it
can be seen that the data points produced by both are firmly
glued to the 45 degrees reference line.

Ie,WB,eff

=

{
mir × cos(Ie,WB)+

√
mbl_imp
Ie,WB

− mir1/4 − mir
}

× (−163.87)− 9.35 (19)

Ie,WB,eff

=


√
√
log10(grad)
mir + 9

+

[
(sin(mir)+ mir)

log10(grad)
4 −

√ √
mpr

mbl_loss+9

]E 
× (−0.0933)+ 87.1174 (20)

where E (the exponent) in equation (20) is given by
equation (21).

E =
√
log10(grad)−

√
log10(grad)
mbl_jump+ 9

(21)
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FIGURE 8. Percentage of the best individuals employing various input parameters in acceptable runs of each of the two
experiments.

TABLE 9. Comparison between the prediction accuracies of the E-Model and the proposed model.

TABLE 10. Target network impairment conditions for the auditory tests.

Ie,WB,eff

=


log10

(
0.54
grad + 3× mir

)
+

log10
(
0.74
grad+2×mir

)
3

7×log10
(
0.54
grad +2× mir+6.56−

√
mbl_imp

)
+mir


× (270.37)+ 102.40 (22)

Ie,WB,eff

= (sin(grad × mir))

√
40×mbl_imp
Ie,WB × 107.43− 5.94 (23)

Fig. 6 displays the response of equation (19) as a function
of mir and mbl_impairment suggesting monotonicity of this
equation.
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FIGURE 9. Variation in Ie,WB,eff as a function of losses, pauses and
jumps for: (a) ITU-T G.711 (b) ITU-T G.729 (c) ITU-T G.722. Ie,WB,eff was
derived using WB-PESQ.

Fig. 7a and 7b show the scatter plots for the output of
equation (22) for the training and test data respectively. It can
be seen that the points are considerably glued together around
the 45◦ reference line.

A significance analysis of the various VoIP traffic param-
eters, in terms of their appearance in the best individuals

FIGURE 10. Ie,WB,eff vs mir derived from auditory tests, E-Model and
equation (22) are plotted for G.711, G.722 and G.729.

of 50 runs of each of the first two experiments, was done.
The results are graphed in Fig. 8. According to this mir had
the highest utility, and appeared in 100% of the individuals.
The second most highly utilized parameter was Ie,WB which
appeared in more than 80% of the individuals of both exper-
iments. The third most sought-after parameter was grad ,
appearing in up to 50–70% of the best individuals of both
experiments. Rest of the parameters, namely, mlr, mbl_loss,
mjr, mbl_jump, mpr and mbl_impairment only had utility in
up to 30% of the best individuals of both experiments with
mbl_impairment winning out. It is quite interesting to note
that mlr , which is the main source of impairment in VoIP
networks, had only a marginal representation in the models
of both experiments. Same can be seen for mjr .
Fig. 9a, 9b and 9c show the variability of Ie,WB,eff as a

function of losses, pauses and jumps for ITU-T G.711, ITU-T
G.729 and ITU-T G.722 respectively. It is interesting to note
that WB-PESQ is not oblivious of the presence of pauses and
jumps in the degraded stimuli. Rather in the case of ITU-T
G.711 (Fig. 9a), it judges speech quality more severely for
the case of pauses as compared to losses and jumps. This
observation contrasts with the generally held notion that the
WB-PESQ cannot estimate the effect of pauses and jumps [8].
It is also interesting to note that the individual effect of each
of these impairments on speech quality is more or less the
same. This observation is coherent with the results reported
in [8].

A. COMPARISON WITH MULTIPLE LINEAR REGRESSION
A multiple linear regression was performed to compare the
performance enhancement lent by the models proposed by
GP. To this end, we only included Ie,WB, grad , mir and
mbl_impairment in the regression analysis as they appeared
as the most significant parameters of the GP experiments (see
Fig. 8). The resulting model is shown by equation (24).
Performance results of this model are compared by those
produced by GP and are shown in Table 8. It can be seen that
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TABLE 11. Results of the auditory tests. (a) Comparison Between the Results of Auditory Tests and WB-PESQ. (b) Comparison between the Prediction
Accuracies of the E-Model and the Proposed Model Against Data From Auditory Tests.

all the models produced by GP have a superior performance
than equation (24).

Ie,WB,eff
= 0.35× Ie,WB − 0.006× grad + 383.62× mir − 1.18

×mbl_imp+ 34.65 (24)

B. COMPARISON WITH E-MODEL
Finally, a comparison of equation (22) was done with the
E-Model’s formulation of the Ie,WB,eff which is represented
by equation (25). Out of the four models proposed we
chose equation (22) for the mere reason that it represents
a smaller model with performance comparable to the best
overall model (represented by equation (19)).

Ie,WB,eff = Ie,WB + (129− Ie,WB)×
Ppl

Ppl
BurstR + Bpl

(25)

where Ppl refers to the percentage of packet loss. Bpl is the
packet loss robustness factor and is a codec specific entity.
129 refers to RNB/WB for the direct channel. BurstR is the
so-called Burst Ratio and is defined according to [1] by
equation (26).

BurstR = (1− Ppl/100)×
1
q

(26)

where q refers to the transition probability between the loss
and the found state according to the two-state Markov model
shown in Fig. 2. It is also worth reiterating that according
to this model 1

q refers to mbl_loss (see equation (6)). Thus,
equation (26) can alternatively be represented as:

BurstR = (1− Ppl/100)× mbl_loss (27)

A direct comparison of the models proposed in this work is
not possible with the E-Model. The reason is that the models
proposed here are functions of mir and mbl_impairment as
opposed to Ppl and mbl_loss (or BurstR corresponding to
loss). To this end, to perform a fair comparison between the
E-Model and the models proposed in this work we slightly
tweak equations (25) and (26) respectively as follows.

Ie,WB,eff = Ie,WB + (129− Ie,WB)×
Pir

Pir
BurstR + Bpl

(28)

where Ppl (percentage packet loss) has been replaced by a
new term Pir (percentage impairment rate) and is equal to
mir×100. It corresponds to all three impairments (i.e. losses,

pauses and jumps) as opposed to losses only. Equation (27)
can be altered to redefine BurstR as follows (29).

BurstR = (1− mir)× mbl_impairment (29)

where mir = Pir/100 has been chosen for the sake of
convenience.
Bpl values for equation (25) were computed separately

for each of the codecs over the training data by employ-
ing a simple generalized version of the simulated annealing
algorithm [46]. The performance was analyzed using the test
data. The results are reported in Table 9 for each codec. Per-
centage Prediction Gain (PG) of 28.92 % was observed for
unseen data in anRMSE sense. This is calculated according to
equation (30). Table 9 also compares the computed values
of E-Model against those reported in the standards (see
columns 2 & 3).

%PG =
RMSEe − RMSEp

RMSEe
× 100 (30)

where, RMSEe and RMSEp represent the RMSE of
equations (25) and (22) respectively.

C. PERFORMANCE EVALUATION AGAINST
DATA FROM AUDITORY TESTS
In order to further validate the results, a comparison was
made between the results of the proposed model and the
traditional E-Model formulation for Ie,WB,eff . To this end,
an auditory test was performed in which a subset of network
impairment conditions was inflicted on utterances from four
French speakers (2 male and 2 female). The conditions are
listed in Table 10. These conditions were supplied as tar-
get values to the 4-state model to obtain four sets of such
conditions corresponding to each of the four speakers. This
resulted in a total of 80 conditions. These conditions were
applied to the stimuli for each of the three codecs to obtain a
total of 240 speech stimuli (i.e. 80 × 3 = 240). Each of the
stimuli were evaluated on anACR scale by 24 subjects and the
results were aggregated. Results were further aggregated over
stimuli of all the speakers on the basis of similarity of target
network conditions that had been inflicted on them, resulting
in a total of 60 MOS values (i.e. 240/4 = 60). Further, all
the 240 stimuli were evaluated usingWB-PESQ to compare it
against the auditory tests. The results are reported in Table 11.
The table shows that there is a high correlation between the
results of the auditory data and WB-PESQ.
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FIGURE 11. Variation in Ie,WB,eff as a function of losses, pauses and
jumps for: (a) ITU-T G.711 (b) ITU-T G.729 (c) ITU-T G.722. Ie,WB,eff was
derived using auditory tests.

TheMOS values obtained by auditory tests were converted
to target Ie,WB,eff using equations (2), (3) and (4). The cor-
responding network conditions were used as input variables
to obtain Ie,WB,eff from the traditional E-Model formula-
tion (equation (25)) and the proposed model (equation (22))
and compared against the Ie,WB,eff produced by E-Model.

FIGURE 12. Ie,WB,eff vs mir derived from WB-PESQ, E-Model and
equation (22) are plotted for G.711, G.722 and G.729.

The comparison is shown in Table 11. It can be seen that the
proposed model correlates well with the data from the audi-
tory tests as opposed to the E-Model. However, performance
of both models in terms of RMSE is not commendable (i.e.
RMSE = 11.11 for equation (22)). Table 11 also reports
values for Bpl that were taken from relevant standards (see
[47, p. 2] for ITU-T G.711 and G.729 and [48, p. 2] for
ITU-T G.722).

Fig. 10 plots Ie,WB,eff as a function of mir for each of
the three codecs derived from auditory tests, E-Model and
equation (22).

Fig. 11 shows Ie,WB,eff as a function of losses, pauses and
jumps for each of the three codecs.

D. ON EXTRAPOLATION ABILITY OF THE MODEL
The proposed models have been trained and tested on data
where the mean impairment rate is less than or equal to 0.12
(mir ≤ 0.12). In order to further validate the extrapolation
ability of the model for mir exceeding beyond 0.12 another
test was performed. The test was designed according to what
has been reported in section IX-Cwith the only difference that
the maximum mir was extended to 0.25. The conditions can
be seen in Table 12. Again, these conditions were supplied as
target values to the 4-state model to obtain four sets of such
conditions corresponding to each of the four speakers. This
resulted in a total of 200 conditions. These conditions were
applied to the stimuli for each of the three codecs to obtain a
total of 600 speech stimuli (i.e. 200× 3 = 600). Eventually,
all the stimuli were evaluated using WB-PESQ to obtain
MOS scores.

The resulting MOS values obtained by WB-PESQ were
converted to target Ie,WB,eff using equations (2), (3) and (4).
The corresponding network conditions were used as input
variables to obtain Ie,WB,eff from the traditional E-Model
formulation (equation (25)) and the proposed model (equa-
tion (22)). The comparison is shown in Table 13. It can
be seen that the proposed model has performed better than
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TABLE 12. Target network impairment conditions for the extrapolation tests.

TABLE 13. Target network impairment conditions for the extrapolation tests.

the E-Model both in terms of the RMSE and the Pearson’s
correlation coefficient (ρ). The proposed model was further
rescaled to better fit the target data. It was found that the
proposed model showed a reduction in RMSE.

Fig. 12 plots Ie,WB,eff as a function of mir for each of
the three codecs derived from WB-PESQ, E-Model and
equation (22).

X. CONCLUSION
In this paper, we have proposed a novel methodology for
determining NB/WB equipment impairment factors Ie,WB,eff ,
for a mixed NB/WB context. We have used GP to perform
symbolic regression so as to generate simple formulae for
Ie,WB,eff . GP is advantageous in the sense that the resulting
formulae do not result from human bias, but as a direct conse-
quence of program evolution. Moreover, parameter optimiza-
tion is done in parallel with evolution for every model using
linear scaling. The desired models are applicable for network
distortion conditions under observation.

Another novelty of our work is that we have taken into
account additional sources of impairments. These impair-
ments are jumps and pauses. WB-PESQ has been used as a
reference model as opposed to auditory tests. This is suitable
for ease of repeatability. An interesting observation of our
work is that WB-PESQ judges the effect of pauses and jumps
almost equally well as it judges the effect of packet loss.

We have also proposed a 4-state loss, pause, jump Markov
model to characterize the nature of VoIP traffic that may be
affected both by the IP network and the jitter buffer. To this
end, we propose it as a useful tool for simulating VoIP packet
traces.

A comparison of one of the proposed models (equa-
tion (22)) has been done with the E-Model. It is found that
the proposed model outperforms the existing formulation of
E-Model by a margin of approximately 30% in terms of the
prediction accuracy. Even though we have used WB-PESQ
in this research, the proposed method is independent of it
and requires a generic instrumental model of this kind. The
methodology may also be augmented with auditory tests,
which is one of our future goals too. Our models are already
being used within Orange Labs for transmission planning and
speech quality estimation.

We have also computed new values for Bpl for the case
of WB-PESQ which are significantly different than those
already reported in the standards (see Table 9). Although
work has been done in the past to derive these values [13],
we considered it important to derive new results that may be
used for cross verification. It is worth mentioning, however,
that the values reported in the standards are for auditory tests.

In future, we would like to extend our work to super-
wideband contexts. We would also like to leverage from
more recent developments in speech quality estimation, such
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as P.OLQA. Inclusion of more network distortion condi-
tions as well as a variety of new codecs shall also be our
objective. We also aim to refine our machine learning based
methodology by augmenting our algorithms with more recent
developments in the field.
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