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ABSTRACT We investigate the problem of sketch generation for sketch-based image retrieval (SBIR).
Solving this problem is important to obtain better retrieval results, because a powerful feature extraction
algorithm is inefficient. Transforming photos from raw pixels into pseudo-sketches closes the gap between
these two domains and plays a significant role in SBIR. This problem is relatively challenging because of:
1) the complexity of the image background and 2) the complexity of the resulting edge map. In this paper,
we develop a system to generate pseudo-sketches from photos. Saliency detection is used to extract the
major objects from a photo. Then, a Gabor filter is designed to further capture the ‘‘real-major’’ object.
Finally, the Sobel operator is used to obtain the final pseudo-sketch. Experiments are conducted using the
Flickr15k data set. The results show that the obtained pseudo-sketches are reasonable and that the SBIR
process produces the state-of-the-art results in certain categories.

INDEX TERMS Gabor filter, pseudo-sketches, saliency detection, SBIR, Sobel operator.

I. INTRODUCTION
With the development of digital devices, sketch-based
image retrieval (SBIR) [1] has recently received a large
amount of attention in the computer vision (CV) field.
This process is different from text-based retrieval because
visual sketch queries are intuitive when depicting the
shape or appearance of an object. ‘‘Sketches’’ may be pro-
duced by either professional artist (such as frontal face sketch
images with rich facial structure details) or non-professionals
(such as free-hand sketches generated using electronic touch-
screen devices). Furthermore, several works exist on face
sketch synthesis [2] based on recognition. Wang et al. pre-
sented a transductive face sketch-photo synthesis method [3]
that incorporates test samples during learning to achieve opti-
mal performance, and they also recently proposed a Bayesian
framework [4] for face sketch synthesis.

In this paper, a ‘‘sketch’’ is defined as a free-hand sketch
produced by an amateur using a touch screen device (e.g., an
iPad, a mobile phone or a Wacom tablet). In this case, a key
challenge arises in SBIR, which is how to overcome the
ambiguity inherent in a sketch [5] since a query sketch can
exhibit a large amount of variation (such as transformation,
scaling, and rotation). Moreover, sketches that are produced
by different users, even for the same object, can appear unre-
fined or substantially different due to poor drawing skills or a

limited time for drawing. Recent studies on SBIR can be
divided into two aspects: how to make a better feature opera-
tor and how to generate a better sketch from a natural image
during the procedure of SBIR. To date, there has been little
work focused on the latter step.

Our work focuses on obtaining a concise and simple
sketch from a single image. The main contributions are the
following: (1) For the first time, an improved random walk
model based on a Markov chain is used to obtain saliency
maps from complex background images for SBIR. (2) A spe-
cific Gabor filter is designed to refine the saliency maps for
pseudo-sketch generation. (3) Experimental results demon-
strate that with the pseudo-sketch, the SBIR accuracies are
improved, particularly in certain categories, in which state-
of-the-art results are achieved.

The content of this paper is organized as follows. Section II
describes the related work. In Section III, the algorithm is
illustrated in detail. Experiment settings and results are pre-
sented in Section IV. Conclusions are drawn in Section V.

II. RELATED WORK
The majority of feature extraction methods have been based
on the histogram of orientations approach, and sketches
are typically represented by global or local descriptors.
The histogram of oriented gradient (HOG) [6] descriptor
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FIGURE 1. Overview of the complete processing approach.

has been impactful in SBIR development. Eitz proposed
the bag-of-words (BOW) model [7] based on the HOG.
K-Chatfield proposed an approach [8] that uses the local self-
similarity features of an image in combination with the BOW
model to perform subsequent processing for sketch retrieval.
Saavedra et al. proposed a histogram of edge local orienta-
tions (HELO) [9]. Based on this work, Jose M Saavedra
proposed the soft-HELO (S-HELO) [10] descriptor, which
was inspired by both HELO and HOG. These descriptors
have all proven to be effective for SBIR.

Almost all SBIR algorithm research has focused on devel-
oping techniques for extracting features [11]–[15] to improve
the retrieval accuracy. Nevertheless, these studies all ignore
to some extent the influence of the generated sketch in
the previous stage. Most of the work uses only the simple
Canny edge detector to obtain the corresponding sketches
from photos. Recently, a sketch generation algorithm was
developed using the methods of contour detection and object
segmentation [16]–[18]. Ablaze proposed a type of edge
detector to obtain the hierarchical segmentation region,
intending to use the edge that was produced by the opti-
mal segmentation as the final sketch. Marvaniya et al. [19]
proposed a sketch generation algorithm to produce sketches
of the same image type. Guo et al. [20] proposed a primal
sketch algorithm that uses a single image to obtain the sketch;
it combines two types of generative models, namely, sparse
encoding and Markov random field. Qi et al. [21] proposed
a simpler way to generate a sketch; this method is based on
perceptual grouping combinedwithmultiple gestalt rules. His
method can obtain a sketch from a single image; however,
the results lack simplicity and clarity.

This paper focuses on a sketch generation technique that
significantly improves the results of produced sketches.

Saliency detection based on a Markov absorption model is
used to obtain the salient region map. To reduce the noise
and retain the orientation of the edge, a specific Gabor filter
is proposed to refine the edgemap. The Sobel operator is used
to abstract the final similar form of the sketches. Fig. 1 shows
the complete process flowchart.

III. THE PROPOSED ALGORITHM
A. THE ABSORBING MARKOV CHAIN MODEL
We can reduce the complexity of image post-processing
through the use of a small number of superpixels (instead
of all the image pixels) to express the picture features. First,
we apply a superpixel segmentation algorithm to complete
the transformation from the original image to the superpixels.
There are many ways to finish this step in practice, and an
existing technique [22] is used to obtain high validity. Then,
a graph is represented by 3 = (U , 0), where U denotes
the superpixels and 0 denotes a series of non-directional
edges that represent the connectivity between two different
superpixels. We connect two vertically adjacent superpixels
if they have the same values. The edge that combines two
nodes i and j is shown as nij, while hij expresses the weight
assigned to the edge nij. Finally, hij is given as

hi,j = exp
{
−
∥∥li − lj∥∥2 (2σ 2

)−1}
(1)

where the features li and lj correspond to the two codes i and j,
respectively, and σ is a weight constant. The affinity matrix
of the image graph model can be written as H =

(
hi,j
)
mm.

(The basic concepts of the Markov chain are described else-
where [23]–[26].) Based on the graph model, [27] duplicated
the top and left boundary superpixels as absorbing nodes
of the Markov chain, and the remaining nodes in the graph
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were taken as transient states. That study used the model
3′ =

(
U ′, 0′

)
, which includes the virtual nodes to form

the final absorbing chain. Here, Z = (zij)mk is a different
affinity matrix, zij is the weight between node i and the virtual
absorbing node j in the image, and the probability translation
matrix is ultimately formed as follows:

5 =

[
K1 Y1
O I1

]
(2)

where O is the k∗m zero matrix, I1 is the k∗k identity matrix,
K1 = J−1H , Y1 = J−1Z , and Q1 is the transition probability
matrix. J is the sum of the matrixes diag

{
jH11, j

H
22, . . . j

H
mm
}

and diag
{
jZ11, j

Z
22, . . . j

Z
mm
}
. The final absorption probability

matrix is defined as

81 = M1Y1 (3)

M1 = (I − Q−11 ) = I + Q1 + Q2
1 + . . . (4)

B. THE IMPROVED MARKOV MODEL TO
OBTAIN THE SALIENCY MAP
Based on the knowledge of the transient state and the absorb-
ing probability in the Markov chain, [27] assumed the par-
tially duplicated image boundaries to be absorbing nodes and
the remaining nodes in the image to be transient states. How-
ever, this approach could cause over-inhibition and make the
salient region less easily detectable. Nevertheless, we employ
all the boundary nodes as absorbing nodes since this approach
will exploit the graph information comprehensively and sat-
isfactorily cover the graph under the entire ergodic Markov
chain. This procedure is different from that described in the
reference. A portion of the results is shown in Fig. 2. The
original method in the first column excessively inhibits the
salient region, which will directly influence the final edge
map. The results shown in the improved model in column
three avoid this problem for certain images with a cluttered
background.

FIGURE 2. Comparison of image results obtained using the improved
method.

The algorithm is as follows. We can obtain the corre-
sponding translation matrix 5 and the absorbing probability
matrix 8 through formulas (2)-(4) using all image boundary
nodes. The probability ϕij denotes the similarity between
the superpixel node i and all the absorbing image nodes j.

Since the absorption probability matrix 8 has been obtained
in the new way and is known, we rearrange the absorption
probability values of each node i with all the other nodes j in
the image in descending order:

ϕ′i,1 ≥ ϕ
′

i,2 ≥ . . . ≥ ϕ
′
i,k ,

(
ϕ′i,j ∈ U

k
j=1ϕi,j

)
(5)

We construct the new matrix 8′m,k and then select the
first r columns, which show strong relevance to node i of
matrix8′m,k . Therefore, another newmatrix is also produced,
namely, 8′r,k . The saliency of node i is defined as

Mϕ (i) =
1
2

(
exp

(
Mϕup (i)

)
+Mϕlf (i)

+Mϕlr (i)+Mϕlld (i)

)
(6)

Mϕ (i) = exp (1− bm (i)) .zm (i) , bm (i) =
∑r

j=1
ϕ′ij

(7)

This finding shows the similarity to the image back-
ground, and zm (i) =

∑k
j=r ϕ

′
ij reveals the dissimilarity

to the backdrop. While the top nodes are approximated to
the background, we emphasize the background through an
exponential function. A crude edge map is realized by sup-
pressing the background.

Following the background suppression, the superpixels
that correspond to the salient region and the foreground
nodes can be detected. We assume that the foreground nodes
are absorbing nodes and view the others as transient nodes,
in turn, to finish addressing the foreground’s outstanding
aspects. Similar to the matrix Y1, the matrix Y ∗, which con-
siders all the boundary nodes, is obtained:

Y ∗ =

 y∗11....y∗1l..........

y∗m1....y
∗

1l

 (8)

A new matrix M∗mm is constructed, as discussed
in Section III:

M∗ = I∗ + Q∗ +
(
Q∗
)2
+
(
Q∗
)3
+ . . . (9)

We multiply the matrixesM∗ and Y ∗, the result of which is
written as= M∗Y ∗, and we rearrange each row of matrix8∗

in descending order.

ϕ∗i1 ≥ ϕ
∗

i2 ≥ . . . ≥ ϕ
∗
il,

(
ϕ∗ij ∈ U

l
j=1ϕij

)
(10)

Here, ϕ∗ij can be interpreted as the similarity of node i to
the foreground node j. We sum up the top g numbers of each
row ϕ∗ij to represent the similarity of the image node i to the
foreground of an image. Then, the new saliency of each node i
is defined as

Mf (i) =
g∑
j=1

ϕ∗ij (11)

The saliency map is roughly detected at that time. Subse-
quently, we optimize the edge map by background suppres-
sion and foreground improvement. Inspired by [28], we first
refine the saliency edge map by a mathematical mechanism
that effectively highlights the object region. A clustering
algorithm is applied to group the nodes of the input map
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into U clusters; for node ni, κi =
{
nj
}m
j=1 presents the

remaining nodes in the same cluster. We refine the image
map using interpolation of the nodes that are in the same
cluster within it. The node ni with its new saliency is defined
as in (12), and we set χ equal to 0.4 in the experiments.
The total sum of variance of the Lab space in each feature
dimension is σL .

T ∗m (ni) = χTm (ni)+ (1− χ)
m∑
j=1

FijTm (ni)

 m∑
j=1

Fij

−1
(12)

Fij = −exp
{∥∥ki − kj∥∥2 (2σL)−1} (13)

After the highlight processing measure, it is crucial to
eradicate additional noise on the map. To solve this problem,
we then apply a depression function to weaken the back-
ground. The function is defined as in (14); the background,
in which there is noise and unnecessary detail on the image
edge map, is suppressed satisfactorily through the depression
formula.

V (x) = x ∗ (2x) , x ≤ 0.5 (14)

C. THE SPECIFIC PROPOSED GABOR
REFINEMENT STRATEGY
To maintain the well-formedness of the edges and to better
optimize the saliency map, a further refined step is per-
formed. To retain robustness in terms of rotation invariance
and preserve the local feature details in the image map,
a two-dimensional Gabor filter [29]–[32] is applied because it
can maintain better local structural information on the spatial
frequency (scale), spatial position and orientation selectivity.
In addition, the Gabor filter is a linear filter for edge detec-
tion in both the frequency and spatial domains, and a two-
dimensional Gabor filter is a product of a sinusoidal plane
wave and a Gaussian kernel function. The filter function is
defined as

g (x, y) =
1

2πδuδv
exp

{
−
1
2

(
u2

δ2u
+
v2

δ2v

)}
cos (ωu) (15)

u = xcosθ + ysinθ; v = xcosθ − ysinθ (16)

where θ is the direction of the filter and δu and δv are
the standard variances of the coordinate axes u and v,
respectively. Here, ω, which defines the Gabor filter’s own
selective characteristics, is the frequency of the sinusoidal
function.

As shown in Fig. 3, we obtain enhanced image saliency
maps using a specific Gabor filter. The refined butterfly edge
map is relatively simple and clear. From the local enlarged
images in the red rectangle, it is easy to distinguish that the
refined map is better in terms of the edge details than the
previous map. The selection parameters of the Gabor filter
are important in practice. Different parameters can produce a
large variation for the same saliency map. In the experiments,
we set the orientation of the Gabor kernel function to be equal
to 8, the frequency that determines the wavelength of the

FIGURE 3. Saliency maps refined with a specific Gabor filter. The images
are from the categories of butterfly and Beijing Temple of Heaven.

FIGURE 4. Examples of sketches produced by different drawers.

FIGURE 5. Examples of contour maps produced by the proposed method.

Gabor to 8, and the standard variance to be equal to 22 ∗ pi
(the initial phase is not considered); this set of parameters
has performed well for most of the saliency maps and is
better at both retaining the edges and improving the overall
appearance of the maps.

In Section III, tasks to highlight the foreground and elim-
inate the dispensable background on the edge maps have
been performed effectively using two mathematical tech-
niques. To further improve the results, the saliency map
is filtered by a proposed specific two-dimensional Gabor
filter. The final saliency map is then obtained. To abstract
the sketch from the saliency map, the Sobel operator is
applied last. The entire process is summarized in algorithm 1.
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FIGURE 6. Comparisons of sketches generated by different algorithms.

In addition, the experimental results described in the fol-
lowing section will prove that our method is impactful for
SBIR; in particular, they are superior in certain specific image
categories.

Algorithm 1 Sketch Generation
Input: A random image x from a category in the database
Step 1: Convert the image into superpixels and represent it
in the form of a graph 3
Step 2: Construct the translation matrix5 and the absorp-
tion probability matrix 8 and then obtain the saliency
map through background inhibition and foreground
highlighting
Step 3: Refine the measures to obtain the saliency map V
Step 4: Apply a specific Gabor filter g to obtain the final
map G
Step 5: Apply the Sobel operator to the final edge map
Output: The generated pseudo-sketch S of the input
image

IV. EXPERIMENTAL EVALUATION
A. EXPERIMENTAL DATASET
In this paper, we evaluate our algorithm on the Flickr15k
dataset. The dataset contains approximately 15,000 images
divided into 33 categories, and iconic classes such as airplane,
duck and horse are all included. The use of this dataset is
challenging because the number of images in each category
varies greatly, from 21 images (horse class) to 1600 images
(Eiffel Tower class) and because the background complexities
of the images are not uniform. Furthermore, the query sets
of the dataset consist of 10 folders, and each folder contains
33 sketches that correspond to the 33 categories mentioned
above, while 10 non-expert sketchers are added to each folder
to provide free-hand sketch queries. The query sketches,
which lack the refinement associated with professional draw-
ing skills, also have large differences. Fig. 4 shows examples
of the query sketches.

In fact, some of the images in Flickr15k have no corre-
sponding ground-truth labels; thus, we refresh the images and
their corresponding ground-truth labels. Finally, we obtain a
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FIGURE 7. PR curve comparisons for the categories of duck and Big Ben.

FIGURE 8. MAP comparisons for all 33 categories processed using different methods.

total number of 14502 images, each of which has a unique
ground-truth label. The experimental environment consists of
a Dell PowerEdge M610 blade server and an Acer notebook
with 6 GB of memory, and all simulations are performed
using MATLAB.

B. RETRIEVAL EXPERIMENTS ON FLICKR15K
Since the method of saliency region detection is adopted
to remove the image background and to produce a better

and concise form of the sketches, we now show the overall
results. Fig. 5 shows selected results. The saliency maps are
encouraging.

The Sobel operator is a discrete first-order differentiable
operator that offers high efficiency for edge detection in
image processing. To obtain an ultimately similar form of
the sketches, the Sobel operator is applied to the saliency
maps. In the experiments, we compare the produced pseudo-
sketches using several baselines, and selected results are
shown in Fig. 6.
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FIGURE 9. Parts of the query sketches and retrieval results from the Flickr15k dataset.

The results reveal that the sketches generated using the
proposed saliency method are better than the other sketches.
This finding establishes the suitability of the proposed
approach.

Using the Canny method, the edges of the original image
emerge on both the object region and the unused background,
as shown in the third column in Fig. 6. In fact, because the
query sketches are produced by non-expert drawers, most
of the sketches are of amateur quality. Thus, the use of the
Canny method for obtaining the edges of the image could be
regarded as ineffective because it yields edges of the entire
image, which may affect the subsequent processing proce-
dure and eventually influence the final retrieval efficiency.
In the fourth column, sketches are generated by applying
the Canny method on the saliency map. The results are not
ideal because a large amount of extra noise is included.
This outcome will have an impact on feature extraction and
similarity matching. The outcomes that arise from the fifth
column are more satisfactory in terms of their appearance,
but non-related component noise, which is undesirable in
applications, still exists. This phenomenon is prominent in
the Westminster Abbey image in the last row of Fig. 6.
In contrast, sketches generated by the improved algorithm in
the last column include the total object region and contain
little noise. The generated sketches are more concise and
well-formed. The following retrieval experiments prove the
method to be useful.

By comparing the average precision (AP) on specific
image categories, the efficiency of the proposed method

is proven. Moreover, the PR curves obtained by different
methods applied to the duck and Big Ben categories are
shown in Fig. 7.

In the duck image category (in which the total number
of images is 454), the maximum AP achieved by directly
using the Canny method is approximately 3.3%, and the
Canny method based on the saliency map can reach a value
of 16.68%. However, with our method, the AP is 22.84%.
In the Big Ben image category (in which the total number of
images is 1267), the Canny method applied with the saliency
approach produces an AP of 17.91% and the Canny method
alone achieves a value of 18.87%, but the AP value of our
proposed technique is as high as 32.7%, which is better
than those of the other methods. Our novel method delivers
superior results relative to the other techniques. To compare
the MAP value of each category by different algorithms in
a clear form, a chart presenting all 33 categories is shown
in Fig. 8.

The experimental performance indicates that for the cat-
egory of duck, Big Ben, and so on, which are indicated by
the black arrows in the sequence, our novel method performs
much better than the other techniques. It is clear that the
value corresponding to the Canny operator is relatively low.
The Canny method based on the saliency measure does not
perform well in certain categories. The novel method can
obtain a higher MAP value for most of the categories, such
as the eighth category (corresponding to 1606 images of the
Eiffel Tower) and the seventeenth category (corresponding to
184 images of the Taj Mahal).

VOLUME 5, 2017 8733



X. Zhang et al.: Photo-to-Sketch Transformation in a Complex Background

In summary, the proposed method can provide a strong
MAP value for most of the categories. For specific image
categories with cluttered backgrounds but high target area
consistency (as in the Big Ben image category), we obtain
superior performance using the new sketch formation tech-
nique. To exhibit the high efficiency of the proposed algo-
rithm for SBIR, we choose several categories in Flickr15k to
display our retrieval results in Fig. 9.

The query sketches are in the black dotted rectangle box,
and the top 5 retrieval image results and the corresponding
generated sketches are in the red rectangles. From left to right,
the sketches are obtained from the categories of duck, starfish,
Sydney Opera House, Taj Mahal and Eiffel Tower.

From Fig. 9, the retrieved images together with the gen-
erated sketches exhibit high semantic correspondence with
the related retrieval sketch. There could exist inaccurate
retrieval results in other categories; mistaken images might
be retrieved due to the produced sketch having a similar form
to the query sketch. In the step of feature matching, these
images will be arranged in front and subsequently retrieved.
Although inaccurate results could occur, most of the retrieval
results are closely related to the query sketch in our work.

V. CONCLUSIONS
Sketch generation from natural images is an essential part of
SBIR. In this paper, we employ a saliency detection method
to generate clean and concise sketches from photo images.
This method, which is based on the content of the improved
absorbingMarkov chain, is applied for SBIR for the first time.
The results show that the novel method can produce a concise
and clean pseudo-sketch from a single image. In addition, this
technique obtains betterMAP retrieval results and shows high
efficiency for SBIR.
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