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ABSTRACT There have been a lot of studies on the text input system using the image-based hand
gesture recognition. However, hand gesture languages such as sign languages, finger alphabets, and aerial
handwriting treated in the previous works have some problems to be commonly used. The aerial handwriting
requires much time for writing and recognition. The sign languages and finger alphabets demand quite a
knowledge and practice for using it, which results in restricting the number of their users. As a solution to
the problems, this paper proposes a new character input system based on hand tapping gestures for Japanese
hiragana and English characters that can be used to facilitate human—computer interaction. The hand tapping
gestures are motions for tapping keys on aerial virtual keypads by hands, which can be effectively used as
a hand alphabet by anyone, including hearing impaired individuals. For hiragana characters, the hand used
for tapping a key and the number of stretched fingers of the hand decide the consonant part of characters,
and thereby the aerial virtual keypad. The character to be entered is determined by tapping the key on the
virtual keypad corresponding to the desired vowel. Because we adopt a key layout similar to the Japanese and
English flick keyboard of smart phones, our hand tapping gestures can be easily used by anyone with only
a brief description. The users can effectively interact with computers by using our non-touch input system
where only the Kinect sensor is used without any keyboard, mouse or body-worn device. We expect that our

character input system will open a new channel for human-computer interaction.

INDEX TERMS Non-touch character input, hand gesture, fingertip detection, Kinect sensor.

I. INTRODUCTION

There have been a lot of studies on the text input system
using the image-based hand gesture recognition. Some stud-
ies aim at non-touch input methods of computer systems and
other ones focus on support for the deaf and hard of hearing
people. The non-touch image-based input methods do not
require keyboards, mouse devices, and body-worn devices,
e.g., cyber-gloves but image capture devices such as cameras.
The methods can be commonly applied because most of
mobile devices have an equipped camera. And they satisfy
requirements for hygiene and cleanliness. Although voice
recognition supports non-touch input, it has some drawbacks
such as being vulnerable to ambient noise, privacy problems
related to being overheard, and problems of mispronunciation
and a speech disorder of users.

Generally hearing-impaired people use sign languages and
finger alphabets. Each sign language has its own finger alpha-
bet to express things such as proper nouns, objects that users
do not know the signs for, and new concepts that there are no

signs for. According to statistics presented by the Ministry
of Health, Labour and Welfare [1], the number of people
with hearing and speech disabilities was reduced from about
36 million in 2006 to about 32 million in 2011 in Japan.
However, in light of previous data, we consider that such trend
is unlikely to last. Against this backdrop, the Tottori, Gunma
and Kanagawa Prefectures made a sign language and finger
alphabet language in 2015. Moreover, the Prefectures enacted
an ordinance to support active communication with hearing-
impaired people. However, it is not easy to learn the sign
language and finger alphabet. In particular, the users have
difficulty in expressing proper nouns with the finger alphabet.
We have investigated the previous research on the methods
for the image-based hand gesture recognition. The results
are summarized in Table 1. We have found the following
problems in them.
1. No little knowledge on hand gesture mapping is
required for users of sign languages and finger
alphabets. In the case of Japanese, 46 characters of
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TABLE 1. Results of the previous research experiments.

Reference Gesture Camera Matching Character Recognition rate
. Involve motion (approx. 76%)
[2] ;lﬁfgz " Kinect ;zrtrglli:;te (ggpil(l)?*i) Not involve motion(approx. 69%)
P & Sum total (approx. 73%)
Finger Depth and image camera of Template Japanese o
(3] alphabet infrared ToF matching (75 words) Sum total (approx. 85%)
Finger Template Japanese o
[4] alphabet Depth camera matching (41words) Sum total (approx. 91%)
. . Hidden Markov  Sign language word o
[5] Sign language Magnetism sensor Model (HMM) (81 words) 50.27%
6] Sion laneuage RGB camera, Time-of-Flight Template Sign language word RGB camera (58.7%)
£ fanguag camera (ToF camera) matching (12 type) ToF camera (91.3%)
. . Hidden Markov Sign language o
[7] Sign language Kinect Model (HMM) sentence Approx. 86%
.. Template Numeral character o
[8] Handwriting RGB camera matching (10: 0 to 9) 91.9%
[9] Handwriting Wearable video camera DP matching Alphanumeric 75.5%
character (36 words) :
.. . . Japanese o
[10] Handwriting  Pen installed on RGB camera DP matching (46 words) 87.2%
Numerical,
[11] Handwriting Kinect DP matching Alphabetical 95.0% and 98.9%, respectively
characters

hiragana have to be included in the fingertip alpha-
bet: five characters can be mapped to simple finger
movements, whereas the other 41 ones cannot. More-
over, if the users want to express some special char-
acters such as the voiced sound mark (” : voiced
dot), the semi-voiced sound mark (°: semi-voiced dot),
the long sound (-), and small characters (ya, yu, yo,
wa, a, i, u, e, and o) noticing contracted sounds and the
double consonant (tu), they have to memorize how to
express them with their hands.

2. A substantial practice is needed for users to be adapted
to the hand gesture communication. This restricts hand
gesture languages and finger alphabets from being
commonly used not only in communication among
people including hearing-impaired people but also
in human-computer interaction. Some research has
included the practice of the sign language and finger
alphabet [4], [12], [13]. However, it takes a long time
for beginners to be familiar with the language and
alphabet.

3. The methods of character handwriting in the air require
a considerable time for character handwriting and
hand gesture recognition. Some systems have problems
related to the writing speed of the user and process-
ing time for recognizing characters handwritten in the
air [8]-[11].
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As a solution to these problems, this paper proposes a new
character input system based on hand tapping gestures for
Japanese hiragana and English characters that can be used to
facilitate human-computer interaction. The hand tapping ges-
tures are motions for tapping a key on aerial virtual keypads
by hands, which can be effectively used as a hand alphabet
by anyone including hearing impaired individuals. The hand
alphabet is an alphabet whose letters are represented by the
hands. The key point of the hand tapping gestures is to tap
an aerial virtual key by a hand with some fingers stretched.
We call the hand used to tap the key P(rimary)-hand and the
other hand S(econdary)-hand. If the user raises P-hand around
his/her shoulder, an aerial virtual keypad associated with the
number of stretched fingers of P-hand is conceptually spread
in front of him/her by the system. When the user taps a key
on the keypad by P-hand, the system recognizes the input
character according to the tap position. The layout of each
virtual keypad is similar to a flick keyboard of smart phones.
The system supports character input for character sets such
as Japanese hiragana and the English alphabet.

The flick keyboard has been adopted primarily in touch
screens of smart phones. Households that own at least one
smart phone now stand at more than 60% in the world; there-
fore, this input method is ubiquitous in the world. In addi-
tion, [14] reports that the proportion of smart phone users
will increase. The number of keys of a flick keyboard is much
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FIGURE 1. Kinect Sensor.

FIGURE 2. Skeleton recognition by Kinect.

smaller than that of a traditional keyboard because each key
of a flick keyboard has a popup keypad spread when the key is
touched. So it is possible to increase the size of each key in the
keyboard and to reduce touches to incorrect keys. In addition,
it is easy for users to adapt to the character input system
without a substantial knowledge and practice if the keys
are well grouped into keypads according to relations among
the corresponding characters. In our system, the character
group is decided by the hand used in tapping and the number
of stretched fingers of the hand and the target character is
selected from the group by the tap position.

Our system enables users to input characters in the air
without touching any keyboard/mouse and wearing any
body-worn computer. This allows users to effectively
input characters without onerousness to avoid causing
hygiene or cleanliness problems. We use a Kinect sensor
for non-touch character input. The Kinect for Windows is a
controller for the home video game machine Xbox 360 from
the Microsoft Corporation. ‘“‘Kinect for Windows SDK” was
released for a development tool. Fig. 1 shows the Kinect for
Windows v1 used in our experiments. The most distinctive
part of the Kinect is that it can measure the movements of the
skeleton in real time by estimating and detecting each part
of the human body. Fig. 2 shows a skeleton recognized by
the Kinect.

In the proposed character input system, the combinations
of the number of stretched fingers of P-hand, the tap posi-
tion of P-hand and the position of S-hand are mapped to
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FIGURE 3. Overall system of character input.

characters. This character input method has not hitherto been
studied. The Kinect provides the information on the real time
movement of the human body’s skeleton, from which our
system detects the number of stretched fingers of P-hand and
the positions of both hands when the user taps a virtual key
in the air.

Fig. 3 shows an overview of our system. As input data, the
Kinect provides the system with user image obtained from
the RGB camera of the Kinect, distance from the Kinect
to the user, and skeleton data, i.e., the joint positions of
the user. From the data, the system extracts the region of
the user’s P-hand raised around his/her shoulder and detects
stretched fingers of P-hand. After the keypad associated with
the number of stretched fingers of P-hand is virtually spread
in the air, the key at the position where the hand tapping
occurs determines the input character.

The remainder of this paper is organized as follows.
Section II describes the motivation and approach of our
research. Section III describes how to detect stretched fingers
in detail and Section IV explains how characters are entered
with the aerial virtual keypads. The experimental results are
presented in Section V. After evaluating and discussing the
results in Section VI, we conclude in Section VII.

Il. MOTIVATION AND APPROACH
Non-touch character input systems increase the possibility
of human-computer interaction. Especially, they help users
to interact with computers in the situations where they have
difficulty in touching input devices. The users can input some
characters by using those systems even when their hands
are wet or dirty and when they have to manage their hands
in a sanitary way. There are various studies on the non-
touch text input method, which mostly are based on the voice
recognition, the hand gesture recognition, and wearable input
devices.

The finger alphabet that is generally a part of sign lan-
guages used in the deaf and hearing-impaired community is
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widely used as a hand gesture based character input method.
However, it is not in broad use because it is difficult to
learn and practice. If there is a simple hand gesture based
character expression method, as an alternative of such finger
alphabets, that is easy to learn and practice, more people
can use it as an effective non-touch character input method
for computing devices. Moreover, it can be used as a simple
means of communications between hearing-impaired persons
and others. The purpose of this research is to develop such a
method.

There are two main goals that we have considered in
developing the method. One is the simplicity of the hand
gestures and the other is the accuracy and the efficiency of the
hand gesture recognition. For simplicity, we have thought out
the hand tapping gesture for the keys on an aerial conceptual
keyboard instead of mapping a unique hand posture to each
character. The keyboard has the layout similar to that of the
flick keyboard with pop-up keypads that is familiar to most of
Japanese smart phone users. We have focused primarily the
hand tapping gestures for Japanese hiragana characters. Each
hiragana character can be fundamentally determined with one
consonant and one vowel. We have devised the hand tapping
gestures in which the consonant factor of hiragana character
is determined by the combination of the hand used for the key
tapping and the number of stretched fingers of that hand and
the vowel factor by the hand tapping position. Japanese users
can easily learn our hand tapping gesture based hand alphabet
and express hiragana characters with it.

For accuracy and efficiency, we have decided to use the
capabilities of the Kinect sensor for recognizing our hand
alphabet. Our system should perform the following tasks to
recognize the hand tapping gestures.

1. The system must catch the movement direction or the
current location of hands in real time to know which
key is tapped or which function is requested.

2. The system has to filter out the pixels of overlapping
objects behind the hand to find the correct outline of
the hand.

3. The system should detect and count all the stretched
fingers of the hand used for tapping a key.

The Kinect provides the locations of the joints representing
body parts such as hands, shoulders, and head through skele-
tal tracking in real time. In addition, the system can get the
depth values of the pixels from the Kinect. The data obtained
from the Kinect enables the system to perform the above tasks
more accurately and efficiently.

Ill. FINGERTIP DETECTION

A. HAND AREA DETECTION

The Kinect recognizes a user at 0.8m ~ 4.0m distance. Our
system obtains the skeleton data and images of the user in
real time from the Kinect. In the skeleton data, there are
coordinates of 20 joint positions of the user’s body shown
in Fig. 2. The system uses the coordinates of head, both
shoulders, and both hands among them, which respectively
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correspond to the position 3, 4, 8, 7, and 11 in Fig. 2.
The skeleton data is sufficient to know the position of both
hands relative to the head and both shoulders of the user.
However the system cannot obtain the number of stretched
fingers of P-hand directly from the data. Since we needed to
count stretched fingers of P-hand, we developed a method
that recognizes effectively how many fingers are stretched
by detecting fingertips from the user image provided by the
Kinect. This is reasonable because each stretched finger has
a distinguishable contour line from which fingertip can be
easily detected.

1] LeftHand SHEEES

_— I
T =] RightHand | = & | =

FIGURE 4. Mask images of hand areas of both hands.

To reduce the cost of fingertip detection, it needs to reduce
the actual detection area in the real time image of user. It is
the reason why we detect fingertips only in the region called
hand area. The hand area of P-hand is a small region of the
user image where all the fingertips of P-hand can be found.
When locating the hand area, our system preliminarily form
a square on the xy-plane centered at the three dimensional
coordinates of the center position of P-hand. With referring
to [19], we set the length of the square’s side to 36¢cm, because
the average size of Japanese hands is less than 20cm. The
system then extracts only pixels whose xy-coordinates are in
the square region. Finally, the system detects the hand area by
filtering out the pixels whose z-coordinate is more than 10cm
far from the z-coordinate of the center position of P-hand,
which prevents the false detection of background things such
as the face and the chest of the user. Mask images of hand
areas of the right and left hands are shown in Fig. 4.

B. FINGERTIP DETECTION ALGORITHM

Since a fingertip corresponds to a characteristic steep cur-
vature in the contour line of the finger, we can detect the
fingertips of P-hand by discriminating such changes in the
curvature of the contour line of P-hand [20]. The steps to
detect fingertips from the mask image of P-hand area are as
follows:

1. Detect the outline of P-hand. To do that, the system uses
the function FindContours of OpenCV that features
the Suzuki85 algorithm. The function can extract the
contours from a binary image [15]. When the mask
image of the hand area in Fig. 5 (a) is given, the detected
outline of the hand is illustrated in Fig. 5 (b). The point
in the hand palm is the center of the hand.
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FIGURE 5. A process of fingertip detection.

2. Find all fingertip candidates. The fingertip candidate is
the farthest point from the center of the hand among
the points on each ‘long enough’ convex part of the
outline of P-hand. For the purpose, we calculate the
distance from each point on the outline to the centre of
P-hand and compare it with the distances of the closest
consecutive 40 points on the outline. The point whose
distance is greater than those of the 40 points is selected
as a fingertip candidate. For the outline of the hand
in Fig. 5 (b), the fingertip candidates to be found are
shown in Fig. 5 (c)

3. Select real fingertips from the fingertip candidates.
It can be done by filtering out the points near the
wrist from the fingertip candidates. The fingertips to
be finally selected are shown in Fig. 5 (f).

If the distance of each point on the outline is compared only
with those of its too close and too few points, the farthest
point among the points on a too-small convex part can be
chosen as a fingertip candidate. To prevent such points from
being selected, we compare the distance of a point with the
distances of all the consecutive points whose two end points
are sufficiently far from each other. The number of the points
that are compared is determined through the experimental
analysis. Moreover, for noise removal, we added the proviso
that the positions of the fingertips are not so far from or close
to the center of P-hand.

In spite of the above efforts, the incorrect points around
the wrist can be detected as the fingertip candidates as shown
in Fig. 5 (c). We remove the incorrect points according to the
following steps. First, we set a quasi wrist point based on the
coordinates of the center of the hand as shown Fig. 5 (d).
Then, we find the mid-point Z between the quasi wrist and
the center of P-hand. We draw a straight line passing Z that
is perpendicular to the line from the quasi wrist to the center
of P-hand as shown in Fig. 5 (e). Finally, our system selects
the points in the opposite side of the quasi wrist as the
real fingertips of P-hand. The finally detected fingertips are
shown in Fig. 5 (f). Fig. 6 shows the detected fingertips in a
real time image.
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FIGURE 7. The flick keyboards of smart phones (a) Japanese (b) English.

IV. CHARACTER INPUT SYSTEM

A. FLICK INPUT ON TOUCH SCREEN

Smart phones and Tablet PCs have a mounted touch screen as
an input device. Software keyboards are used to input char-
acters on the touch screens. Many character input systems
of smart phones and Tablet PCs draw software keyboards
with the shape of a physical keyboard of PCs or feature
phones on the touch screen. The user enters characters by
manipulating the virtual keys that are drawn on the touch
screen. Since the flick keyboards as software keyboards have
a small number of keys, their key arrangement are similar
to the numerical keypad that has been mounted on feature
phones. If we enter a hiragana character in the flick keyboard
as shown in Fig. 7 (a), the consonant is selected by the
tap position and the vowel by the flick direction. The flick
keyboard is widely used, because it reduces the possibility
to tap on an incorrect key even though there are a lot of
characters in the character set to be entered. Fig. 7 shows
typical examples of the flick keyboard layouts for Japanese
and English on smart phones.

B. VIRTUAL KEYPAD INPUT IN THE AIR
Our system provides the user with aerial virtual keypads
similar to popup keypads of flick keyboards for Japanese
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and English. Conceptually, the keypad is placed at the clear
space in front of the user as shown in Fig. 8. The user can
manipulate the virtual keypads in the air with his/her hands
and fingers. The system supports character input in the air
using the user’s real time skeleton data obtained from the
Kinect. Among the skeleton data, the system mainly uses the
coordinates of five joint positions, viz. head, both shoulders,
and both hands. The system calculates the distances among
the five positions and sets a proper size and position of each
key of virtual keypads based on the distances.

FIGURE 8. An aerial virtual keypad for character input.

When the user wants to use a virtual keypad, he/she has to
raise P-hand around his/her same side shoulder with some fin-
gers stretched. And then the system places a virtual keypad at
the calculated position for character input as shown in Fig. 8.
The virtual keypad spread in the air is determined according
to the number of stretched fingers of P-hand. Fig. 9 shows the
characters at the center of virtual Keypads spread according
to the number of P-hand’s stretched fingers.

The consonant factor of the hiragana character to be
entered is determined by which hand is being used as
P-hand and the number of the stretched fingers of P-hand.
After the virtual keypad for the decided consonant factor is
spread, the user can select a vowel factor for the hiragana
character by positioning P-hand on a virtual key and enter
the corresponding character by tapping the key with P-hand.

V. EXPERIMENTS

A. EXPERIMENTAL ENVIRONMENT

As shown in Fig. 10, the position of the Kinect was arranged
at the height of the user’s P-hand to perform more precise
fingertip detection when the user protruded P-hand to input
characters. The pattern of infrared that is illuminated by the
infrared projector of the Kinect is distorted by the object and
spreads wider with distance. The Kinect detects the object
from the statistical analysis of the infrared pattern. However
the Kinect cannot detect small parts such as fingertips if
the distance is too far. Therefore, we made the examinee
keep his/her P-hand 1.0-2.0m far from the Kinect in the
experiments.
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FIGURE 9. The characters at the center of virtual keypads spread
according to the number of P-hand’s stretched fingers.
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FIGURE 10. The position of the Kinect.

TABLE 2. Hand gesture mapping for characters.

Character Hand Gesture
Cilv?:l? i;eers Tap an aerial virtual key with P-hand
iced sound in the state of raising S-hand closely
vo C:;msiu to S-hand side shoulder
Japanese Ch?trl? (;ltleers Tap an aerial virtual key with P-hand
sevl::' oiced in the state of raising S-hand far
sour: dvlriark sideways from S-hand side shoulder

Tap an aerial virtual key with P-hand
in the state of raising S-hand closely
to the head
Tap an aerial virtual key with P-hand
Tap an aerial virtual key with P-hand
in the state of raising S-hand closely
to S-hand side shoulder

Small letters

Small letters

English
Alphabet Capital

letters

Our system uses the virtual keypads similar to popup key-
pads shown in Fig. 7 for hiragana and the English alphabet.
Table 2 shows how the user inputs hiragana characters with
the voiced sound mark or the semi-voiced sound mark and
how the user input small version characters of hiragana. It also
describes how small and capital letters of the English alphabet
can be entered. Table 3 shows hand gesture mappings for a
few function. The user can delete the entered characters by
moving the right hand from right to left. A space character
can be provided as an input by moving the left hand from left
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TABLE 3. Hand gesture mapping for functions.

Function Hand Gesture
Delete Move the right hand from right to left
Space Move the left hand from left to right

Character set switch Cross both hands in front of chest

FIGURE 11. Simulation of text input with aerial virtual keypads.

TABLE 4. Character recognition accuracies when using right hand
as P-hand.

Virtual key The number of stretched fingers

e Average

position 1 2 3 4 5
Center 100% 98.3% 983% 91.7% 95.0%  96.7%
Left 100% 98.3% 96.7% 93.3% 93.3%  96.3%
Top 100% 100% 95.0% 81.7% 93.3%  94.0%
Right 100% 93.3% 86.7% 90.0% 83.3%  90.7%
Bottom 100% 90.0% 90.0% 98.3% 90.0%  93.7%
Average 100% 96.0% 93.4% 91.0% 91.0% 94.3%

to right. The user can change the character set by crossing
both hands. Fig. 11 shows a situation where a user provides
our system with the input text “Welcome to JAPAN” using
the aerial virtual keypads for the English alphabet.

B. EXPERIMENTAL RESULTS

We performed the experiments to measure the accuracies of
detecting stretched fingers of P-hand and recognizing char-
acters entered with the aerial virtual keypads. The examinees
entered all the hiragana characters with changing P-hand,
the number of the stretched fingers, and tap position. The
examinees entered each character repeatedly once per second
for one minute.

Table 4 and Table 5 show the results measured while
each examinee used his/her right and left hand as P-hand
respectively.

Fig. 12 shows the accuracies in the rows labeled ‘Cen-
ter’ of Table 4 and Table 5. Those are corresponding to
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FIGURE 12. Fingertip detection accuracies of right and left hand.
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FIGURE 13. Character recognition accuracies according to the number of
stretched fingers.

TABLE 5. Character recognition accuracies when using left hand
as P-hand.

Virtual key The number of stretched fingers

position 1 2 3 4 Average
Center 100% 98.3% 983% 91.7% 93.3%  96.3%
Left 100% 95% 91.7% 883% 86.7%  92.3%
Top 100% 96.7% 98.3% 100% 85.0%  96.0%
Right 100% 100% 98.3% 80.0% 85.0%  92.7%
Bottom 100% 98.3% 96.7% 85.0% 91.7%  94.3%
Average 100% 97.7% 96.7% 89.0% 88.3%  94.3%

fingertip detection accuracies since they were measured when
the examinees tapped the virtual keys in the center of the
aerial virtual keypads. The tap position is a location where
the palm of P-hand naturally faces the Kinect when the
examinee raises his/her P-hand. Fig. 13 shows the measured
results from the viewpoint of the number of stretched fingers.
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TABLE 6. Accuracy comparison with other related works.

Reference Functions Recognition . Accuracy
accuracy in our research
[16] [17] Fingertip 1 finger (99.2%) 1 finger (100%)
Detection 2 fingers (97.5%) 2 fingers (98.3%)
Fingertip
(18] detection / Character input Character input
Character 66% 94.3%
input
98% A
ORight hand N Left hand
96% (]
94% - —
> —
e
=1
9
& 92% A
90% -
88% T T . .
Center Left Top Right Bottom
Tap position

FIGURE 14. Character recognition accuracies according to tap positions.

Fig. 14 shows the same results from the viewpoint of the tap
position for the aerial virtual keypads.

VI. DISCUSSIONS
The rows ‘Center’ of Table 4 and Table 5 show that the aver-
age detection accuracy of stretched fingers of the right hand
is 96.7%:; that of the left hand is 96.3% when the examinees
easily raise their P-hands so that the palm of P-hand faces the
Kinect. From the results shown in the tables, we can find out
that the overall average of character recognition accuracies
for both hands is 94.3%. Those are meaningful improvements
in the accuracy of fingertip detection and character recogni-
tion when compared with other works shown in Table 6.
The detection accuracy becomes lower as the number of
fingers increases as shown in Fig. 13. The lowest detection
accuracies when using the right and left hand as P-hand are
91.0% and 88.3% respectively. Moreover, the accuracy is
lowest when the tap position is far from the body of the user
as shown in Fig. 14. When using the right hand as P-hand,
the tap position where the detection accuracy is worst, i.e.,
90.7%, is the right key of the virtual keypad spread at the
right side of the human body. For the left hand, the lowest
accuracy 92.3% is found in the case of tapping the left key of
the virtual keypads spread at the left side of the human body.
False detections are mainly from the following two causes.
The first cause is that when the number of the stretched
fingers increase, each space between the stretched fingers
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FIGURE 15. The effect of the space between stretched fingers to fingertip
detection (a) wide inter-finger space (b) narrow inter-finger space.

becomes narrow and two or more fingers may agglomerate
together to form a larger finger in the mask image. We detect
the fingertips by finding the farthest point from the center
of the hand among the points on each ‘long enough’ convex
part of the outline of P-hand with some fingers stretched.
However, the Kinect cannot provide the precise outline so that
the system can clearly distinguish between stretched fingers
close to each other. Fig. 15 shows the two mask images when
the spaces between stretched fingers are wide and narrow
respectively. We can see a mask image where two close
fingers are merged together in Fig. 15 (b).

The second cause is that when the palm of P-hand does
not face the Kinect frontally, the system may recognize the
overlapped two or more fingers as one finger and a long finger
as a short finger, which results in miscounting the number of
stretched fingers. Such situations are occasionally occurred
at hand tapping because a tapping motion involves quite a
change in the angle of P-hand. Fig. 16 (b) illustrates a missing
finger in counting due to the cause.

There are solutions to the above problems such as changing
the Kinect from v1 to v2, using the Multi-Kinect, and detect-
ing fingertips from an image captured just before or after
key tapping. Because the Kinect v2 has better performance in
resolution and distance than the Kinect v1, the possibility of
finger miscounting caused by agglomerating close stretched
fingers will be reduced by using the Kinect v2. Since the
Multi-Kinect provides images of fingers from different view-
points, we will be able to reduce the possibility of finger
miscounting caused by finger overlapping with them. When
using the image captured just before or after key tapping,
we can reduce the number of false detection occurred from
the second cause stated before.
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FIGURE 16. The effect of direction of the palm of the hand to fingertip
detection (a) the palm of the hand facing frontally to the Kinect
(b) the palm facing another direction.

The proposed input system solves the following problems
described in Section 1.

1. No little knowledge on hand gesture mapping is
required for users of sign languages and finger
alphabets.

2. A substantial practice is needed for users to be adapted
to the hand gesture communication.

3. The methods of character handwriting in the air require
a considerable time for character handwriting and hand
gesture recognition.

For problem 1 and problem 2, our system is easy to learn
and practice because it is based on simple hand gestures
for tapping keys on aerial virtual keypads similar to popup
keypads of the Japanese and English flick keyboard. The
users only need to memorize the layout of the aerial virtual
keypads associated with the order of English characters and
the order of consonants and vowels of hiragana characters
and to practice hand tapping gestures for entering the desired
character. For problem 3, the users can save time in aerial
handwriting since our system enables them to efficiently
input each character with a simple hand tapping gesture by
recognizing which key is entered from the Kinect data.

VIl. CONCLUSIONS

This paper proposes a new character input system based on
hand tapping gestures for Japanese hiragana characters that
can be used to facilitate human-computer interaction. The
hand tapping gestures are motions for tapping a key on aerial
virtual keypads by hands. Each aerial keypad consists of
hiragana character keys with the same consonant. The user
can use a virtual keypad for character input by raising a
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hand with some stretched fingers around his/her shoulder.
The virtual keypad to be used is decided by which hand the
user raises for tapping a key and how many fingers of the
hand are stretched. The user can enter the target character by
tapping the key on the virtual keypad corresponding to the
desired vowel.

Our input system enables the user to input characters
without touches on any device by recognizing the posture
and movement of his/her hands from the real-time images
provided by the Kinect. The system knows the number of
stretched fingers of the raised hand by detecting its fin-
gertips from the image and counting them. The fingertip
detection accuracies for the right and left hand were 97.0%
and 96.3% respectively. The average recognition accuracy
of finger alphabet was 94.3%. The proposed finger alphabet
and character input system solve the problems such as quite
a required knowledge and practice, long time for character
input, and practicality of the system. We will do additional
research on the method to solve problems occurred from
close or overlapped fingers.
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