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ABSTRACT Cloud computing systems require massive storage infrastructures, which have significant
implications on power bills, carbon emissions, and the logistics of data centers. Various proprietary ‘‘cold
storage’’ services, based on spun-down disks or tapes, offer reduced tariffs but also lead to extended times to
first access. One way to improve cold-storage systems is to build them on a file system that allows for the I/O
patterns of storage devices. We have developed a cold-storage test-bed for mobile messenger services, which
takes into account the power consumption of each hard disk in the system.We analyzed a trace of I/O requests
from a messenger service and found that they had a strongly skewed Zipfian distribution and that most of the
stored data is cold. Current cloud benchmarking tools cannot reproduce this pattern of I/O. Therefore, we
have developed a tool for benchmarking cold-storage systems that emulates this type of long-tail distribution
and can contribute to reducing the power consumption of mobile messenger services.

INDEX TERMS Cold storage, large-scale storage systems, energy-efficiency, statistical analysis,
benchmark.

I. INTRODUCTION
Mobile messenger services are widely considered to be the
future of social networking. They facilitate real-time personal
conversations, and offer a rich environment formedia sharing,
entertainment, and even commerce. Recent mobile messen-
ger services are superior to traditional messenger services that
allow little more than the exchange of typed text, but require
complicated infrastructures that use a significant amount of
computing power. The increase in the power requirements of
these services is unsustainable.

Data centers with massive storage infrastructures for the
provision of mobile messenger services use more than
150 million kilowatt hours of energy (equivalent to the power
consumption of approximately 13,000 homes); their power
consumption is expected to double every year [1], [2]. Large-
scale storage systems can consume 25% of the total power
used by data centers. The power consumed by most stor-
age servers is independent of the amount of computing that

they carry out. These considerations motivate researchers
to improve the energy efficiency of large-scale storage
systems.

Certain service providers with massive data centers have
attempted to redesign their storage facilities as cold storage
systems. Such storage systems reduce power consumption,
but cannot immediately access the stored data as near-line
systems. Although near-line storage provides total cost of
ownership (TCO) benefits, it is only suitable in massive
data centers. Service providers who do not have massive
data centers would prefer a serviceable cold storage. This
would provide the benefits of cold storage while ensuring that
the stored data are immediately available. In a serviceable
cold storage system, it is important to be power-proportional,
meaning that the power consumption should be in step with
data-intensive services. To this end, we must clarify the I/O
patterns of storage systems that support data-intensive ser-
vices, and design an accurate and fair benchmark.
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The explosive growth of mobile devices such as smart
phones and tablets has resulted in a change in the I/O pat-
terns of large-scale storage systems for modern messenger
services. Therefore, a thorough analysis of the I/O scenario
of current messenger services is needed. We investigated the
I/O patterns of image storage servers for the LINE mobile
messenger service, run by the LINE Corporation. LINE
announced that they had more than 217 million monthly
active users worldwide in 2016 [3]. We traced the real I/O
requests from the LINE storage servers for seven days. There
were billions of logs in the trace data, and we believe that
these are sufficient to simulate large-scale storage systems
for a messenger service. We conducted various experiments
to understand the I/O requests performed in the LINE mobile
messenger service [4], [5]. In the experiments, it was found
that there was a vast difference between the I/O requests
generated by modern messenger services and those generated
by other mobile services. The modern messenger service has
a strongly skewed Zipfian distribution, and its data confiden-
tiality requirements mean that a cold storage is ideally suited
to managing the I/O request distribution.

Originally, we planned to improve serviceable cold storage
systems, which are built on a file system that allows for the
I/O requests of data-intensive services. However, research on
large-scale storage systems is hampered by their cost [6].
Thus, we developed a large-scale storage testbed based on the
Open Compute Project (OCP) Cold Storage [7]. This testbed
is equipped with power monitors to measure the power
consumption of each hard disk, and utilizes spin-down
technology to reduce the power consumption. Additionally,
current cloud benchmarking tools cannot reproduce the afore-
mentioned I/O patterns [8]. We present a benchmark frame-
work for large-scale object storage systems that facilitates
comparisons of the latency and throughput performance of
storage systems. A key design goal is sufficient extensibility
so that the framework can accommodate commercial work-
loads. Hence, we extended the Yahoo! Cloud Serving Bench-
mark (YCSB) framework to interact with a Ceph cluster.

Finally, we implemented the specified workload by
imitating the modern messenger service, and used a strongly
skewed latest generator (SSLG) to simulate image storage
servers. The workload and SSLGwere executed on the devel-
oped testbed, and the results of read and insert operations
were recorded. The contributions of this study are freely
available in the vein of open-source projects.1 We expect
these projects to form guidelines for developing serviceable
cold storage and reducing power consumption in mobile mes-
senger systems.

The remainder of this paper is organized as follows.
In Section II, we introduce the background of this study
in terms of OCP Cold Storage, the spin-down technique,
and related work. We evaluate the I/O request features of

1https://github.com/jaemyoun/IoDM and
https://github.com/jaemyoun/YCSB/tree/
dev-zipfian-strong-latest

the mobile messenger service in Section III. In Section IV,
we describe the spin-down technology and present a power
monitor for hard disks. We discuss the implementation of
the benchmark framework to compare large-scale storage
systems in Section V. Finally, we summarize our findings and
conclude this paper in Section VI.

II. BACKGROUND
A. COLD STORAGE
The OCP [9] was founded with the objective of replicating
the concepts underlying open source software to create an
open hardware movement through which commodity sys-
tems could be built for hyper-scale data centers. The OCP
aims to share more efficient server and data center designs
with the general information technology industry; conse-
quently, it has published specifications for various storage
servers. In addition, the OCP has proposed Cold Storage,
a revised version of an OCP storage server, to satisfy the
storage requirements of cold data. Cold Storage is designed
to improve the energy efficiency of data centers by exploiting
the spin-down technique [10]. It consists of 30 hard disks in
two trays. A rack contains 16 Cold Storage units; thus, one
rack contains 480 hard disks. Only one of the 15 hard disks
in a Cold Storage tray can spin up at any given time; the others
spin down to conserve power. Because only two hard disks are
in operation at any given time, less power is required because
most of the hard disks are spun down.

Although the spin-down technique can significantly reduce
the power consumption of data centers, hard disks can only
spin down a certain number of times. Thus, a suitable I/O
scheduling methodology is required. Furthermore, patholog-
ical workloads can completely negate the power-saving ben-
efits of the spin-down technique, causing disks to exceed
their duty cycle rating and significantly increasing the aggre-
gate spin-up latency [11]. Although the OCP has published
hardware specifications for Cold Storage, its file system spec-
ifications have not yet been published. Other open source
tiered file systems remain elusive, because file systems are
commercially valuable. Thus, established policies for file sys-
tems that consider the overheads of the spin-down technique
are expected to play an increasingly important role in the
future.

B. SPIN-DOWN TECHNIQUE
The spin-down technique, which sets a hard disk into
low-power mode while it is idle, is used to reduce power
consumption. In low-power modes such as standby, the spin-
dle motor does not spin and the hard disk head is parked;
thus, the power consumption is reduced. Researchers have
proposed several spin-down algorithms that can efficiently
reduce hard disk power consumption [11]–[14]. Typically,
these algorithms are time-out driven, i.e., a hard disk spins
down if a time-out occurs before a request is received.

The spin-down technique in the Power Management fea-
ture of Advanced Technology Attachment (ATA)/ATA Packet
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Interface (ATAPI) Command Set 2 (ACS-2) [15] allows a
hard disk to save energy by changing the hard disk state
from active to idle, standby, or sleep. In the idle state, the
operations that can be performed are restricted. However, in
the idle state, the spindle motor of the hard disk continues
to spin, and the disk head remains on the platters. Conse-
quently, only a small amount of hard disk power is conserved.
In the standby state, the spindle motor of the hard disk is
spun down and the disk head is parked. Because the spindle
motor is not in operation, the hard disk is not able to access
data. Naturally, only a few operations can be performed, but
the power consumption is reduced significantly. Hard disks
typically consume 5–10 timesmore energy while in the active
state than in the standby state [16]. The sleep state is similar
to the standby state, but only allows a reset operation to be
performed, i.e., hard or soft reset. Thus, in theory, the sleep
state consumes the least amount of power.

Recently, the idle state was combined with the active state
to create the Advanced PowerManagement feature [17]. This
feature allows the hard disk to change its state to either active
or idle automatically. To enter the standby and sleep states,
a special command must be input manually or a time-out
must be configured [15]. The hard disk returns from the
standby or sleep state to the active state when read or write
operations occur. The actual design and implementation of
power management features are at the discretion of the hard
disk manufacturers.

ACS-2 has been revised to include an Extended Power
Conditions (EPC) feature to standardize fine-grained power
management controls [18]. The EPC feature set provides
a hard disk with additional methods to control the power
condition of a hard disk. These methods define some power
conditions within the power management feature set—
idle_a, idle_b, idle_c, standby_y, and standby_z—in order
of decreasing power requirements. Additionally, the hard
disk can translate a power condition immediately, and any
of the power condition timers can be initialized so that the
device waits for a period of inactivity before transitioning to
a specified power condition.

C. RELATED WORK
Albrecht et al. [19] conducted an experiment involving
thousands of Google users, applications, and services such
as content indexing, advertisement serving, Gmail, video
processing, and MapReduce jobs owned by individual users.
Large applications may include many component jobs. The
workload characteristics of jobs in data centers vary con-
siderably among users and jobs. Consequently, the mean
read age of the bytes over 15,000 jobs was approximately
30 days, even though jobs accessed very young (one-min-old)
to very old (one-year-old) data. Another experiment showed
that 50% of the data stored by a particular user is less than
one week old, but this corresponds to more than 90% of the
read activity.

Parikh [20] discussed the necessity for Cold Storage in
Facebook’s data centers. He argued that 2.8 ZB of data were

created in 2012, and that 40 ZB of data would exist globally
by 2020. To store these data, data centers would require
billions of hard disks, each having the current maximum
capacity of 4 TB. Hard disks consume a significant amount of
power—a single Facebook data center consumed 153 million
kilowatt hours in 2012, roughly equal to the power consumed
by 13,000 homes [1]. Data such as photos are hot when they
are created, but decrease in relevance over time, becoming
warm. Eventually, such data become cold, and reads for such
data are rarely requested. More specifically, 82% of the read
traffic services only 8% of the young photos in Facebook’s
data centers. These results indicate that the demand for cold
data storage such as legal data or backups of data is continu-
ously increasing. Consequently, a tiered system that separates
hot, warm, and cold data has been proposed. Furthermore,
older data are more likely to become cold data.

Finally, Thereska et al. [21] proposed power-proportional
distributed storage systems. These allow a large fraction of
servers to be powered down during troughs without migrat-
ing data or extra capacity requirements, and address the
challenges of maintaining read and write availability, per-
formance, consistency, and fault tolerance for general I/O
workloads. They discussed live traces from real services
(Hotmail, Messenger) on their storage systems. The I/O
requests of traditional messenger services differ significantly
from those of modern messenger services. The demand for
exchanging photos and videos via conversations is growing as
smart phones with high-quality cameras become increasingly
prevalent. Therefore, the image storage server trace data of
the LINE application (a typical modern messenger service)
must be analyzed to determine the workload characteristics
of modern messenger services.

In our preliminary studies [4], [5], we characterized the
power consumed by a 1 TB single hard disk with the aim
of using of a cold storage effectively, and proposed an
energy-efficient storage policy for mobile messenger services
based on that characterization. We then presented a bench-
mark framework for large-scale object storage servers, which
is intended toward facilitating performance comparisons of
storage servers in terms of latency and throughput [7], [8].
However, additional experiments and statistical analyses are
still required to gain insight into the characteristics of the
mobile message services, which is essential in developing
energy-efficient storage servers for those services.

III. ANALYSIS OF MOBILE MESSENGER I/O TRACE
We examined actual workloads generated by the LINE instant
messenger service, which allows users to exchange text mes-
sages, pictures, videos, and audio data; users can also make
Voice over Internet Protocol (VoIP) calls, and hold audio
and video conferences without incurring charge. We traced
requests for the I/O of images arriving at all LINE servers over
seven days. This is a large-scale storage system workload—
LINE has 20,000 servers, including more than 10 Redis clus-
ters and 10 HBase clusters [22], and the trace of seven days
data contains billions of lines. We used various mathematical
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FIGURE 1. Cumulative distribution of read and write operations sorted by
the age of the data. The data on the left are younger than those on the
right. The vertical dotted line indicates that the youngest 8 % of the data
represents 99.83 % of the traffic.

tools such as MATLAB and R, but encountered memory
overflow problems and non-deterministic polynomial com-
plete (NP-complete) problems. Therefore, we employed
MySQL, an open-source relational database management
system, to perform logical and arithmetic operations.MySQL
proved capable of handling this large workload with a reason-
able transaction processing speed.

A. ACCESS RATE
First, we sorted the workload by file age and calculated the
access rate. Figure 1 shows that the youngest 8% of requests
make up 99.83% of I/O traffic (the horizontal axis represents
the number of files sorted by age). The remaining 92% of
older data are unlikely to be read. The younger data with
a high probability of being read are called hot data; as the
probability decreases over time, these become cold data.
The network infrastructure of a mobile messenger service is
optimized to serve the 8% of hot data. Large-scale storage
systems for the remaining 92% serve relatively few read
operations. These storage systems consist of several disks per
system, making storage one of the biggest sources of power
consumption.

If the cold data were migrated to power-proportional stor-
age servers, we would expect a considerable amount of
energy to be saved for a very small reduction in performance,
manifested as a delay when there is a request for data stored
on the hard disk, which is in the standby state. Our traces
record I/O requests arriving at the system, rather than individ-
ual disks, which take no account of caching. However, large-
scale storage systems have cache sub-systems, and mobile
messenger applications also have cache space in customer
devices. These caches enable power-proportional storage
systems to avoid routing I/O requests to hard disks that are in
the standby mode, and the scope for energy saving increases
with the size of the cache.

FIGURE 2. Distribution of requested files by size. Files with sizes above
600 KB are excluded, as these were found to be requested infrequently:
four times at most.

B. ADDITIONAL I/O PATTERNS
We conducted additional experiments to characterize the cold
data. We sorted the data by file size and grouped files of the
same size in increments of 1 KB. The requests for files in
each group were counted. The results are shown in Figure 2.
The majority of requests occurred in the range of 4–6 KB,
which corresponds to the size of a profile thumbnail image in
LINE, and we would expect most of the files in this group
to be thumbnails. The I/O patterns suggest that access to
the files in this group is largely independent of file age, as
longstanding thumbnails are frequently requested. Therefore,
it is preferable that the old files in this group are not classified
as cold data.

Files with sizes in the range of 40–50 KB are the second-
most-requested group, and most of these files are regular
image messages. Even if users send images with larger file
sizes, the mobile messenger application compresses the files
into this range before sending them to the storage servers. The
I/O pattern for this class of files suggests that the number of
requests corresponds to the number of people in an average
chat room. Therefore, these files are best treated as cold data.
Files that are larger than 200 KB usually contain video or
voice messages, and it is preferable to consider these as cold
data.

Even though the file sizes corresponding to these classes
vary across mobile messenger applications, all modern
services allow users to exchange thumbnail images, image
messages, and video messages. Therefore, we would expect
similar I/O patterns to be observed in all modern mobile
messenger services.

Previous studies have focused on file age and classified
files by frequency of usage. This method of identifying cold
data is plausible and yields good results. However, Figure 1
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FIGURE 3. Illustration of the number of files remaining live. The number of files that are accessed later is very small, and thus these files are of little
interest. (a) At one-hour intervals, up to 10 hours. (b) At one-second intervals, up to one hour. (c) At one-second intervals, up to two minutes.

shows that the threshold used to classify data as cold needs
to be appropriate. Therefore, we looked at the length of time
for which files remained ‘live’ (i.e., they were being actively
accessed).

Initially, we performed this analysis for periods of one
hour, with the results shown in Figure 3(a). Nearly 64% of
all files remain live for an hour or less, and another 4% are
accessed for between 1 and 2 h. Thus, 1 h is a plausible thresh-
old for classifying files as cold. We repeated this experiment,
looking at intervals of 1 s over the first hour, with the results
shown in Figure 3(b). The first 2 minutes of this graph are
magnified in Figure 3(c). The life of many files is less than
3 s, and half of all files are finally accessed within 73 s. These
results suggest that files older than 2 minutes have a high
probability of being cold data.

However, it is impossible to predict accurately which files
will be accessed within 2 minutes of being written; if this
prediction is wrong, hard disks that have been spun down
must be spun up again, reducing the performance and increas-
ing power consumption. Therefore, determining the threshold
based solely on time is not a suitable approach for mobile
messenger services.

To establish a more efficient policy of determining
cold data, we compared mobile messenger services with
other services such as the Web, e-mail, and File Transfer
Protocol (FTP). These other services are usually provided
to an unspecified number of people. Although the recipients
of an e-mail can be limited, the e-mail can be forwarded,
whereas mobile messenger services do not allow forwarding
because of fundamental privacy concerns. Thus, conversa-
tions are shared by a known group of users, and confiden-
tiality is more likely to be preserved.

Figure 4 shows that 31.62% of files are requested once and
49.24% are requested twice. This suggests that most files are
sent to a single recipient, with the first operation being the
write request, required to upload the image from the sender
and the second being the read operation to download the
image to the recipient’s device. Obviously, there is no need to

FIGURE 4. Illustration of number of files plotted against number of
request for each file.

download the image to the sender’s device, and the recipient
only downloads the image once because it is then stored in
the application cache area.

Our approach toward categorizing data as cold can bemade
more discernible if we look at the number of recipients, which
is known. When the number of times that a file has been
accessed equals the number of recipients, further downloads
are unlikely; thus, we can label that file as cold data and
migrate it to power-proportional storage servers. Even if a file
has not been accessed by all its recipients, we must at some
time assume that the remaining recipients will not access it,
or are unlikely to do so for some time. For example, files that
have not been accessed for an hour can be labeled as cold data
and moved into power-proportional storage servers.

Files that are less than 73 s old are considered hot data
because they have not yet been read. Files that have been
requested more than twice have a high probability of being
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FIGURE 5. Illustration of I/O requests time intervals from 0 to 200 s.

TABLE 1. Descriptive statistics.

cold data (as most chat rooms have only two participants).
If there are no requests for some time, the file is also classed
as cold data. To validate the time threshold for classifying a
file as cold data, we performed an additional experiment to
examine the distribution of time intervals between requests
for the same file, as described in Figure 5. The requests
identified write requests with read requests. In other words,
the time intervals of the files that are read once are the
intervals between a write and read request. Other time inter-
vals where the files are read several times are between read
requests. In addition, the distribution excluded files that were
only requested once. Most requests occurred at intervals of
less than 75 s. In particular, 9.2% of requests occurred at
intervals of less than or equal to 5 s. Considering that the
maximum time interval is seven days, the distribution is
strongly skewed.

C. STATISTICAL ANALYSIS
We performed a few statistical analyses to show how much
the distribution of a time interval between mobile messenger
requests was skewed and heavy-tailed. We calculated the
basic descriptive statistics and as shown in Table 1 high skew-
ness (6.067) and kurtosis (45.745) imply that the empirical
distribution is right-skewed and heavy-tailed.

The log-log plot of the ‘number of files divided by the
total’, which can be regarded as the relative frequency, and

FIGURE 6. Log-Log plot (99.5 % included or Time 5 5100).

the ‘time interval’ also supports our findings as shown in
Figure 6. A log-log plot is a useful way of recognizing
whether two variablesX and Y have the relationship Y = aX k

(power law). The relationship can be rewritten as log(Y ) =
k log(X ) + log(a) when taking the logarithm and this will
exhibit a straight line if X and Y follow a power law.
We exclude 0.5% of the data at the very end of the tail since
beyond that point the data is too sparse. The plot exhibits
almost a straight line, which implies that the distribution
closely follows a power law, whose distribution is of the form
f (x) = axk , and Power law distributions are heavy-tailed.
We further estimated the parameters k and log(a) from

the log-log plot by letting k be the slope and log(a) be the
intercept (k = −1.431, log(a) = −0.289) as presented
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TABLE 2. Unstandardized coefficients.

in Table 2. The fitted distribution of a time interval between
mobile messenger requests is

f (x) = (e−0.289)x−1.431 = 0.749x−1.431.

D. EVALUATION
Our results show that only a very small amount of data needs
to be stored in hot storage servers, because much of the data
are cold. The access rate of young data is extremely high in
a mobile messenger service. Parikh [20] indicated that 8%
of data constitutes 82% of the traffic; however, in a mobile
messenger workload, 8% of the data constitutes 99.8% of the
traffic.

We believe that mobile messenger services have a higher
proportion of cold data because the associated chat rooms
contain a fixed number of users. The number of requests for
an image tends to be equal to the number of people in the chat
room. An image is sent to all recipients from the application
cache, and is rarely sent again. Consequently, the access rate
decreases sharply for older files. Hence, a mobile messenger
workload has a high proportion of extremely cold data. This
is a characteristic of modern mobile messenger services, and
the same I/O pattern is not observed in traditional messenger
services [21].

To reduce the power consumption of storage servers, they
need to be operated according to a policy that reflects this dis-
tinctive workload. Previous studies have investigated energy
efficiency and low-level dynamic power management, but
they focus on data age and the access rate of workloads
without considering the number of requests for each data
item, even though the number of requests is a more important
factor in themobile messenger workload. These facts indicate
that the operation of a power-proportional storage system in a
mobile messenger service should be customized to consider
data age as well as the number of requests. We propose the
following policy:

1) Record the number of accesses to a file and compare it
with the number of recipients.

2) If the number of times the file is downloaded is greater
than or equal to the number of recipients, it should
be migrated into power-proportional storage servers to
reduce power consumption.

3) If the file remains in hot storage for too long, it should
be migrated into power-proportional storage servers.
The threshold time should be set appropriately depend-
ing on the workload, but one hour is expected to be a
suitable period.

This policy can serve as a guideline to researchers in the
field of energy-efficient large-scale storage systems, while

providing a structured exposition and discussion of the cur-
rent low-power hard disk technology and the modern mobile
messenger workload.

IV. HARD DISK FEATURES
Research related to the spin-down technique [11], [23], [24]
has been predominantly focused on the average power
consumption, with no regard for the instantaneous power
consumption. In product manuals, hard disk manufacturers
specify the power consumption of each hard disk state and
the transition periods between states. However, the specified
values are averages and maxima, and there is no detailed
power consumption information. However, for research on
cold storage, the measurement results must be sophisticated,
detailed, and precise.

In a series of experiments, we observed that hard disk
power consumption increases steeply then flattens out when
the hard disk state changes from standby to active. The
peak power consumption is five times greater than the aver-
age power consumption. Thus, the instantaneous power con-
sumption must be considered when designing a spin-down
scheduler. Additionally, the state transition period is less than
a specified average value when there is no load on the hard
disk. Most experiments associated with hard disks assume
that there are many requests and some data blocks are stored
in a cache. Specifically, the hard disk has a heavy load.
However, hard disks associated with cold storage are almost
never read, so that the load is light and the state transition
period is shorter than the average.

A. DEVELOPMENT OF POWER MONITOR AND
ANALYSIS OF HARD DISKS
To measure the hard disk power consumption effectively, we
developed a power monitor comprising an electric current
shunt and power monitors. As a 3.5 inch hard disk is supplied
with both 12V and 5V DC, both voltages and currents must
be measured for the precise determination of hard disk power
consumption. Current power monitors cannot measure the
power consumption of each hard disk individually in terms of
cost, effectiveness, and functionality. The power monitor that
we developed is cheap, faithful to a fundamental function,
and able to measure power consumption in a number of hard
disks.

Figure 7 shows the environment for measuring the power
consumption of hard disks. Power is provided through the
power monitor, which gathers the voltage and current con-
sumed by the disk. These values are transmitted to a collector
by an Arduino Uno microcontroller. As mentioned above, the
power monitor measures the current drawn by both 12V and
5V supplies to a hard disk using Texas Instruments INA226
power monitors [25]. After gathering this information, the
voltage, current, and total power are transmitted to the
collector.

The INA226 monitors both the shunt voltage drop and
the bus supply voltage. The programmable calibration value,
conversion times, and averaging, combined with an internal
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FIGURE 7. Developed tools for hard disk power consumption
measurement.

TABLE 3. Hard disks used in the experiments.

multiplier, enable direct readouts of the current in amperes
and the power in watts. The INA226 detects on-bus currents
of 0–36V V, while the device obtains its power from a sin-
gle 2.7–5.5V supply, typically drawing 330µA of supply
current. The INA226 has an operating temperature range
of 40–125 ◦C. The I2C interface features 16 programmable
addresses.

Various hard disks must be analyzed, because different
products have particular features depending on their purpose.
The hard disk products are divided into three main categories:
basic, mobile, and enterprise. The mobile category is inade-
quate for cold storage, and products in the basic category are
cheap. Enterprise products have high-density, high-capacity,
and advanced power management features.

We used four hard disks in the experiments, as described
in Table 3. Each hard disk manufacturer implements a
disk controller with specific algorithms and policies. Thus,
the experimental hard disks were taken from the same
manufacturer. The hard disks were connected by a Serial

ATA (SATA) 6GB/s interface, and the rotation speed was
7200 RPM.

The first hard diskwith a capacity of 1 TB is a basic product
that is suitable for most customers. The disk is inexpensive,
and the performance is appropriate for most workloads. The
second hard disk is similar to the first, but has a larger
capacity (4 TB). Its cost per unit capacity ($/GB) is less than
that of the 1 TB hard disk, and the density is higher.

The third hard disk supports a shingled magnetic record-
ing (SMR) technology. SMR is deployed to increase the areal
density of hard disks by recording at a track pitch appropriate
for an as-narrow-as-possible reader. Recording a sector at
this track pitch with an as-wide-as-necessary writer means
that neighboring sectors are affected. This overlapping has
a significant impact on the data organization and behavior
of data access. Specifically, rewriting a sector on a track
that has been shingled over cannot occur without overwriting
subsequent down-band tracks [26]. However, a cold storage
assumes that there are no rewriting and appending requests,
because hot storage will handle such tasks. Thus, an SMR
hard disk with a high $/GB ratio is expected to be suitable
for cold storage. SMR hard disks with capacities greater
than 6 TB are available.

The fourth hard disk is a helium-filled enterprise-class
storage device. The disk is filled with helium to reduce
internal friction significantly. Helium is much thinner than
air, and thus provides much less drag on the rapidly rotating
roundels, which in turn drives down power consumption and
increases reliability. Helium also permits seven platters to
be inserted into a standard-height 3.5 inch hard disk, rather
than the usual six, allowing for higher storage capacities [27].
Helium cannot directly increase the maximum areal density
of the hard disk platters. However, helium-filled technology
is expected to enable higher capacity drive technologies such
as SMR and heat-assisted magnetic recording.

Some enterprise hard disks support the EPC feature of
ACS-2. EPC enables various cold storage policies, and
increases the efficiency of power consumption without sig-
nificant performance overheads.

B. POWER CONSUMPTION OF VARIOUS HARD DISKS
To execute the spinning down of the hard disks, we
used Hdparm and S.M.A.R.T. (Self-Monitoring, Analy-
sis and Reporting Technology) on Ubuntu. Hdparm is a
command-line utility for Linux that sets and views ATA hard
disk drive hardware parameters such as the drive caches,
sleep mode, power management, acoustic management, and
Direct Memory Access (DMA) settings [28]. We conducted
experiments on both the standby and sleep states of the
hard disks. However, we focused on hard disks in the
standby state, because the return time from the standby
state is slightly less than that from the sleep state but the
power consumption trends are virtually indistinguishable.
In addition, we measured the power consumption of flash
memory-based Solid-State Drive (SSD). SSDs use integrated
circuit assemblies as flash memory to store data without the
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spindle motor and head used by hard disks. Therefore, SSD
power consumption has a different pattern from that of hard
disks.

We measured the hard disk power consumption and state
transition period for various scenarios: transitioning from the
standby state to the idle state on the 1 TB and 4TB hard disks;
transitioning from the idle_b state to the idle state, from the
idle_c state to the idle state, and from the standby_z state to
the idle state on the 6 TB and 10TB hard disks. The scenarios
excluded the spin-down moments, because the power falls
down without any singularity when a hard disk is spinning
down. Additionally, the state transition period to spin down
(less than 1 s) is negligible for cold storage, because the spin-
down state is expected to last at least 12 h. The quality of
service directly suffers when there is a high probability of a
response delay from coincident hard disks being spun down.
The command for reading a sector (512 bytes) was used as
the spin-up command, and cache memories on the operating
system and hard disk controller were flushed out continually.
Figure 8 shows the results of 100 executions of the exper-
iments, with the average, maximum, and minimum values
represented by the solid line, red shadow, and blue shadow,
respectively. Note that there may be differences according to
the particular hard disk manufacturers.

Figures 8(a), 8(b), 8(e), and 8(h) depict the results for state
transitions from the standby state. The four hard disks con-
sume 590mW, 750mW, 710mW, and 920mW respectively.
When the hard disks are transitioning to the idle state, the
power consumption increases to 19.60W for 3.54 s, 17.55W
for 7.4 s, 20.89W for 10 s, and 12.61W for 13.74 s, for the
four hard disks, respectively. These results indicate that the
number of platters affects the state transition spin-up period.
Thus, a hard disk with several platters, such as a 10 TB hard
disk, incurs a significant overhead when using the spin-down
technology.

Although it has the longest state transition spin-up period,
the 10 TB hard disk has the lowest maximum power
consumption among the four hard disks. This shows that
the reduction in friction reduces the power requirements.
Eventually, the number of platters in a hard disk will increase
the state transition period, which will increase the power
consumption in transitioning states. However, helium gives
a power advantage in the transitioning states for the same
number of platters.

The EPC feature appears to be very promising in reducing
the power consumption in cold storage. Figures 8(c) and 8(f)
describe the state transition from the idle_b to the idle state.
ACS-2 does not specify the idle_b state in detail, depending
instead on the manufacturers. In general, the idle_b state
is used to park the head of a hard disk, but the spindle
motor remains spinning. Consequently, the idle_b state offers
reduced power consumption of approximately 1000mWover
the idle state, but the transition period to the idle state
takes approximately 300ms. This fact encourages the estab-
lishment of a cold storage management policy without any
overhead.

The idle_c state limits the rotation speed based on the
idle_b state. This approach facilitates a saving of 3mW, as
depicted in Figures 8(d) and 8(g). The transition period to
the idle state averages 3.7 s, representing a reduction of 6.3 s
and 10.1 s, respectively, compared with the standby state.
The difference in power consumption between the idle_c
and standby states is 1.70W for the 6 TB hard disk and
1.44W for the 10 TB hard disk. Thus, if sufficient power
is available and the transition period from the standby state
is too slow, a strategy using the idle_c state is a viable
alternative.

Unfortunately, we could not identify the difference
between the idle_a and idle states in terms of the transition
period, power consumption, and operations.

We found that, when spinning up, a hard disk consumes
5.8 times its average power for a few seconds. This power
consumption is immense compared with that of other com-
mands or other devices in a computer. If several hard disks
were to spin up at the same time, the computer power supply
would fail to meet the demand and would be unable to deliver
a stable power supply to the disks as well as the processors.
Moreover, this may result in hardware failure and electri-
cal shorts. Therefore, large-scale storage systems must take
all reasonable precautions to protect against simultaneous
spin up.

We also measured the SSD power consumption. The SSD
used in this experiment consumes less than 10% of the power
of a hard disk when waiting for commands. This reduced
power consumption is below that when a hard disk is spun
down. When the SSD is required to spin down, it carries out
an action that we are not able to measure, although there
is no spindle motor. However, the power consumed by the
SSD after spinning down does not change. Thus, the spinning
down on an SSD is a waste of electrical power and is counter-
productive, because the amount of power consumed while the
SSD is carrying out the spin-down command is five times the
average. Accordingly, the SSD may be permitted to receive
a spin-down command to ensure compatibility, though the
spin-down technique negatively affects the energy efficiency
of the SSD. SSD-based large-scale storage is one solution
for cold storage, but this is more expensive that hard disk-
based storage in terms of $/GB. Additionally, research on
flash memory-based storage systems has focused on an all-
flash storage system, which does not have tiers for hot and
cold storage.

In conclusion, it is clear that the spin-down technique
reduces the power consumed by large-scale storage servers.
In particular, enterprise hard disks and the spin-down tech-
nology have no negative impact on the performance. The
only trade-off is in terms of cost, particularly for helium-
filled hard disks. In addition, the spin-down technique can
significantly reduce the cost of both establishing and operat-
ing data centers. Data center cooling systems, which are a
primary target for energy efficiency improvements, can be
scaled back because the spin-down technique reduces the
hard disk operating temperature.
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FIGURE 8. Power consumption and state transition period of each hard disks. (a) Standby mode (1 TB). (b) Standby
mode (4 TB). (c) Idle_b mode (6 TB). (d) Idle_c mode (6 TB). (e) Standby_z mode (6 TB). (f) Idle_b mode (10 TB). (g) Idle_c
mode (10 TB). (h) Standby_z mode (10 TB).

C. COLD STORAGE TEST-BED
Research on large-scale storage systems is hampered by
their cost [6]. It is therefore desirable to develop a scalable

and flexible testbed for evaluating the power consump-
tion of large-scale storage systems. We built a small-scale
cold storage testbed that consisteds of ten 4 TB hard disks,
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FIGURE 9. Our small-scale test-bed of a storage server with 30 hard disks
and power monitors for the power consumed.

a workstation motherboard with Intel Avoton processors, and
a 500W power supply, as shown in Figure 9.

The testbed uses 10 power monitors that are extended to
link themselves as a chain, and two transmitters to gather the
measurement values from the chained power monitors. The
workstation motherboard has 12 SATA controllers, one as
themain disk (SSD) for an operating system and 10 as storage
disks for storing data. The remaining controller is reserved for
future use. The power supply was selected after considering
the request pattern into the hard disk. Although hot storage
with intensive requests requires considerable power, cold
storage has almost no requests after the hard disks are full. If a
distributed file system is appropriate, no high-performance
power supply is needed for cold storage. Figure 10 illustrates
the testbed in detail.

Our testbed is a small-scale storage system based on
the OCP Cold Storage server [10]. There are obviously
differences between the testbed and a real storage system.
However, it is sufficient for conducting experiments
on energy-efficient storage systems with the spin-down
technology. We expect the testbed to contribute to the assess-
ment of power consumption in tiered storage systems.

V. BENCHMARKING STORAGE SERVERS
For research on energy-efficient storage systems, it is impor-
tant to design an accurate and fair benchmark for scaling
future computing systems in terms of the power consumption.
The YCSB framework facilitates performance comparisons

FIGURE 10. Layout of our scalable storage server.

between new-generation cloud database systems. It is imple-
mented as a standard benchmark and benchmarking frame-
work to assist in the evaluation of different cloud systems.
The YCSB framework consists of a workload-generating
client (YCSB client), which can be used to load datasets and
execute workloads across a variety of data serving systems,
and a package of standard workloads (YCSB workload) to
evaluate different aspects of the performance of cloud serving
systems [29].

We extended YCSB to incorporate a benchmarking frame-
work for distributed file systems used in a data center. YCSB
is optimized for NoSQL database benchmarking, and many
cloud systems are referred to as key-value stores for a highly
available storage system [30]. As key-value stores are a sim-
plistic yet powerful NoSQL model, YCSB is most closely
related to NoSQL database benchmarks.

We implemented the YCSB client to interact between
a YCSB core and a distributed file system, Ceph. The
YCSB binding can be written in Java and reliable autonomic
distributed object store (RADOS), which is a utility for inter-
acting with a Ceph object storage cluster that has a Java
library. RADOS allows various application program inter-
faces (APIs) to be used for synchronous and asynchronous
requests, and consists of key-value stores to address the stor-
age requirements of arbitrary data structures. Thus, YCSB
and RADOS are complementary for cold storage research.
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TABLE 4. Summary of Ceph object storage benchmarking results (The scan operation was not implemented).

We examined the YCSB client for RADOS with our testbed,
which comprised three storage servers and ten hard disks per
server, and report the results of insert, read, update, and delete
operations in the Ceph infrastructure testbed. A key design
goal of our storage benchmark framework is extensibility, so
that it can accommodate the requirements of arbitrary data
structures in commercial storage servers.

A. IMPLEMENTATION OF RADOS-BINDING
The YCSB framework is a Java program that has an interface
for representing standard CRUD operations: create, read,
update, delete, and scan. YCSB is not fundamentally con-
cerned with the file systems of cloud storage. However, it
appears promising in terms of benchmarking storage that
accesses objects through key-value stores.

We utilized Ceph as the object storage for cloud systems.
Ceph is amassively scalable, open, and software-defined stor-
age platform designed for cloud systems andweb-scale object
storage. Ceph supports object storage through RADOS,
which has the ability to scale to thousands of hardware
devices. Although Ceph allows the mounting of block-based
storage through the RADOS Block Device (RBD), which is
integrated in the Linux kernel, RBD is a utility for manip-
ulating RBD images, which are stored as RADOS objects
in the object storage daemons (OSDs). Used in conjunction
with RADOS in Ceph, a controlled replication under scalable
hashing (CRUSH) algorithm determines the method of data
replication and mapping to the individual nodes.

Low-level access to the RADOS service is provided by
librados in the form of a library. The librados API is written
in C++, with additional bindings for Java, called rados-java.
The libradosAPI allows both synchronous and asynchronous
interaction.

We selected APIs that are ideally suited for each operation
as follows:
• Insert: Creates an object in a storage cluster. The oper-

ation must be synchronized with the storage systems
before the system returns success to the user.

• Read: Reads an object. To improve the Ceph per-
formance, the read operation uses asynchronous APIs
atomically.

• Update: Updates an object by replacing data instead of
appending it to a stored object. The implementation of an
update operation constitutes the delete and insert oper-
ations. Although this implementation affects the perfor-
mance of the update operation, we are only interested in
image storage clusters for a mobile messenger service.
Stored data are not updated because the image would
already have been transmitted to others.

• Delete: Deletes an object.
• Scan: Executes a range scan by reading a specified

number of records starting at a given record key. This
operation is confined to a database, and an object storage
without record keys cannot run a range scan. Thus, this
operation was not implemented.

Table 4 shows the Ceph object benchmarking results for
the insert, read, update, and delete operations. We executed
the YCSB standard workloads on a testbed. The environment
of the testbed consisted of a Ceph cluster composed of a
manager node and three storage nodes. The manager node
is in charge of a Ceph monitor daemon, metadata daemon,
and gateway. The storage nodes with our three cold storage
testbeds were the Ceph object storage daemons.

Although the result does not imply optimized Ceph perfor-
mance because of the limitations of the small-scale testbed,
the YCSB client for RADOS operated successfully with a
YCSB core and workloads. We created a pull request to
review and merge our contributions in the YCSB official
open source repository, and it merged completely at version
0.10 [31]. We hope to extend the YCSB client for RADOS to
evaluate storage systems more effectively.

B. STRONG SKEWED WORKLOAD
YCSB currently serves six workloads.Workload A represents
a heavy update situation, which has 50% reads and 50%
updates. The throughput of read operations is about 4.2ms,
which, as mentioned above, is greater than the throughput of
update operations. Workload B concerns heavy read opera-
tions, and workload C has only read operations. These two
workloads assume that the read operations are intensive. The
testbed shows almost consistent throughput of read oper-
ations in workloads A–C. Workload D requires the latest
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objects to be read and a few new objects to be inserted.
There is no variation in the throughput of read operations
among all workloads. The throughput of insert operations is
six times that of the read operations. This is because the size
of the inserted objects is too small (approximately 1 KB).
Workload E is suited to scan operations, hence we did not
implement it, andWorkload F consists of read operations and
read-modify-write operations, which simultaneously read an
object and write the modified object. These operations are
important in database systems, but are unimportant for our
testbed. In particular, read-modify-write operations are not
evaluated in the testbed because we assume that there is no
modification to the cold storage.

We conducted experiments on all workloads that are appro-
priate for cold storage. The object size of images in mobile
messenger services is approximately 5–50 KB, as mentioned
above; thus, the object size specified by the YCSB workloads
is too small. Reading the latest objects in workload D appears
to be similar to the access distribution of cold data, but cold
storage also involves heavier insert operations than those
available in Workload D. Large-scale benchmarking gener-
ation operations often take longer than the evaluation. The
Zipfian distribution requires large datasets to be generated
using parallel algorithms and executions. The generation of
a Zipfian distribution in YCSB uses the algorithm introduced
in [32], which includes the constants α and ζ given by

α =
1

1− θ
,

ζ =

N∑
n=1

(
1
n

)θ
,

where N is the number of stored objects and 0 < θ < 1 is
the skew. To read or insert an object, the Zipfian generation
returns an object number: OID = base+N ∗ ((η ∗ rand())−
η + 1)α , where

η =

1−

(
2

N

)(1−θ )

1−
ζ2

ζ

,

base is the minimum value of the object number, ζ2 is a
constant ζ with N = 2, and rand() returns a pseudo-random
number of double type. This facilitates the rapid generation
of datasets, but the constraint of θ means that the Zipfian
distribution does not recreate the skewness of the access
distribution of a mobile messenger service. According to
our analysis, cold storage requires a more strongly skewed
distribution generator.

Eventually, we created a new workload for cold storage
based on our analysis results. The workload had 54.46%
read operations and 45.54% insert operations, and the object
size was greater than 10 KB. Additionally, we added a con-
stant β to the algorithm to generate a strongly skewed latest

FIGURE 11. Illustration of the skewed distribution of generation results.

distribution. The SSLG uses α given by

α =
β

1− θ
,

where β > 1 and larger values produce a stronger skew.
Figure 11 illustrates five skewed distributions given by the

YCSB Zipfian generator and SSLG. The experiment con-
siders a storage system with 1,000 objects, and the genera-
tors randomly select any object 1,000 times. As the object
number increases, the data is considered to be younger and
the selection probability increases. The distribution of the
YCSB Zipfian generator is skewed to the right in agreement
with the Zipfian distribution with ρ ≈ 1. The value of ρ
cannot be calculated exactly because the generator includes a
pseudo-random function. We examined the SSLG with 1.1 5
β 5 2.0. The results indicate that the SSLG generates a
distribution that is more than twice as skewed as the YCSB
Zipfian generator. The SSLG can overcome the Zipfian gen-
erator constraint by applying a carefully improved algorithm.
Although adjustments to the algorithm are unobtrusive, this
facilitates the emulation ofmobilemessenger storage systems
without any overhead.

In summary, We presented a large-scale object storage
benchmark for the performance analysis of energy-efficient
storage systems. This benchmark is based on YCSB, and we
developed a YCSB client for RADOS that can be used for the
interaction between a YCSB core and Ceph object storage.
In addition, we defined a new workload for a mobile mes-
senger service and improved the Zipfian generator to recre-
ate the object access patterns of mobile messenger storage
systems. This benchmark and the testbed with the developed
power monitors are complementary, which suggests that this
framework will be useful in the research on energy-efficient
large-scale storage systems.
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VI. CONCLUSIONS
This study investigated the I/O request characteristics of a
real mobile messenger service and validated the need for
serviceable cold storage using statistical analysis. It is dif-
ficult to avoid the conclusion that modern mobile messenger
services have a more strongly skewed distribution than other
services. Additionally, we examined the effect of spin-down
technology, and presented a cold storage testbed with a hard
disk power monitor. Finally, we implemented a benchmark
framework for large-scale storage systems based on YCSB.
The testbed and framework are expected to accommodate
further research on serviceable cold storage. We have iden-
tified several directions for future work. First, work is needed
to establish object placement strategies in a distributed file
system. Second, disk failures need to be considered to ensure
data durability and storage reliability. We also plan to use
our framework to conduct experiments on distributed file
systems with appropriate object placement strategies, which
can increase the number of spun-down hard disks to reduce
the power consumption significantly.
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