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ABSTRACT Increasing operational and security demands changed biometrics by shifting the focus from
single to multi-biometrics. Multi-biometrics are mandatory in the current context of large international
biometric databases and to accommodate new emerging security demands. Our paper is a comprehensive
survey on multi-biometrics, covering two important topics related to the multi-biometric field: fusion
methods and security. Fusion is a core requirement in multi-biometric systems, being the method used to
combine multiple biometric methods into a single system. The fusion section surveys recent multi-biometric
schemes categorized from the perspective of fusion method. The security section is a comprehensive review
of current issues, such as sensor spoofing, template security, and biometric encryption. New research
trends and open challenges are discussed, such as soft, adaptive contextual-based biometrics. Finally,
an implementation blueprint for a multi-biometric system is presented in the form of a list of questions
to be answered when designing the system.

INDEX TERMS Biometric sensor, multi-biometrics, multi-biometric fusion, template protection, biometric

cryptosystems, biometric key derivation.

I. INTRODUCTION

Biometrics are found in a number of fields [1], including
medical applications, e.g. body dimensions and blood type,
natural science studies, e.g. changes in the evolution of the
human species, and social sciences, e.g. changes in anthropol-
ogy of the human species, but is probably most widely known
for its use in crime forensics and information security services
ranging from authentication to key derivation. Today the use
of biometrics in security applications are part and parcel of
our everyday lives.

The spread of biometrics was triggered by two factors:
technical advancements and need for security. The need for
special sensors to obtain biometrics was long considered a
disadvantage, especially if multi-biometrics was considered.
Today reliable biometric data can be obtained more easily
with everyday devices being interconnected and having the
ability to gather sensor data [2], [3], with advances in sensor
hardware [4], [5]. For example, a smartphone has a multitude
of potential biometric sensors, some for this very purpose,
like a fingerprint scanner, and others that can capture biomet-
rics as a secondary function such as a high resolution camera,
for face recognition, iris and retina scans, a microphone for
voice recording, and inertial sensors for gait. Of course, these

same devices could also be misused to gather personal data,
requiring further consideration about system security [6], [7].
Security concerns is the second factor for the adoption of
multi-biometrics. Although there are many acceptable ways
to authenticate people biometrics provide the strongest evi-
dence that the person in question is actually involved, e.g.
a password could be given to someone else. Most countries
have implemented eIDs, which include biometric elements on
passports and IDs, but some have also created a unique digital
ID for the subject in the form of a digital certificate/private
key, such as project Stork [8], for important online transac-
tions like tax filings. Biometrics also offer several additional
security advantages such good entropy when used to derive
encryption keys, non-repudiation and negative recognition.
Negative recognition is useful in cases where a user should
be prevented from denying being already enrolled in the bio-
metric system, hence detecting attempts at double enrollment
using an alias.

As biometric systems evolve new methods are found
for gathering and processing biometric information. The
reminder of this paper is organised as follows: Section II
introduces the field of biometric in general and details the
difference between uni and multi-biometrics. In Section III
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we make a comprehensive survey of multi-biometric sys-
tems from the fusion perspective. We focus on recent
work (2011-2015), but in some cases also mention research
prior to this point if particularly relevant to the discus-
sion or because it remains a core example of specific
approach.  Section IV discusses some of the security
issues related to multi-biometrics, like template security,
biometric spoofing (bypassing biometric sensors), biometric
cryptosystems, key derivation and PKI. Section V briefly
discusses some emerging trends and open problems in the
multi-biometric field. Section VI represents our main con-
tribution in a form of a list to be used when designing a
multi-biometric system. This list helps determine the need
of a multi-biometric system, which types of sensors to be
used, sensor architecture, fusion and processing type etc. This
study provides extensive classifications of recent biometric
systems based on features used and fusion method. This
focus on fusion method should provide and reference for
and help designers, especially those of embedded devices
capable of sensing biometric data. The discussion on security
should assist the secure integration of biometrics in currently
emerging computing paradigms, such as Internet-of-Things.

Il. BASIC BACKGROUND

When considering biometrics as a way for identifying
and authentication human users we generally use two
classifications [9]:

- Physical biometrics. These are features inherent to the
physical body of a person that could be considered
unique, e.g, face, fingerprint, hand biometrics (hand
geometry, palmprint, hand vein) and ocular biomet-
rics (iris, retina, periocular).

- Behavioural biometrics. These are features of a per-
son’s actions that could uniquely distinguish a person,
e.g. written signatures, keystroke patterns, gait and
voice. Some biometrics could be considered a mix-
ture of physical and behavioural biometrics, e.g. as we
speak our voice has unique frequency characteristics,
which is physical, while the way we speak could be
behavioural.

A basic biometric system is shown in Figure 1. The first
process is enrollment, which acquires the biometric data
using a sensor, extracts features and store it in a biometric
template. Usually enrollment takes place once, but in spe-
cial cases, it can be specifically updated, if that biometric
trait changed significantly. In subsequent day to day usage,
a user presents his biometric to the sensor and feature extrac-
tion is performed. The matcher module will compare the
sample with the stored template and make a decision of
accept or reject. The biometric features variations of the
same biometric trait from the same user is called intra-class
variation, as opposed to inter-class variation which relates to
different users. A useful biometric template has small intra-
class variation and large inter-class variations [10]. When two
biometric samples for the same trait are matched they are
given a match score, which must exceed a certain threshold
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FIGURE 1. Biometric process depicted by [11] and modified by us.

to be considered authentic. Depending on the origin of the
samples this score can be: genuine score if the biometric
samples are from the same user or impostor score otherwise.

A biometric system can function in verification or identifi-
cation mode. Verification mode confirms the user’s identity,
by comparing the input with a stored template of that user.
Identification mode tries to find out who user is by comparing
the input sample against the entire template database.

Given the variability involved with the capture of any
biometric the matching function always allows for some
threshold of difference between the input and the stored
template. Given that it is not feasible to consistently achieve
a 100% match and that there is an error threshold the system
could make an incorrect decision. As such, regardless of the
type of biometric system used, single or multiple, the sys-
tems performance is usually evaluated in terms of accepted
quality metrics. These metrics are well known [10] so we
mention them only briefly: False Match Rate (FMR), False
Acceptance Rate (FAR), False Reject Rate (FRR), Genuine
Acceptance Rate (GAR), Equal Error Rate (EER), Failure To
Enroll (FTE), Failure to Capure (FTC), system matching and
enrollment speed and upper bound. The last metric calculates
the maximum number of patterns the biometric system is
able to recognise. The difference between FMR and FAR
is FMR doesn’t include previously rejected samples due to
image quality or FTC, and this is the reason some authors
agree that FMR is a better metric. Jain et al. [12] determine
the upper bound to be dependent on:

o Information limitation based on a specific biometric
trait the number of distinguishable patterns differ, for
example the number of different palmprint patterns are
lower than fingerprint patterns.

o Representation limitation the algorithms used in the bio-
metric features extraction limit the information stored
by the system, which can’t store all the discriminatory
information into the template.

o Invariance limitation the storing template should be
capable to model inter-class variations, but in practice
it’s not so easy. Trying to authenticate a user who
presents a slightly different face pose might prove dif-
ficult, if the stored template is made on a straight face
pose.

A biometric system which makes a decision based on
evidence from multiple biometric sources is called a multi-
biometric system. Multi-biometric systems can be based on
multiple traits or multiple representations of the same trait.
Under the first approach, multi-modal systems use multiple
different biometric traits to make a decision. For the latter
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approach, multi-sensor systems use at least two different sen-
sors for acquiring the same biometric trait, multi-algorithm
systems use different algorithms for processing the same
biometric sample, multi-instance systems use at least two
instances from the same biometric source for the same person,
and multi-sample systems uses multiple samples of the same
biometric trait to account for variations.

TABLE 1. Problems with single biometric systems.

Name Description

Noise in sensed | Data is compromised at enrollment due to

data acquisition environment or the user’s biometric
feature is altered or non existent.

Non- Data from a certain biometric trait can’t be ac-

universality quired because of clinical and other conditions
like: iris scan failure due to long eyelashes,
drooping eyelids, or fingerprints worn down
due to manual labour.

Upper Any biometric system has a maximum number

bound on | of distinguishable patterns it can recognise,

identification which becomes a problem for large databases.

accuracy

Spoof attacks Some physical and behavioural traits are vul-
nerable to spoof attacks, such as voice, signa-
tures and even fingerprints. Successful presen-
tation of a spoofed biometric would obviously

lead to authentication compromise.

Multi-biometric systems are increasingly considered more
suitable because of weaknesses of single biometric sys-
tems [13] with regards to reliability, e.g. having a back-up
biometric in case one fails, security, e.g. having more than one
way to verify a user in case one approach is compromised, and
upper bound, e.g. maintaining unique identification for very
large populations, as depicted in Table 1. Multi-biometric
systems offer the following advantages [10]:

- Improved matching accuracy - because multiple
sources of evidence are used the matching accuracy
of a multi-biometric system is better then traditional
uni-modal system, FAR and FRR of a multi-biometric
system are reduced.

- Universality and large population coverage - unlike
uni-modal systems, where a certain biometric feature
might not be available, multi-biometric systems allow
users to use another biometric trait. Using multiple
evidences a multi-biometric system pertains to large
populations, because it not longer has the upper bound
of a uni-modal system.

- Resistance to spoofing - it’s considered unrealistic
that an attacker will be able to produce more then
two adequate spoofed biometrics. Further more a
multi-biometric system can randomly request certain
biometric traits for every authentication or identifica-
tion. This assumption was proven to be false by later
research, which we will detail in the biometric security
section IV.

- Reduced noisy data - uni-modal systems can become
unusable due to the noisy environment of the sample.
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If a user has to use voice identification in a noisy envi-
ronment, authentication might not be possible, because
the sample data is “corrupted” by noise. A multi-
biometric system can adapt itself to environment con-
ditions and request another biometric evidence that is
not affected by that particular environmental problem.

- Continuous monitoring - multi-biometric systems offer
better continuous monitoring than one single form
can, which might be circumvented or obstructed. Face
recognition can be hindered by sun glasses, hood and
gazing down, but faking gait at the same time becomes
increasingly difficult.

- Fault tolerance - multi-biometric systems continue to
work when a single biometric trait is compromised
due to theft, sensor malfunction or deliberate user
manipulation.

Multi-biometric systems do, however, add some complexity
in terms of how the different sample input and stored tem-
plates will be used to reach one single verification or identi-
fication decision. There is numerous approaches to achieving
this fusion of different biometric features, and this is the core
topic discussed in Section III. Multi-biometric systems also
presents some security challenges discussed in Section IV.

lll. MULTI-BIOMETRIC FUSION

Data fusion is the integration of multiple information and
knowledge about the same object in order to obtain a more
accurate description. The goal of data fusion is to improve
data quality of that object, which can be achieved if the infor-
mation is stored separately [14], obtaining synergy. Synergy
can be defined as: the representation of a whole is better then
the representation of the individual components. Data fusion
should have the following results [15]:

o Gain in representation: the data obtained after
the fusion process should contain better abstract
level or granularity than the same data presented
separately;

« Gain in certainty: considering U a set of data to
fuse/ and p(U) the data probability before fusion, then
pU) > p);

« Gainin accuracy: data is more accurate after the fusion
process and noise and errors are less then the individual
representation;

« Gain in completeness: the data represented by fusion
is complete or less redundant and greater accuracy is
observed.

Multi-biometrics  is  classified by  fusion  type.
Sanderson and Paliwal [16] defined two major fusion groups:
prior to matching and after matching, as shown in Figure 2.
Other experts classified biometric fusion in three levels:
feature extraction level, matching score level and decision
level [17]. Later it was agreed that there is a need to classify
biometric fusion based on when the matching takes place,
because once the matching is done the information available
is reduced significantly [18]. Fusion before matching fuses
all the biometric samples, then compares them with the
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FIGURE 2. Biometric fusion levels, as depicted by [18].

stored template. The other type of fusion means that every
sample is matched against it’s template and only the decisions
are compared. The second type of fusion reduces the data
compared, because only the top ranking results are compared
with the rest of the biometric traits. The next subsection
details the various types of fusion. Every subsection con-
tains a summarising table of the schemes mentioned in text.
The tables contain information about the scheme, methods
used, the results, metrics, databases used, and biometric
type. The scope of these tables is to offer a picture of the
methods/algorithm used by the schemes detailed in text.

A. SENSOR LEVEL FUSION

This type of fusion combines biometric traits from multi-
ple sensors prior to feature extraction. In image processing
this type of fusion is called pixel level or phase level for
audio / video. Sensor level fusion is useful in multi-sample
systems. A sensor can capture two or more samples of the
same trait and create a more accurate description for that
trait. Most modern systems include pixel level fusion, but
they don’t specifically mention it. Because of this fact we
will only detail schemes where pixel level fusion is evident.
Table 2 represents a summary of the papers depicted in this
section.

A very good example of sensor level fusion is used in a
process called mosaicking. Fingerprinting mosaicking was
proposed by various authors [19]-[24]. This type of fusion
is embedded in many fingerprint systems because it creates
a more accurate fingerprint image by combining information
captured using two or more impressions from the same finger-
print. Enrolling a fingerprint image poses some difficulties.
A fingerprint image has distortions caused by the fingerprint
being pressed on the sensor which affects the data quality.

Another problem is the presence of dirt on the sen-
sor or cuts and bruises on the fingerprint, which can cause
noise in the image. For these reasons multiple images
are mandatory when registering a fingerprint. Fingerprint
mosaicking can fix this issues by using a modified version of
the Iterative Closest Point (ICP) [20] algorithm, which recon-
structs 2D or 3D scanned surfaces, by adding information
from multiple scans. This way only one single “‘complete”
image is retained. Mosaicking is very useful in the new gen-
eration touchless fingerprint systems. Some have explored
acquiring 3-D touchless fingerprint scan by incorporating
images from multiple cameras [25]. Fatehpuria et al. [35]
used a 3D touchless setting with multiple cameras and
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SLI (Structured Light illumination) to obtain the 3D finger-
print shape and 2D fingerprint images.

These technologies, using multiple cameras, are very
expensive, so Choi er al. [26] proposed a system using a single
camera and two mirrors, which reflect the finger side views.
This system captures three images and creates a composite
mosaicking image using the thin plate spline model, depicted
by [27].

Ghouti and Bahjat [28] proposed a new iris fusion algo-
rithm. The system uses two iris images fused into a single
normalised iris image. The fusion is done using two methods
known as: wavelet-based iris texture retrieval and Gener-
alised Gaussian Distribution (GGD). The system constructs a
normalised iris image based on image fusion, then performs
iris features extraction and matching. This system gains an
overall 5.73% better accuracy for FAR.

Kusuma and Chua [29] proposed a multi-sample
2D and 3D facial recognition system by image recombination
using the Principal Component Analysis (PCA) method.
Two recombined images are obtained which can be fused
together at pixel fusion. This system can function based
solely on pixel fusion or combined in hybrid mode, using
the two recombined images and applying score level fusion.
The best recognition results are obtained in the hybrid
mode.

Jaisakthi and Aravindan [30] proposed two different meth-
ods for face recognition: one based on data fusion and the
other based on sensor fusion. The presented methods pro-
duced an accuracy of 99.75% for data fusion and 99.8% for
sensor fusion, and a FRR of 0%. Usually sensor level fusion
is used for the same trait, but the following are examples of
sensor level fusion for different traits:

- Jing et al. [31] depicts a multi-modal biometric system
for combining face images and palmprint. The Gabor
transform is used on the images prior to pixel level
fusion. The scheme is very efficient for the small sam-
ple scenario.

- Wang et al. [32] proposed a system for sensor level
fusion for palmprint and palm vein. A near IR camera
is used to capture both palmprint and vein images
simultaneously. The images have to go through a pro-
cess called image registration, which creates an optimal
image transformation, then they are fused together at
pixel level.

- Froba et al. [33] proposed a person recognition system
based on sensor fusion. The authors describe an audio-
visual recognition system based on voice, lip motion
and still image. In essence the system is multi-modal,
but it uses sensor level fusion for processing. A person
is video-audio recorded speaking a code word, then
the information from independent sensors is processed,
classified, and sensor fusion is made which aids in deci-
sion making. The authors argument that using multiple
sensors to measure biometric cues independently leads
to fewer errors and better classification, than single
Sensor.
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TABLE 2. Sensor level fusion summary.

Paper | Algorithm/system Result Dataset Biometrics

[19] Rolled fingerprint images from | The extraction algorithm is eval- | 12 fingerprints were acquired by | Fingerprint
live-scan vated in terms of: Image Area, | rolling the fingerprint over the sen-

Quality of minutia extracted. sor

[20] ICP Input image extracted 22 minu- | 300x300 fingerprint images from | Fingerprint
tiae, Composite image extracted | 160 different subjects.
30 minutiae.

[21] Rolled fingerprint images from | Area is 96% and 80 minutiae ex- | 50 pre-captured rolled fingerprints | Fingerprint
live-scan tracted. Other methods: minimum,

naive, foreground extracted 203,
55, 143 minutiae respectively.

[22] Fingerprint images captured se- | Mosaicking success rate 88% and | 100 different fingers using 4 dif- | Fingerprint

quentially by rolling and sliding 42 minutiae extracted, compared | ferent enrollment schemes. The
to 143 minutiae for rolled method | ACCO 1394 sensor was used, im-
(this method generates false minu- | age size is 600x600, 500 dpi
tiae).

[23] TPS Improves alignment of minutiae | 1600 finger images of 50 dif- | Fingerprint

points between template and sam- | ferent users, using Identix sensor
ple. Matching score improved | (256x255, 380 dpi), collected over
from 0.300 (affine model) to 0.408 | a period of 2 weeks

(average deformation).

[24] Swipe fingerprint sensor, used in | Scheme is suitable for real time | FPC1031B sensor, 152x32 pixels. | Fingerprint
smartphones, by performing mea- | applications, and can capture 40 | Tests were performed on 6 cap-
suring the overlap between se- | high quality frames per second. tured fingerprints.
quenced fingerprint images using
the MAE algorithm

[25] Unwrapping algorithm This algorithm makes the scanned | 38 different fingers consisting of | Fingerprint

fingerprints compatible with ink | ink rolled fingerprints and touch-
fingerprints less print, using new line sensor
1000 ppi.

[27] Touchless fingerprint system using | 29% more true minutiae and 28% | 112 different fingers from differ- | Fingerprint
a camera and 2 mirrors larger quality ent subjects, capturing front, left

and right view images.

[28] 2D TSP The average number of minutiae | FVC2002DB1 database which has | Fingerprint

increased from 36 to 45 after mo- | eight fingerprint impressions from
saicing. GAR 97% for EER 0.97, | 110 people

compared with EER 4.02 and EER

of 1.54 for individual matchers.

[29] Daugman Algorithm for iris ver- | 5.73% overall recognition im- | MIRLIN database, for 400 people | Iris
ification, wavelet-based iris and | provement.
Generalised Gaussian Distribution
(GGD) image fusion

[30] PCA (2D and 3D) face samples EER of 63% for NTU-CSP | NTU-CSP and Bosphorus | Face

dataset and 7.1% based on | databases
Bosphorus dataset

[31] Different feature extraction using | 99.75% accuracy for data fu- | 300 images from ORL database | Face

PCA, LM, ZM, GFD sion and 99.8% for sensor fusion | and 200 non-faces images
method, and a FRR of 0%.

[32] Gabor transform on face and | Multi-modal recognition rate is | AR and FERET face database and | Face and
palmprint image and combination | 99.81% as opposed to 67.32% for | HK-PolyU Palmprint database palmprint
at pixel level face and 60.88% for palmprint.

[33] Color palmprint and vein im- | GAR of 99.7% for fused images, | 120 subjects having three: palm- | Palmprint
age are fused, and Laplacianpalm | compared to GAR of 99.1% and | print images, palm-vein images | and  palm
method is used for palm represen- | 99.0% for palm vein and palm- | and fused images, sensor resolu- | vein
tation print, respectively. tion of 768x576 pixel

[34] Synergetic computer method for | EER 2.4% for three sensors, com- | 170 persons with a total of 6315 | Voice, lip
face recognition, optical flow anal- | pare to 5.8%, 5.9%, 9.5% for au- | samples, each consisting of an au- | motion and
ysis for mimic processing and text | dio, flow and face respectively. dio recording and a video record- | still image
dependent approach for speech ing of a person pronouncing a
recognition code word.

[35] PCA fusion and DWT image fu- | Different FAR and FRR based | Fingerprint and FKP Hong Kong | FKP  and
sion on fusion types and classifiers. | PolyU database fingerprint

The system achieves better perfor-
mance then individual biometrics.
Table finished
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- Meraoumia et al. [34] proposed a fingerprint and Fin-
ger Knuckle Print (FKP) multi-modal biometric system
which can perform fusion at both image level and score
level. The authors use a matching module based on cor-
relation filtering using MACE and UMACE filtering.
Fusion is performed at image fusion and score level
fusion. The authors experimented with PCA and DWT
image level fusion and five score fusion techniques of
which MAX rule offered the best results.

B. FEATURE LEVEL FUSION
Feature level fusion consolidates information from two fea-
ture sets, extracted from the same individual, 1.

» Ym ey

Feature level fusion has to deal with large dimensionality
and variance of feature sets, especially when different traits
are used. In order to reach common ground and create a
concatenated feature vector algorithms like: normalization,
transformation or reduction [36] are used. Feature level cre-
ates correlations between features extracted with different
algorithms, managing to create a set of most important fea-
tures which improves recognition accuracy [37]. Sometimes
feature level fusion needs a lot of training data to work,
that’s why the amount of training data needed might be
a metric of system performance. If the feature sets come
from the same biometric trait, they can be used for template
update or improvement. Rattani er al. [38] made a compre-
hensive survey on methods of template update, and categorise
them into supervised and semi-supervised methods. Next we
give examples of papers using feature level fusion. Some
of the papers are summarised in Table 3, we only included
papers with relevant data.

Finger Knuckle Print (FKP) is used extensively in bio-
metric recognition. Guru et al. [39] proposed a system of
multi-instance level fusion using Zernike Moments (ZM) to
identify the finger knuckle instances. ZM are polynomial
functions used extensively in image processing, because they
can represent an image without no redundancy or informa-
tion overlap. ZM are dependant on image scaling and rota-
tion and used to extract shape characteristics of an object.
This method is used extensively in the medical field, like
classifying benign and malignant breast tumours [40], [41].
The same principle applies to biometrics, where the ZM
from the knuckle samples are extracted and stored in the
database. The experiments prove that the proposed feature
extraction methodology, ZM, provides better accuracy then
classic methods like: PCA [42], LPP [43], (2D)2PCA [44],
(2D)2LPP [45]. Long et al. [46] use ZM to extract fingerprint
and face features and RBF neural networks (RBFNN) for
classification. The system is better then the uni-modal ones
and the ZM feature extraction is very reliable.

Another multi-algorithm FKP verification scheme is pro-
posed by [51], which uses four algorithms, LG (Log-Gabour)
filters [70], LPQ (Local Phase Quantisation) [71], PCA, and
LPP to extract FKP features. For feature normalisation four

X =Xx1,%,....%m; Y =Yy1,y2,...
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different methods were used: Min-Max, Z-Score, Median
and Median Absolute Deviation (MAD), Tangent-Estimator.
The experiments showed that fusing two algorithms produced
improved performance than a single algorithm, but fusing
three algorithms doesn’t improve significantly than two algo-
rithm fusion. In the case of a two or three algorithm combi-
nation the single most important factor is the chosen fusion
method. Huang et al. [62] proposed a multimodal biometric
authentication system based on palmprint and FKP. This
scheme uses Monogenic Binary Coding (MBC) to extract
palmprint features.

MBC was proposed by [72] for face recognition and
consists of decomposing an image into three components:
amplitude, orientation and phase, encoded using monogenic
variation at local region and pixel level. For Knuckle feature
extraction Bhaskar and Veluchamy used two separate algo-
rithms: Finite Ridgelet Transform (FRIT) and Scale Invari-
ant Feature Transform - (SIFT), existing methodologies for
extracting knuckle features. The scheme performs better
than their uni-modal counterparts and some multibiometric
modalities using the same biometric traits.

Some authors solve the problem of large feature vec-
tor dimensionality by applying a Particle Swarm Optimi-
sation (PSO) algorithm on the feature vectors. Examples
are: [73] and [74] applied on face and palmprints, [75] for
irises, palmprints, and fingerprints, and [48] a multi-sensor
system for face recognition, using visible and IR images. The
PSO algorithm is described in Section V.

Multi-modal  systems including face recognition.
Kim et al. [76] proposed an acquisition system using time-
of-flight (ToF) depth camera and near infra red (NIR) camera
simultaneously to capture touchless information about the
face and hand vein. Huang et al. [57] proposed a multi-
modal face and hand geometry recognition system, which
uses DCT to extract the face features and distance identifi-
cation between the hand geometry features, using SVM as a
classifier. This demonstrates that SVM is a good choice as a
classifier.

Face and ear multi-modal systems are also considered,
mostly because the ear is one of the most unchangeable
feature of the human traits. If the face is affected by ageing,
the human ear is not. Yang and Zhang [59] developed a robust
recognition system using PCA to extract the features and
Sparse Representation (SR) method for feature level fusion.
Experiments show that the proposed scheme outperforms
their uni-modal counterparts and offers the same performance
as the uni-modal systems when one of the traits sample is
corrupted. Islam er al. [77] propose a recognition system
based on extraction of local 3D features called (L3DF) for
ear and frontal face images. This system works both at feature
and score level and achieves a recognition accuracy of 99.0%
and 99.4% with a FAR of 0.001.

Multi-modal authentication systems for face and palm-
print were proposed. AlMahafzah et al. [47] also used
K-medoids clustering and isomorphic graph for the face and
palmprint. The algorithm extracts SIFT feature points [78]
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TABLE 3. Feature level fusion summary.

Paper | Algorithm/system Result Dataset Biometrics

[39] Zernike moments using different | Identification accuracy: 86.76% | Hong Kong PolyU FKP database | Finger
space reduction algorithms: PCA, | (PCA), 88% (LPP), 88.24% | collected from 165 users Knuckle
LPP, (2D)?PCA, (2D)’LPP (2D)*(PCA), 88.85% Print

(2D)?LPP
[51] K-medoids clustering algorithm | 98.75% recognition accuracy with | Chimeric database consisting of: | Face  and
and isomorphic graph 0% FAR for IIT Kanpur; 99.5% | ORL face and palmprint database | palmprint
recognition accuracy with 0% | form Hong Hong PolyU; IIT Kan-
FAR for chimeric pur database containing 800 faces
and palmprints

[52] PSO used to select an optimal | EER 1.15 for S2P1 protocol, EER | IRVI database consisting of videos | Visible and
subset of features and calculate | 2.42 for S2PA protocol (S2P1 and | of 60 persons acquired in 2 differ- | IR Face im-
weighted coeficients. Feature fu- | S2PA represent a image selec- | ent sessions, in an office environ- | ages
sion is performed using Weighted | tion protocol from the existing | ment
Euclidean distance database)

[53] Own palm capture system en- | EER of 0.538%, 0.6141%, | 55 users and 440 images of palm | Palm  and
closed in a black box 0.5482% for feature fusion, sum | and fingerprints images, using a | fingerprint

rule score fusion, product rule | Sony DSCW-35 Cyber Shot cam-
score fusion, respectively. era with 72 dpi

[54] Simple PCA feature extraction | PCA: 65% accuracy for bayesian | 100 video sequences for 25 peo- | Face  and
and PCA-LDA for processing for | linear classifier, 60% accuracy for | ple, of which 19 male and 9 fe- | gait
low resolution video surveillance | Bayesian quadratic classifier, 55% | male
systems using different classi- | accuracy 1-NN classifier. PCA-
fiers: Bayesian linear and bayesian | LDA: 100% accuracy for all 3
quadratic, 1-NN (nearest neigh- | classifiers
bor)

[46] Zernike Moment (ZM) and Radial | FAR 4.95% and FRR 1.12% for | Public domain DB4 FVC2004 fin- | Fingerprint
Basis Function (RBF) Neural Net- | fusion, compared to face (FAR | gerprint and ORL face databases and face
work 11.52%, FRR 13.47%) and finger-

print (FAR 7.108%, FRR 7.151%)

[47] LG, LPQ, PCA, and LPP for FKP | Different scores for different ex- | DZhang FKP database from 165 | Finger
feature extraction with four dif- | traction algorithms and tehniques | subjects Knuckle
ferent normalization techniques: Print
Min-Max, Z-Score, Median Ab-
solute Derivation (MAD) Tanh-

Estimator

[55] Gabor texture for feature extrac- | Recognition accuracy of 92% | Hong Kong PolyU palmprint | Palmprint

tion and FRR of 1.6 compared with | database and IITK iris database | and iris
other fusion methods which have | of 125 users
a recognition accuracy between
[79.79,98.82]%

[56] Eigen-face and Eigen-palm meth- | GAR of 95% for fusion com- | The test images were acquired us- | Face  and
ods based on PCA for features | pared to 81.48% for palmprint and | ing Canon- Power Shot SX 120 IS, | palmprint
extraction and Min-Max normal- | 88.88% for face. 10 mega pixels
ization method

[57] Patch  distribution  compatible | Average recognition accuracy for | CMU PIE, FERET, and AR face | Face  and
semi-supervised dimension | different test data and samples | databases and USF HumanID gait | gait
reduction for dimension reduction | 84.99% for unseen test data and | database

87.41% and 88.60% for unlabeled
training data.

[58] Active Lines among Face Land- | Authors propose 6 different classi- | CASIA database Face  and
mark Points (ALFLP) for face rep- | fiers from which IBK yields best gait
resentation and Active Horizontal | results: 96.3% recognition accu-

Levels (AHL) for gait. racy.

[59] Gabor filter framework for fea- | Average increase in accuracy of | Two database containing 640 fin- | Finger and
tures extraction, novel supervised | 1.14% in comparison with score | gerprint and finger-vein images finger-vein
local-preserving canonical correla- | level fusion.
tion analysis method (SLPCCAM)
for feature vector generation,

[60] Discrete Cosine Transform (DCT) | 99.75% identification accuracy, | A database of 40 subjects each | Face and
for face features extraction and | FAR of 0.007% and FRR of | having 10 hand and images hand
SVM for classification 0.02% geometry

Continued on next page
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TABLE 3. Continued. Feature level fusion summary.

Paper | Algorithm/system Result Dataset Biometrics

[61] Haar wavelet-based technique for | RBF Kernel performs better with | CASIA database Iris and fin-
feature extraction, and Support | GAR 93% and FAR 0%, com- gerprint
Vector Machine (SVM) classifier | pared with fingerprint (GAR 87%,
for training and testing FAR 4%) and iris (GAR 88%,

FAR 2%).

[62] Sparse  Coding Error Ratio | Authors develop multiple recogni- | Extended Yale B, AR face | Face and ear
(SCER) used to determine | tion methods which can provide | database and USTB ear database
the weight scheme, Sparse | different accuracy rates when both | III
Representation based | samples are 100% corrupted
Classification (SRC) and
Robust Sparse Coding (RSC)
classification

[63] 1D Log-Gabor dual iris codes is | EER 2.89 x 10~%. Other meth- | CASIA-Iris-Thousand and NVIE | Dual iris,
used to fuse them into a vec- | ods obtained an ERR between | face database visible and
tor, Complex Gabor Jet Descriptor | [2.95,13.4] x 1074, thermal
(CGJD) for visible and thermal Face
face representations, and Aczel-

Alsina triangular norm (AA t-
norm) fusion

[64] Robust  linear  programming | ROC curves shows improvement | CASIA-Iris-Distance Eye and
method to fuse the multi- | for the proposed method com- face
biometric data pared with the single biometrics

[50] Monogenic Binary Coding (MBC) | Recognition rate of 98.1% for | IIT Delhi database Palmprint
palmprint feature extraction, inner | (MBC-Ridgelet) and 98.5% for and Finger
knuckle print recognition two al- | (MBC-SIFT) Knuckle
gorithms Ridgelet Transform and Print
Scale Invariant Feature Transform
(SIFT), SVM for classification

[65] Minutiae extraction is done on | FAR 1.2%, FRR 1.6%, Accuracy | FVC2004 database Fingerprint
a preprocessed thinned image, | 96.66% minutia and
Hough Transformation for ridge ridge
extraction

[66] Intel RealSense 3D camera used | EER 2.83%, FRR 9.43% (for FAR | 10 instances of hand scans of 100 | Contactless
for contactless hand geometry fea- | 0.5%) FRR 4.72% (for FAR 1%) | subjects, using Intel RealSense | hand
ture extraction camera geometry

[67] SurfaceCode 3-D palm-print rep- | EER of 0.72% for 2D+3D palm- | PolyU Hand database of 114 sub- | Contactless
resentation, CompCode for 2- | print EER of 0.71% for 2D+3D | jects, each subject presenting 10 | hand
D palm-print representation, in- | palmprint + hand geometry Dy- | different poses (1140 total im- | geometry
cludes pose correction namic fusion 0.28% ages).

[68] Non-stationary feature fusion, a | Recognition accuracy of 99.7% of | ORL and FERET Hong Kong | Face  and
matrix structure constructed from | ORL DB and 97% for FERET DB | PolyU databases palmprint
features traits

[69]. | Viola and Jones method for face | Recognition rate of 97.4% for fu- | 27 persons database Face  and
extraction, background subtraction | sion, compared with 97.7% for gait
for silhouette face and 89.25% for gait.

[70] The entire palm is considered a | EER 0.16% for CASIA and 0.73% | CASIA Palm vein Image Database | Palm-vein
Region of Interest (ROI) which | Lab database and Lab database consisting of
allows sufficient features to be ex- images of right and left hands
tracted of 105 users, using ulti-spectral

Camera (AD-080GE), resolution
1024x768 and 940 nm active in-
frared illumination

[71] Uses four levels of fusion: multi- | Accuracy of 100% and ERR of | ITK database consisting of 4120 | Palm-dorsa
algorithm, data fusion, feature fu- | 1.31%. images from 1030 subjects vein pattern
sion and score fusion

Table finished

and divides them into clusters using the PAM algorithm [79],
and an isomorphic graph is created. The two resulting
graphs (one for face and one for palmprint) are later fused into
one graph and then matching is made. Mohi-ud Din et al. [53]
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use PCA for both feature extraction and Min Max method for
score normalisation. The experimental results showed a GAR
of 95% for the multi-modal system, above the uni-modal
counter parts, where the GAR is 81.48% for the palmprint
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and 88.88% for the face. Svoboda et al. [66] defined a new
approach using a matrix interleaved concatenation method.
The face and palmprint features are extracted using the DCT
method, but they are concatenated in an interleaved matrix
capable of estimating the parameters of the concatenation
features and illustrate their statistical distribution. The main
advantage for this method is that it allows usage of large
data points, as opposed to ‘“‘classic”’ methods. The authors
compared their method with 5 other schemes, 2 at feature
level, one at score, decision and rank level, and showed that
the proposed system provides a 99.7% recognition accuracy,
better then other methods.

Other systems consisting of hand recognition (palm, fin-
gerprint, veins etc) are detailed now. A dual recognition
system using iris and fingerprint is shown in [58]. The Haar
wavelet-based technique is used to extract both feature vec-
tors, the Mahalanobis distance method is used to fuse the
features, and the SVM method is used for system training.
The system has a very low FRR, less then 7%, compared to
8 to 10% for the other existing approaches. Iris scans and
fingerprints are used on a large scale by the India UID project.
The same author [80] proposed an iris and fingerprint recog-
nition system which is both multi-modal and multi-algorithm.
It uses Haar wavelet and block sum techniques to extract iris
features and minutiae and wavelet transforms for fingerprints.
The four feature vectors are fused at feature level, which
offers better accuracy then their uni-modal counterparts.

A palm and fingerprint multi-modal system at both fea-
ture level and score level is proposed by [49]. Specific to
this system is the acquisition system, consisting of a black
box using a Sony DSC W-35 Cyber Shot camera having
resolution of 72 dpi for contactless palmprint acquisition.
The experiments were run on a database of 440 palm and
fingerprints of 55 people. The conclusion is that feature level
fusion performs better then score level fusion.

A palmprint and iris multimodal feature level system
is proposed in [52]. The feature vectors are obtained by
extracting Gabor texture from preprocessed palmprint and
iris images, using wavelet-based fusion techniques to obtain
a common feature vector. Matching is done using the KNN
classifier. This system is tested on a database of 125 users and
has a recognition accuracy of 99.2% with FRR of 1.6%.

Miao et al. [64] proposed a contactless multi-sensor sys-
tem for hand geometry recognition using an Intel RealSense
3D camera. This camera is the first mass produced 3D cam-
era. The system captures the hand image from the camera, and
uses foreground segmentation to identify the hand silhouette
and contour. Once the hand contour has been defined the
fingertips and valleys are detected and the wrist line is com-
puted. After the necessary extractions two features vectors
are created: X2D containing: finger length, width, and wrist
valley distances and Y 3D containing finger widths calculated
by traversing the overall hand surface and median axis to
surface distances. The proposed system had the lowest error
FAR (1.61%), FRR (1.61%), EER (1.61%) then other hand
recognition systems such as in [65] and [81]-[83].
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Wang et al. [63] proposed a system for fusing fingerprint
minutia and ridges at feature level. The scheme obtains a
higher accuracy then other minutia or ridge systems. The
fingerprint recognition system uses the FVC2004 database
and consists of 5 steps: the gray scale fingerprint image is
binarised, the image is thinned and the ridges thickness is
reduced to 1 pixel, minutia extraction is performed on the
thinned image resulting in a feature vector called M, ridge
extraction is performed using Hough Transformation result-
ing in a feature vector called R. According to the authors the
proposed system has an accuracy level of 96.66%, which is
better then 93.5% for minutiae based or 94.6% for ridge based
systems.

Veins, the blood vessels under the skin, can be used for
identification because they are unique to a person including
twins, they don’t change with age, and are harder to forge.
Bokade and Sapkal [56] presented a finger and finger-vein
system. The feature extraction system uses the Gabor fil-
ter and Supervised Local-Preserving Canonical Correlation
Analysis (SLPCCAM) for feature fusion. This fusion rate
achieves an FAR of 1.35% and FRR of 0%. Ahmad et al. [68]
proposed a contactless multi-sample palm-vein recognition
which solved the low resolution images with a bad contrast
problem encountered in most similar systems. To address this
issue the entire palm is used when features are extracted.
The experiments show that the recognition performance is
superior for posture changes compared to other systems.

Human identification at a distance has become an
area of interest, especially for automatic access control
systems in buildings. These systems use facial recogni-
tion, but due to low resolution cameras or improper light-
ing conditions because of the area where the camera is
positioned, such as hallways, the recognition is far from
accurate. Research showed that combining gait with face
recognition can improve the recognition accuracy. Various
systems are presented: a system using PCA-LDA algorithms
for feature extraction which works both at score level and
feature level fusion [50], a recognition system with a new
dimension reduction algorithm called PDC-SSDR [54], a fea-
ture level system using Active Lines among Face Landmark
Points (ALFLP) for face feature extraction and Active Hor-
izontal Levels (AHL) for gait features representation [55],
a gait feature coupling used in conjunction with low resolu-
tion face images [84].

Another face and gait distance recognition was proposed
by Xing et al. [85]. This scheme differs from traditional face
and gait recognition by combining the features without nor-
malisation using coupled projections. The authors prove by
experiments that their system achieves a recognition rate as
high as 98.71% in the context of access control systems such
as the one proposed by [67], who implemented a practical one
camera automatic access control system based on frontal face
and gait recognition, with a recognition rate of 97.4%.

Gawande et al. [61] proposed a novel approach in multi-
biometrics, using robust linear programming (RLP), useful in
identification at a distance. This system obtains good results
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in noisy environments and with small training data. RLP
uses uncertain constraints and was modelled in the context
of biometrics by concatenating all the heterogeneous features
from different biometric modalities A = [A!, A% . AM ] e
R™D where M represents the biometric modalities, (n) train-
ing samples, (D) features. Weight variables are introduced
for each biometric modality and represent the contribution
degree for the fusion. The higher the weight the more relevant
that biometric feature is. The proposed method was tested
on the CASIA-Iris-Distance database containing two eye and
one partial frontal face region pictures. The method produces
high accuracy for noisy environments, thus should be consid-
ered for further research in recognition from a distance where
noise is a significant factor.

C. SCORE LEVEL FUSION

According to researchers score level fusion is more effective
and produces better matching then other fusion methods [10].
The first step in score level fusion is score normalisation,
because features extracted from different modalities have
different domains. Lets assume that biometric modality 1 pro-
duces a feature vector V| € [1, 100] and biometric modality
two V, € [1,2000]. In order to fuse the vectors a common
domain must be defined, so score normalisation techniques
are used. The most common are minimum maximum (MM),
hyperbolic tangent (HT), and z-score (ZS). In the literature
authors present multiple techniques [86], but one of the most
promising ones is Likelihood Ratios (LR), which can obtain
the highest GAR for a predetermined FAR [87], [88].

The last step in score fusion is to fuse the two normalised
vectors. This operation is done either by classification or by
combination. Classification divides the result into impostor
and genuine and has the disadvantage of needing a large
amount and high quality data. Combination fuses scores
generated by different comparators and generates a single
decision. Next we review some of the proposed schemes,
summarised in Table 4.

Jain et al. showed that the best results are obtained by
applying MM, HT and ZS normalisation schemes and adding
the scores [89]. Indovina et al. [90] made an assessment of
COTS software for fingerprint and face recognition using
different algorithms for score level fusion. The tests were
preformed on a database with 972 subjects, and showed that
COTS multi-modal fingerprint and face recognition achieve
better results then their uni-modal counterparts. MM and
Simple Sum algorithms work best on large populations.

Dempster-Shafer theory (D-ST) supports data variation
by introducing uncertainty in fusion [117], [118]. D-ST is
used as a generalization of probability theory and assigns
degrees of belief to hypothesis as a whole as opposed to
single events. Different multi-biometric systems have been
proposed based on this theory such as a multi-fingerprint
system [119], multi-modal face recognition using 3D modal-
ity containing face ridge lines, and 2D modality containing
feature facial points [120], face and voice [93], face and
ear [91], face recognition based score level fusion of global
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and local (part of the face) features [92], signature and hand
shape [121]. Vishi and Yayilgan [110] used D-ST on a biose-
cure DS2 database containing 17 data channels like three
face, six optical and six thermal fingerprint, and two irises.
The framework incorporated a quality fusion which has better
performance then other systems.

There are some multi-biometric verification and authenti-
cation schemes using fuzzy logic, a mathematical approach
based on degrees of truth. Conti et al. [122] proposed the
concept of fuzzy fusion using a multi-modal fingerprint
authentication system comprised of two parallel mono-modal
fingerprint systems and a fusion module.The system is very
scalable and additional mono-modal fingerprint systems can
be added. The authentication system, named AFAS, contains
two submodules, AFAS1 and AFAS2, which will generate
matching scores in the independent fingerprint authentica-
tion systems. AFAS1 uses the index fingerprint for authen-
tication and AFAS2 the middle fingerprint. The fuzzy vault
containing 16 fuzzy rules will perform fusion at score
level or decision level. The system has a better recognition
then the mono-modal one, and the score level fusion is better
then the decision level. Fakhar et al. [123] described a multi-
modal biometric system using fuzzy fusion on face and iris.
This system used the output of each matching system (the
face and the iris) and transforms it into a fuzzy set of rules.
The fuzzy fusion estimates the reliability of the data supplied
by the individuals matchers and performs score level fusion.
The experiments done of a multimodal database containing
108 subjects show better accuracy then the respective uni-
modal systems and existing score level fusion schemes. The
authors extended their work by proposing another multi-
biometric system based on fuzzy fusion at score level, with
Choquet integral [111]. The Choquet integral is applied in
decision theory to measure the utility of an uncertain event.
The values of each biometric matcher are represented in a
fuzzy set using a score matrix. A score equal to 0 makes the
user an impostor and a score equal to 1 shows a genuine user.
Then the fuzzy densities are calculated and used to compute
the Choquet integral. This method was tested on a database
containing two face and fingerprint scores of 517 subjects,
and showed improved accuracy compared to the individual
systems.

Perez et al. [124], proposed a multi-biometric recognition
system using Local Phase Array (LPA), which was proven
to be reliable for face, palmprint and knuckle recognition.
Another biometric recognition system using LPA was pre-
sented in [103]. The multi-modal proposal uses the LPA score
level on iris, face, palmprint and knuckle. The features are
extracted from multi-scale image pyramids with 3 layers.
First reference points for the image are set, then hierarchical
image generation is generated by shrinking the initial image
using the following formula: I*(ny, ny), where [ is the layer
number, and np, ny are 1/ 2! of initial image sizes. Reference
points are calculated for this layer image. The last step is
phase feature extraction, calculated using the 2D DFT (Dis-
crete Fourier Transform).
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TABLE 4. Score level fusion summary.

Paper | Algorithm/system Result Dataset Biometrics

[52] PSO wused to select an opti- | EER 1.02 for S2P1 protocol, EER | IRVI database consisting of videos | Visible and
mal subset of features and cal- | 2.07 for S2PA protocol (S2P1 and | of 60 persons acquired in 2 differ- | IR face im-
culate weighted coefficients. NIR- | S2PA represent an image selec- | ent sessions in an office environ- | ages
KDDA/VI-KDDA For score fu- | tion protocol from the existing | ment.
sion database)

[53] Own palm capture system en- | EER of 0.6141% for sum rule | 55 users and 440 images of palm | Palm  and
closed in a black box EER of 0.5482% for product rule | and fingerprints images, using a | fingerprint

Sony DSCW-35 Cyber Shot cam-
era with 72 dpi

[54] Simple PCA feature extraction | 90% accuracy for Bayesian lin- | 100 video sequences for 25 peo- | Face  and
and PCA transformed in LDA | ear classifier 95% accuracy for | ple, of which 19 male and 9 fe- | gait
space for processing low reso- | Bayesian quadratic classifier 85% | male.
lution video surveillance systems | accuracy 1-NN classifier
and different classifiers: Bayesian
linear and bayesian quadratic, 1-

NN (nearest neighbor)

[71] Uses four levels of fusion: multi- | Accuracy of 100% and ERR of | ITK database consisting of 4120 | Palm-dorsa
algorithm, data fusion, feature fu- | 1.31%. images from 1030 subjects vein pattern
sion and score fusion

[96] Gaussian Mixture Model (GMM) | FRR 5.55%, FAR 3.40%, EER | IIT Kanpur for 420 subjects Face and ear
and Dempster-Shafer decision the- | 4.47%, recognition rate 95.53%
ory for fusion

[97] SIFT features related to indepen- | 98.93% recognition accuracy for | ORL and the IITK face databases | Global and
dent face areas for both global and | ORL and 96.29% for IITK local  (part
part of the face and Dempster- of the face)
Shafer decision theory for fusion features

[95] Fusion of face and voice using | Half Total Error Rate (HTER) | Scores of XM2VTS Benchmark | Face and
Dempster-Shafer varies from 0.030% to 2.056%. database voice

[100] | Palmprint features are extracted | Rank one identification between | PolyU 2D-3D palmprint database | Palmprint
using VARiance measures (VAR) | 99.45% and 85% of 250 users
and compressed using PCA, Hid-
den Markov Model (HMM) for
vector modeling

[101] | Phase-Correlation  Func- tion | EER = 0.003% for threshold of | Hong Kong PolyU palmprint and | Palmprint
(PCF) matching algorithm 0.876 FKP database and Finger

Knuckle
Print

[102] | Introduces the use of T-norms for | For FAR=0.01% the GAR varies | ITD and PolyU database Palmprint,
combining scores from different | between 99.5% and 100% for all hand  vein
modalities. t-norms types. and  hand

geometry

[103] | Simple Average and Weighting | EER varies between 0.0035% to | TJU hand vein database, CASIA | Hand vein,
Average fusion algorithm 1.29% for different normalization | iris and fingerprint database iris and fin-

techniques gerprint

[104] | RIBG (Robust Imputation Based | Recognition rate of 94.32% for | NIST multimodal database Fingerprint
on Group method of data han- | rank 1, when the missing data is and face
dling) used for missing data 25%

[105] | 1D Log-Gabor feature extraction, | EER of 0.222% at a threshold of | Hong Kong PolyU palmprint and | Palmprint
normalized matching distance for | 0.392. FKP database and FKP
matching, normalized Hamming
distance for matching

[106] | DCT is used to extract face fea- | Total error rate varies between | Olivetti Research Laboratory face | Face and iris
tures and PSO to optimize the | 0.0440 and 0.0650 for different | database and CASIA iris database
vector fusion methods.

[35] PCA fusion and DWT image fu- | Different FAR and FRR based | Fingerprint and FKP Hong Kong | FKP and
sion on fusion types and classifiers. | PolyU database fingerprint

The system achieves better perfor-
mance then individual biometrics.

[107] | ICA reduction technique used for | FAR 0.02% and FRR 0.35% 500 subjects with 6 dorsal and 6 | Dorsal and
feature extraction palmar veins each, using CMOS | palmar vein

digital camera, infrared filters and
LEDs
[108] | Multi-normalization based fusion | Improved FRR and FAR, results | FVC2002 fingerprint database and | Fingerprint
varies among the normalization | ELSDSR voice database and voice
methods
Continued on next page
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TABLE 4. Continued. Score level fusion summary.

Paper | Algorithm/system Result Dataset Biometrics

[109] | Phase information using 2D Dis- | EER of 0.278% and computation | FERET face and iris database, | Iris, face,
crete Fourier Transform (DFT) time of 40-60 ms (extraction) and | PolyU and CASIA Palmprint | palmprint,

70-90 ms (matching) database, PolyU FKP database knuckle

[110] | Uses three normalization tech- | EER = 0.00010%, the system | Machine Learning and Applica- | Fingerprint
niques (Min-Max, Z-Score, Hy- | increases performance with 55% | tions (MLA) fingeprint and iris | and iris
perbolic Tangent) and four score | than unimodal counterparts database and CASIA-Iris-Lamp
fusion Methods (Minimum Score, database
Maximum Score Simple Sum and
User Weighting)

[111] | PIUS system. Uses ZS (Zhang- | GAR 13.33% and FAR 3.33% for | PUIS database Left thumb
Suen) trithinning for thumb math- | fusion, compared to face (GAR and left ear
cing. Ear processing uses 5 fea- | 12.66%, FAR 4) and eye (GAR
tures out of 9 (Helix Rim, Lob- | 11.66%, FAR 5%)
ule, Triangular Fossa, Concha, and
Tragus)

[112] | Weight optimization scheme to de- | The overall system offers bet- | FVC2002 fingerprint database and | Fingerprint
termine the right weight in differ- | ter FAR and FRR than unimodal | ELSDSR voice database and voice
ent noise conditions. counterparts and maintained accu-

racy under noise conditions.

[113] | The system uses a quantitative | The system is tested using dif- | 132 videos, of 720x480, 30 fps Face
measure of shared information be- | ferent score rules, but Sin-Rule 2
tween sequent video frames yields best results with an EER

ranging from 0.019% to 0.179%

[114] | Features extraction uses DWT and | EER = 0.072676%, better then the | Lab fingerprint database for 20 | Fingerprint
PCA and classification Euclidean | best fvc2004 competitors which | subjects with 8 fingerprint and iris | and iris
distance. Fusion uses simple sum | obtained an EER of 0.2205 and | images, CASIA v4 iris database
rule with equal weights 1.9025

[115] | SugenoWeber (SW) T-norm fusion | Sum rule,W-Sum rule,Yg and SW | Hong Kong PolyU finger image | Finger

t-norms based-methods perform | Database v1 (for veins and shape), | vein, finger

better for fusion than other meth- | FVC2002 Database Dbl set A | shape,

ods for fingerprints and PolyU FKP | FKP and
database fingerprint

[99] DempsterShafer theory fusion | EER of almost 1% Biosecure DS2 database Face,
with uncertainty fingerprint

(optical and
thermal)

[116] | Fusion at score level using the | First rank accuracy of 99.94% NIST-Multimodal databas Face (two
Choquet integral scores) and

fingerprint

[117] | Sign Local Gradient (SLG) Recognition accuracy of 100% | CASIA and PolyU palmprint | FKP and

and EER of 0.01%. databases, and PolyU FKP | palmprint
database

[118] | 2D Discrete Fourier Transform | FRR of 82.67% and FAR of | FRAV3D database Face texture
(DFT) 17.33%. and depth

[119] | ACO algorithm for selection of | The authors evaluate the algorithm | IITD palmprint and iris database, | Palmprint
decision threshold and fusion rule | in comparison with PSO, demon- | XM2VTS speech and face | and iris,

strating that ACO is better. database, and the NIST BSSRI | speech
faces and fingerprint database and face,
face and
fingerprint

[120] | Transformation-based score fusion | Accuracy 99.22% and FAR 0.71% | Extended Yale Face Database, | Face and

algorithm. NIST FERET databases, ELSDSR | voice
voice database
[121] | Order-Preserving Tree (OTP) GAR of 99% for FAR of 0.01% NIST-multimodal, NIST-face, | Face and
NIST-fingerprint, XM2VTS fingerprint
Table finished

Mahoor and Abdel-Mottaleb [94] performed multiple
fusion scenarios on 2D and 3D palmprints using the fol-
lowing rules: sum-score, min-score, max-score, mul-score
and weighting-score, in a multi-sensor palmprint recognition
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system. This system uses the PCA method for transforming
the acquired 2D and 3D palmprint features into vectors and
Hidden Markov Model (HMM) for feature vector representa-
tion. The experiments done on the PolyU palmprint database
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consisting of 250 subjects, clearly showed that the multi-
biometric system is more efficient then the uni-modal ones.
The use of multiple fusion techniques yield interesting results
such as: the max-score rule gives the best EER in an open set
identification system and weight score performs better in a
closed set identification system, with an accuracy of 99.45%.

Meraoumia et al. [125] proposed another multi-modal
biometric system for a palmprint using 2D and 3D images.
The system uses PCA to reduce the dimensionality of the
feature vector. Features are extracted for each trait using
multiple modalities: on the original data (ORG), on rotation
invariant texture (VAR) and multi-scale wavelet decomposi-
tion (DWT). The Hidden Markov Model (HMM) is used to
model the feature vectors. The system can perform fusion at
both feature or score level. Tests are performed for different
feature extraction and fusion types. Best results are obtained
using “2D-3D-ORG-DWT” [125]. Derbel et al. [69]
described a hybrid multi-modal system. First a palm-dorsa
image is acquired and the vein pattern extracted. When the
user is enrolling in the system two palm-dorsa images and
three vein patters are extracted, which are fused at data fusion
level. Feature level fusion is performed on shape and minutiae
vein patterns, and finally score level fusion is performed on
the matching scores.

A multimodal palmprint and FKP system described by
Mezai et al. [95] uses Phase-Correlation Function (PCF).
The novelty of the system consists in using the PCF function
for matching of both biometric modalities and then perform-
ing fusion at score level. Phase-correlation is applied in imag-
ing processing for image registration using the frequency
domain to estimate the offset between similar images. The
system was tested on a database consisting of 156 subjects
and showed fusion improves both verification and identifica-
tion results.

Kisku et al. [96] proposed the use of triangular
norms (t-norms) in multi-biometrics. A t-norm is a binary
function which satisfies the following properties: commu-
tativity, monotonicity, associativity and the number 1 is the
identity element. The associative property of the function
allows fusion to be performed in any order. The authors
implemented several t-norms for their test like: Einstein
product, Hamacher, Yager, Schweizer & Sklar, Frank. The
proposed fusion methods are tested using palmprint, hand
vein and hand geometry. The features were obtained using
Gabor wavelets from the first two modalities and Indepen-
dent Component Analysis (ICA) for the latter. Results show
that for a FAR of 0.01% SchweizerSklar and Hamacher
t-norms can achieve a GAR of 100%. Another system using
t-norms for fusion is proposed by Aoyama et al. [109]. The
system fuses evidence from finger vein, finger shape, FKP,
and fingerprint taken from a single human finger. Different
methods are used for feature extraction for every trait such
as gabor wavelets and local binary patterns for vein feature,
hybrid descriptor method for fingerprint, Fourier descriptor
and PCA for finger shape, and log-Gabor filters for FKP. The
system out-performs the uni-biometric counterparts and other
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multi-modal score level systems, using classic methods like
Max, Min, Sum, Weighted Sum, etc.

Anzar and Sathidevi [112] proposed a multi-modal authen-
tication system using finger knuckleprint and palmprint. The
authors use the Sign Local Gradient (SLG) method to
transform the Regions of Interest (ROIs) from both features
in vcode and hcode. These image representations are more
stable then gray-scale images and provide better feature rep-
resentations, which allows for better feature extraction. The
SLG transformation computes the sign code (SC) for every
pixel in the image using 8 neighbouring pixels. In the end
the SC will be represented as a binary number defined by the
following formula:

1 if (Neigh; > 0) where Neigh; € [1,2,3...,8]

SCi= .
0 otherwise

@

After the feature extraction the sum score fusion rule is used.
The experiments are run on publicly available databases:
CASIA and PolyU palmprint databases, and PolyU knuck-
leprint database. The system achieved a recognition accuracy
of 100% and EER of 0.01%.

Fakhar et al. [116] try to improve recognition accu-
racy with a new order preserving probabilistic algorithm
called Order-Preserving Tree (OTP). Because OTP is non-
parametric it doesn’t need fine tuning during the training
phase, making the training procedure faster and more effi-
cient. OTP doesn’t use density probability estimation, but
estimates the posterior probabilities. This algorithm is applied
on two public multi-biometric face and fingerprint databases.
Results show that the OPT algorithm outperforms many well
known score level algorithms achieving a GAR of 99% for
FAR of 0.01%.

Research showed that when applying score level fusion
weighting the influence of a modality in the overall matching
score is desirable. This principle was applied to the next level
by incorporating Al algorithms in determining the optimal
weights to be used based on particular multi-biometric sys-
tem. Such a proposal is made by Alford et al. [126] which
introduce Genetic and Evolutionary Computation (GEC) to
optimise the weights for face and periocular biometrics
authentication. Eigenface method is used to extract the face
features and Local Binary Patterns (LBP) for periocular. The
experiments show that when the two traits are weighted
evenly the recognition accuracy is 90.77% as opposed to
95.24% when GEC is applied. Meraoumia et al. [100] pro-
poses a multimodal system for face and iris using PSO for
both feature extraction and SVM for score level fusion.

A similar concept is proposed by Sim et al. [127] for iris
and face recognition in non-ideal conditions such as: reflec-
tions, blurred image, wrong angles and poses. The authors
propose a new algorithm for iris segmentation in off-angle
scenario named DLSEFGC. DLSEFGC combines geometric
calibration which is first used to minimize the pupil distortion
and restore it to the circular shape and ellipse fitting to fit the
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ellipse around the iris. In off-angle images the iris circular
shape of the iris can’t be distinguished, so additional methods
need to be used. Significant iris features are extracted using
a combination of Haar Wavelet and Neural Network, called
NeuWave Network. This method transforms the segmented
iris into wavelet coefficients. The higher the coefficient the
more representative the data is, small coefficients represent
noise. The weighted scores for the fusion are set after the
normalised score of each individual matcher. The results
show that compared with other score level fusion techniques,
the proposed system achieves better FAR and FRR.

Poh and Kittler [128] proposed a unified framework with
quality measures. Quality dependant fusion is a fairly new
research direction aiming to combine quality measures in
the fusion process. This will allow the system to detect and
automatically assign better weights to traits that present a
better quality. Such a framework must incorporate a method
to detect quality measures and a special fusion mechanism
which can incorporate quality measures and match scores
from the modalities fused. Quality measures have several
meanings in literature and ranges from the degree of accuracy
of the biometric trait to quality of the specific biometric
sample. The authors managed to incorporate in the proposed
framework both approaches, feature-based and cluster-based,
which can be created using generative or discriminative
classifiers. The study concluded that a discriminative clas-
sifier is preferred because it needs to estimate less param-
eters, and cluster-based models should be chosen because
they can implement more quality measures, which might
be very important when combining multiple biometric traits
where quality measures can differ from one trait to another.
Fierrez-Aguilar [129], [130] proposes a quality based multi-
algorithm for fingerprint verification. The method uses the
average sum rule for two different matchers based on ridges
and minutia. The basic approach for the use of this rule is the
significant drop in matching accuracy for one of the matchers
under poor image quality. Experiments have demonstrated
that ridge fingerprint verification performs better using low
quality fingerprint images than the minutiae approach.

Hanmandlu et al. [102] showed that multi-normalisation
can be applied to achieve better score fusion results. Normally
a multi-biometric system uses a single type of normalisation,
which is applied to all traits. The authors proposed different
normalisation techniques to be applied to each trait or even
on the same trait. The system is tested on fingerprint and
voice for different noise environments. With regards to the
score normalisation methods, Kisku ef al. [97] performed
a mathematical and practical analysis for different normali-
sation techniques applied to hand vein, iris and fingerprint,
and demonstrated that the theoretical and the practical results
coincide.

Score level fusion under a condition of missing data can’t
be performed. Applying reduction algorithms to delete the
incomplete vectors can’t be used at this level, because fusion
can’t be performed at all. For this problem Kisku et al. [98]
proposed a recognition scheme designed to function with
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missing data. The scheme uses the Robust Imputation Based
Group (RIBG) method for filling in the missing data. RIBG
algorithm fills in the vector with estimates by calculating
a simple mean imputation. Then the initial estimates are
updated using the Group Method of Data Handling (GMDH)
method. The process is repeated until the missing score
estimates are below a predefined threshold. The proposed
scheme uses Bees Algorithm to automatically assign the best
weights for the Weighted Sum method. Experiments were
run on databases containing left and right index fingerprints
and two face scores (obtained using different algorithms).
The recognition rate is 100% when missing data is 5%,
10% or 15% and 99.61% for 20% and 25%.

We have grouped multi-biometric systems by certain algo-
rithms used or interesting features. In what follows we will
group them by traits. We’ll start with schemes containing
thumbs. Meraoumia et al. [105 Jproposed PUIS, a multi-
modal left thumb and left ear biometric system. The main
system characteristics are the preprocessing steps for enhanc-
ing the thumb image acquisition, before feature extraction.
A Gaussian smoothing function is applied to the thumb image
for enhancement and ZS (Zhang-Suen) thinning algorithm,
which proved to yield the best results. Ear processing uses
5 out of 9 features. The system can work at score/rank level,
and proved a 80% reliability, which can be increased to 100%
if the additional 4 ear features are included.

Xu et al. [131] proposed a new method of multi-modal
biometrics, by combining the left and right palmprint at score
level. Three different matching scores are fused: the left plam-
print, right palmprint and a cross matching of a sample left
palmprint, and a stored right palmprint. The method demon-
strated that there is a correlation between the left palmprint
and right palmprint of the same subject, which can be used as
a match score, and for better matching accuracy. It’s proven
by testing that left and right palmprint can be cross-matched
for better identity identification.

Anzar and Sathidevi [108] proposed a fingerprint and
iris system using discrete wavelet transformation (DWT),
which generates 4 fingerprint subsamples, and PCA (Princi-
pal Techniques Analysis) for feature extraction. The sample
feature vector is matched with the template database using
Euclidean Distance (ED). The iris matching uses the same
algorithms for feature extraction and matching. The fusion
of these two modules is done at score level using the sum
of score technique. The experiments were conducted on a
database of 20 subjects and prove that the proposed method
has a GAR of 98% as opposed to 58% for a uni-modal
fingerprint and 75% for a uni-modal iris. Also, the EER
is as low as 0.35 for multi-modal system, compared to
0.40 and 0.35 for uni-modal fingerprint and iris respectively.

Another fingerprint and iris authentication system was
proposed by Tran et al. [104], combining multiple techniques:
three score normalisation (the most common ones: MM, HT,
and ZS) and four score fusion techniques (Minimum Score,
Maximum Score, Simple Sum, and User Weighting). The
experiments were conducted on two separate databases with
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different image quality. Four scenarios were proposed by the
authors: Best fingerprint - best iris, best fingerprint - worst
iris, worst fingerprint - best iris, worst fingerprint - worst
iris. As expected the best results were obtained by the first
scenario utilising the best of the databases, and the worst
result by the last scenario, which uses the worst databases.

Schemes including face recognition are detailed next.
A multi-modal distance recognition system using face and
gait was proposed by Hofmann ez al. [132] using a foreground
segmentation technique based on alpha-matting. This tech-
nique improves the feature extraction for gait features and
when fused with face it provides better recognition accuracy.
The same features were combined by Guan et al. [133] who
proposed this multi-modal approach to account for intra-class
recognition problems in uni-modal gait recognition systems
using the Random Subspace Method (RSM).

El-Alfy and BinMakhashen [60] proposed a dual iris, and
visible and thermal face recognition system. 1D Log-Gabor
feature level fusion was performed on two iris codes and
Complex Gabor Jet Descriptor (CGJD) on visible and thermal
face sample. Score level fusion was applied for the final
decision.

Some multi-modal systems are susceptible to noise, espe-
cially those using one of the following traits: voice, face,
signature. Liau and Isa [106] optimised a score level fusion
multi-modal scheme, by introducing a weighted sum rule.
The idea was to assign different weights to account for the
traits with noisy data. The method was tested on a multi-
modal system using fingerprint and voice. The weight fac-
tor was determined in the training/validation phase using
the Leave-One-Out Cross Validation (LOOCYV) technique.
LOOCYV divides the data samples into subsets and uses a
single observation as validation data and the rest as training
data.

Heenaye and Khan [107] proposed a multi-sample face
recognition system useful for video surveillance. The system
compares information from multiple frames from a video
frames to a stored template. The approach accounts for the
information diversity found in consecutive video frames,
unlike traditional score fusion methods. The information
between consecutive frames is captured and used to enhance
fusion score performance. In practice if two video frames
have similar content only the best of them will be consid-
ered for fusion. The experiments showed that the proposed
frame quality method provides better performance then clas-
sic methods.

Satheesan et al. [113] proposed a multi-modal 3D face
recognition system fusing texture and depth features. The
recognition is made only by 3D facial scan from the user and
no other additional information. Results show that recogni-
tion is better then each trait separately with a FRR of 82.67%
and FAR of 17.33%.

Peng et al. [115] proposed a transformation based fusion
algorithm for face and voice, based on ensemble classifier.
Two separate voice and face modules generate compatible
matching scores which are sent and processed by the fusion
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module. The scores are fused using the weighted sum score
method. The algorithm has a FAR of 0.71% and might not be
suitable for applications where FAR must be 0%.

Peng et al. [101] proposed a multi-biometric authentication
based on dorsal and palmar vein. The authors used a CMOS
digital camera using infra-red and LEDs to capture the vein
images. In total 500 individuals from different ethnic groups
participate in the study and 6 dorsal and palmar images were
captured. Each trait is represented using the ICA method,
the Min-Max normalisation scheme is applied and then sum
rule fusion is applied. Experimental results clearly show that
the multi-modal approach yields better recognition results
with a FAR of 0.02% and FRR of 0.35% as opposed to uni-
biometric counterparts.

D. RANK LEVEL FUSION

Rank level fusion is performed by ranking the potential
matches between the sample and the database, and creating
a list between all possible matches in the database. The first
choice is the match. Ranks should offer accuracy and consis-
tency when different matchers are used, and doesn’t require
normalisation like score level fusion. A rank level fusion will
create a matrix R = r; j, where r is the rank of the I; identity
and j matcher. Then the matrix is reordered so the highest
rank (from all the matchers) is assigned to the identity with
lowest r.

The methods for rank consolidation to make a final deci-
sion are discussed by [134]. The ones used extensively in
biometrics are highest rank, Borda count, logistic regression,
and the Bayesian approach.

The highest rank method is useful for fusing results from
individual matchers. The final decision or consensus rank-
ing (CR) is obtained by sorting the identities by their highest
rank obtained from individual matchers, using the following
formula:

m
CR = I_l’li{l R;, where m is the number of classifiers. (3)
i=

This method uses the strength of the individual matchers,
but it can cause problems when multiple matchers are used
because some classifiers can have the same rankings.

Borda count is the most frequently used method for rank
fusion. It sums up the assigned rank by individual match-
ers. The consensus rank is obtained by using the following
equation:

m
CR = Z R; where CR is sorted in ascending order. (4)

i=1

This method is very easy to implement, but has a practical
disadvantage: it assumes that all matchers perform equally,
which can’t be true in a real life scenario.

The logistic regression method, a variation of the Borda
count method, introduces weights to calculate the ranks,
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using the following formula:
m
CR=)_ Wi )
i=1

Logistic regression should be used when the matchers per-
form differently and their “importance” in final decision
should be weighted.

The Bayesian approach introduces the concept of rank
distribution modelled as the probability that the matcher will
assign a true identity. CR is given by the formula:

m
CR = ]‘[ Pi(Ri) (6)
i=1
where P;(Ri) is the probability that rank R; is assigned to
a genuine identity. This method can be negatively impacted
by missing data, a false identity can be mistakenly assigned
a true identity. In this scenario, at the very least the same
probability should be assigned to all users [135], or use
another ranking method.

Kumar and Shekhar [136] studied the implication of using
different combination of methods in rank level fusion for
palmprint identification, using multiple palmprint represen-
tations. The authors tried to aggregate the results obtained
by different matchers, using a new method called Nonlinear
Weighted Ranks (NWR), which combines the ranks returned
by individual ranking methods and weights and combines
them. Combining different methods gives better results and
is, in author’s opinion, very useful for COTS devices which
combine information from different sensors or combining
different touchless biometric systems. Kumar et al. [137]
proposed a hybrid system based on ear and iris. Each indi-
vidual trait produces an individual match score, which is then
ranked. The system performs a fused rank level fusion. The
fused rank is compared with every individual score threshold
and a decision is made. The optimal thresholds are estimated
using PSO. The experimental results show a FAR of 0.09%
and FRR of 1.5%.

Rank level fusion may be deficient with low quality data
due to noisy environments. Abaza and Ross [138] presented
a method to work with low quality fingerprints. They use
a derivation of the Borda count method, which includes
image quality. This method is similar to the logical regression
method, but instead of weights image quality is used because
it doesn’t require a training phase like the logical regression
method. Marasco et al. [139] tried to assess the real impact
of low quality images in rank level fusion. Their experiment
proved that rank level fusion is stable when the degradation
of the image is not significant.

The ranking methods might pose a problem for large
databases, where not all outputs are calculated and only
few ranks are assigned, so Monwar and Gavrilova [140]
introduced the Markov chain approach for rank level fusion.
Markov chain is a stochastic series of events, where the next
event depends on the present or preceding state. A Markov
chain can be formally modelled by a series of graphs where
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the edges describe the transition from time n to n+ 1. First the
ranks for each classifier corresponding to a biometric identity
are created. If the classifiers are only outputting partial data,
such as the first 3 ranking results, the lists can be completed
by adding randomly inserted elements or by examining the
partial list. The transition matrix 7 is created and the station-
ary distribution of the Markov chain is computed, using the
equation:

mw=nT, please refer to [141] for details on Marcov chains

(N

The identities will be ranked according to the highest
score of the stationary distribution. The authors tested the
fusion technique using a multi-modal biometric system using
face, ear, and iris. The system obtained a EER of 1.71%
compared to the following multi-biometric systems: [142]
EER of 1.88% using signature and voice at match score
level, [143] EER of 3.20% using palmprint (texture,
line, appearance), and [144] EER of 3.39% using finger-
print (minutia and texture). Another approach to solving the
problem of different matchers ranks was proposed by [145].
The multi-modal system uses three matchers (face, ear, and
signature), but fusion is performed only on the identities
outputted by at least two matchers.

In Table 5 we included a small summary of the most
relevant rank level schemes:

E. DECISION LEVEL FUSION

Decision level fusion combines either the decisions of sep-
arate algorithms, or decisions made separately on different
evidence. Many COTS products have implemented this type
of fusion. There are several “‘classic’’ rules used in deci-
sion fusion, which are detailed next. “AND” and “OR”
rules [146] is the simplest and easiest to implement. The
“AND” rule will output genuine if all the matchers outputs
are in agreement the sample are genuine. The “OR” rule will
output genuine if at least one matcher decides the sample
is genuine. “AND”’ rule might be considered reliable which
is validated by a low FAR, but the downside is the FRR
extremely high, higher then the ones of individual matchers.
The same principle applies in reverse for the “OR” rule: FAR
is higher then individual matchers and FRR is low. This rule
is rarely used in practice, though Tao and Veldhuis [147] pro-
posed a optimised threshold method using the “AND” and
“OR” rule. In order to work the thresholds of the classifiers
are modified and optimised in the training phase.

Majority voting proposed by [148] is another decision
fusion method, and the most common approach. The final
decision is the one that the majority of matchers agree on.
Majority voting assumes that all the matchers perform at the
same level. If this is not the case weighted majority voting
must be used [149]. This method assigns higher weights to
better performing matchers.

Prabhakar and Jain [150] proposed a multi-algorithm deci-
sion level fusion for fingerprints. The system combines
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TABLE 5. Rank level fusion summary.

Paper | Algorithm/system Result Dataset Biometrics
[137] Incorporates both rank and decision | FAR is 0.09% and FRR is 1.5% IIT Delhi, 100 users with 5 year sam- | Ear and iris
fusion by using PSO ples, CASIA V2 lamp iris database
[138] Quality based rank level fusion Including image quality in the ranking | WVU multibiometric database, public | Face and 4
increases the Borda count by 40% database from the National Institute of | fingers (index
Standards and Technology (NIST) and thumb of
the right and
left hands)
[145] PCA and Fishers linear discriminant EER 1.12% Olivetti Research Lab Database face | Face, ear, and
database, two public domain ear | signature
databases, University of Rajshahi sig-
nature databaseRUSign
[136] Multiple rank level fusion approaches: | Best performance is achieved by | NIST BSSR1 multimodal database Palmprint
Borda count, logistic regression, | Weighed Borda Count
weighted Borda count, highest rank
method, and Bucklin method
[140] Markov chain model EER 1.71% CASIA Iris Image Database, USTB Face, ear, and
ear database, FERET face database iris

four different fingerprint matching algorithms, two minutia
based (Hough transform, String distance, 2D dynamic pro-
gramming) and one texture based. The scheme design empha-
sises classifier selection prior to applying decision fusion.
The proposed scheme improves the fingerprint verification
system by 3%.

Decision fusion depends on the threshold of each classi-
fier, that minimum score which determine if the sample is
genuine (above threshold) or an impostor (below). Some of
the biometric systems assumed that the classifiers are inde-
pendent of one another, but there are others which assume that
the classifiers must be dependent, at least in a multi-biometric
system. Veeramachaneni et al. [151] proposed a verification
system based on two fusion strategies for correlated threshold
classifiers: Likelihood Ratio Test (LRT), which experiments
show to still be dependent on the threshold of the indi-
vidual classifiers, and Particle Swarm Optimisation (PSO)
decision strategy, which is proven more effective. The PSO
strategy offers better accuracy then score level fusion algo-
rithms (using sum-rule or z-norm). PSO is used by [152] for
decision level fusion of palmprint and hand geometry and
automatically selects the sensor points which are optimal and
one of the 16 fusion rules. The authors used the same work
for score level fusion [153] and demonstrated that this sys-
tem achieves better performance at score level then decision
level. Veeramachaneni et al. [154] proposed a multi-modal
biometric management (AMBM) which performs real time
sensor management using PSO, by searching in real time
the optimal sensor configuration and optimal decision rule.
Kumar et al. [155] presented another scheme for palmprint
and hand vein based on a similar concept, Ant Colony Opti-
mization (ACO), an algorithm which models the optimal path
finding by ants in a colony, where all the possible solutions
are proven to be slightly better then PSO. A continuation of
this work was made by Rajbhoj and Mane [114], where the
ACO algorithm was tested on multiple multi-modal databases
such as palmprint and iris, speech and face, face and finger-
print. The system was tested on both score level fusion and
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decision fusion, from which score level fusion yields better
results.

Paul er al. [156] proposed the first paper to use Social
Network Analysis (SNA) in biometric recognition. The multi-
modal system based on three features (face, ear, signature),
combines multi-modal fusion with SNA, thus reducing the
error rate and increasing security. The feature extraction uses
the FLDA method commonly known as Fisherimage fea-
ture extraction, which is a combination of PCA and LDA.
Afterwards the extraction of a SN (social network) is con-
structed for both testing and classification, and the SN map
is constructed. The following metrics can be used to increase
classifier confidence: betweenness, Eigenvector and degree
centrality. The system obtained a 100% GAR with 5% FAR.

Fuzzy vault can be used for authentication and verification
systems. We have presented such systems in Section III-C.
Some systems operate both at decision level and score
level, such as [122]. Lau et al. [157] presented a multi-
modal biometric system which operates at the decision
level, for speaker and fingerprint verification combined with
face authentication. The system operates under strenuous
conditions and can verify and authenticate subjects in adverse
conditions like finger misplacement, different fingerprint
pressure and sweat, difficult lighting or turned head for face
recognition. Authors obtained a relative improvement of 52%
above similar systems.

Abdolahi et al. [158] proposed a multi-modal finger-
print and iris system at the decision level. The novelty
is implementation of weights in the fusion, which can
improve the accuracy of the system because some bio-
metric traits are stronger and more reliable then others.
Benaliouche and Touahria [159] proposed a multi-modal
multi-algorithm biometric system based on iris and finger-
print using fuzzy logic matching scheme at decision level.
This system implements three distinct matching algorithms:
the first two algorithms use fusion of the iris and fingerprint
by the sum rule and weighted rule, then the final decision is
made by the fuzzy system using if then rules. The authors
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TABLE 6. Decision level fusion summary.

Paper | Algorithm/system Result Dataset Biometrics
[163] | PCA, LDA, LBPH, Sub-pattern | Recognition accuracy 98.75% ORL face and CASIA iris | Face andiris

PCA, and Modular PCA extrac- database

tion algorithms. Uses multiple fu-

sion levels

[119] | ACO algorithm for selection of | The authors evaluate the algorithm | IITD palmprint and iris database, | Palmprint
decision threshold and fusion rule | in comparison with PSO, demon- | XM2VTS speech and face | and iris,
strating that ACO is better database, and the NIST BSSRI1 | speech
faces and fingerprint database and  face,
face and
fingerprint
[155] | ACO algorithm for selection be- | Recognition rate 99% 150 users, using a Canon A630 | Palmprint
tween 16 fusion rules and decision digital camera with 8.5 mega | and  hand
thresholds pixel, and a ring shaped fluores- | vein
cent lighting source, have been
used to acquire the images
[137] | Incorporates both rank and deci- | FAR is 0.09% and FRR is1.5% IIT Delhi, 100 users with 5 year | Ear and iris
sion fusion by using PSO samples, CASIA V2 lamp iris
database
[158] | Fuzzy logic is used for decision | FAR is 2%, FRR 2% and accuracy | CASIA standard database Fingerprint
fusion 98.3% and iris
[159] | Comparative performance study of | Fuzzy logic is best for decision | CASIA-Iris databases V1 and V2 | Iris and fin-
classical sum rule, weighted sum | level and the FVC 2004 fingerprint | gerprint
rule, and fuzzy logic method for database
decision level
[156] | FLDA for feature extraction and | 100% GAR with 5% FAR Face: FERET, VidTIMIT, Olivetti | Face,

SNA for classification Research Lab Database; Ear: the | ear and
University of Science and Tech- | signature
nology Beijing (USTB) Image
Database I and Database II; Sig-
nature: University of Rajshahi sig-
nature database: RUSign

proposed an implementation of their system and show that
the proposed system is better then other schemes, having a
FRR =0.05% and match time = 0.174 sec, as opposed to FRR
over 2% for similar schemes. The system is compared with
similar multi-modal fingerprint and iris schemes like [160] at
decision level fusion and two at feature level fusion: [161],
[162]. A hybrid scheme is proposed by Azom et al. [163].
This scheme uses five different feature extraction algorithms:
Principal component analysis (PCA), Linear discriminant
analysis (LDA), Local binary pattern histogram (LBPH),
Sub-pattern principal component analysis, and Modular prin-
cipal component analysis for each trait: face and iris. Feature
level fusion is performed for each modality, obtaining two
classifiers. Weighted score level fusion is performed for the
LDA face extraction algorithm and LBPH for iris creating the
third classifier. The resulting three classifiers are fused using
decision level fusion.

In Table 6 we provide a small summary of the most relevant
decision level schemes.

F. FUSION SUMMARY

We can’t tell for sure which fusion method is better,
because it depends on the biometric traits being fused
and other conditions such as data noise and missing data.
Marasco and Sansone [164] made experimental comparison
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between different methods of combining biometric systems.
They consider multiple fusion levels: score level (for min,
max, media, weighted sum, and weighted product), rank
level (for Highest rank, Borda count, Logistic regression
schemes), decision level (for pure majority voting) and
Hybrid rank-score fusion (for predictor-based majority vot-
ing, predictor-based sequential and predictor-based borda
count). The experiments were conducted on face and fin-
gerprint. The main conclusion is that adding biometric traits
to the fusion does not necessary increase the performance,
not for all the methods. The score sum method increases
performance for different modalities. The best results are
obtained by hybrid score-rank fusion.

Table 10, located in Appendix A, summarises of relevant
fusion schemes. This Table aims to be a easy to follow and
an overview of the schemes. We have opted to divide the
multi-biometric types into multi-modal, hybrid and other.
If the scheme is included in the other category we mention
to which category it belongs. The schemes are sorted by
publication year. All the schemes in this table are included in
the individual fusion tables, but the general overview helps
researchers identify schemes based on a certain trait. If as
an example we are interested in multi-biometric schemes in
which fingerprint feature was used, table 10 can be very
useful. After identifying all the schemes using the desired
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FIGURE 3. Biometric attack places, as depicted by [165].

feature the researcher can go to the appropriate fusion section
and check the table there and receive additional information
regarding methods and algorithms used.

IV. MULTI-BIOMETRIC SECURITY
Using biometrics (single or multiple) poses the following
security and privacy issues: [11]:

« Biometrics are not secret - nowadays user biometric data
can be acquired very easily without user knowledge by:
voice recording, video recording from a distance, which
manages to register user gait, face etc.

o Biometrics can’t be revoked or cancelled, and once
compromised that biometric trait should be considered
unusable. Biometric data is permanent, it’s impossible
to “issue’” new fingerprints, and if disclosed that data is
still linked to the user. A biometric feature can be com-
promised by two means: data hacking and user accident
resulting in trait compromise, like fingertips burning.

o Permanent tracking record - biometric data can be suc-
cessfully used to track the user.

According to Ratha et al. [165] a generic biometric system
is vulnerable to attacks in 8 places depicted in Figure 3. The
numbers in Figure 3 are detailed below:

« 1Fake biometrics - an attacker presents fake biometrics
to the sensor with the scope of fooling the system. This
type of attacks are quite successful.

« 2 Resubmitting stored signals - a recorded signal is
presented to the system, like a face photo or a recorded
audio signal.

e 3 Overriding the feature extraction process - the
feature extraction module is attacked directly and the
intruder replaces the feature set with the desired one.

o 4 Tampering with biometric representation - the fea-
tures extracted by the extraction module are replaced
with a different set.

o 5 Corrupting the matcher - the attacker gains control
over the matcher and obtains desired match scores.

o 6 Tampering with stored templates - the templates are
stored in a database, so a possible attacker might try
to modify the stored templates or use the templates to
generate fake biometrics.

« 7 Communication interception - intercepting the com-
munication between the matcher and database and send-
ing other information.

« 8 Overriding the final decision - will make the matcher
give the decision desired by the attacker.

All items detailed above, with the exception of 1, 2 and 6,
imply gaining access to the biometric system itself and
some methods might work only on some biometric systems.
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Meanwhile compromising items 1, 2 (fake biometrics)
and 6 (tampering with the stored template) will yield results
on all types of biometric systems. Tampering with the stored
template has two aspects: the first one is compromising the
database and editing or deleting records, and the second
using the stored template to recreate the original biomet-
rics and obtain fake biometrics. Creating fake biometrics
can be achieved by recreating them from the stored tem-
plate or acquiring from the subject itself without his knowl-
edge. In the end, in relation with biometric security, the most
important things are: faking biometric data and template pro-
tection. In the reminder of this chapter we’ll focus on these
two aspects.

A. FAKING BIOMETRIC DATA

Can biometrics be faked easily? We are going to answer this
question by surveying some of the most relevant papers on
this subject.

Matsumoto et al. [166] demonstrated that using artifi-
cial fingers fingerprints sensors can be fooled. Different
authors [167]-[170], showed that many fingerprint verifi-
cation systems can be susceptible to artificial fingerprints
attacks, that’s why there are multiple proposals on how to
stop the use of fake fingerprints like: odor analysis [171],
fingerprints pores [172], and liveness detection [173]. Like
fingerprints, iris scans are vulnerable to fake iris attacks
as shown by [174] and various detection mechanisms are
proposed by [175]-[180] to mention a few. Another biometric
very susceptible to spoofing attacks is face authentication
by using pictures. There are a lot of techniques proposed to
detect this issue: [181]-[189]. Zhang et al. [190] proposed the
first face spoofing database to be used as an evaluation frame-
work. Hands geometry can also be spoofed by creating fake
hands. This concept was introduced by [191] and [192], but it
was Chen et al. [193] who proposed a practical model using
plaster to create fake hands. The authors demonstrate that the
fake hands can be created without the user knowledge from
hand templates stored into the database. Other soft biometrics
can be easily spoofed: voice can be easily recorded or spoofed
artificially [194], gait can be spoofed using a video camera
from a distance to capture the user motion [195].

Multi-modal biometrics are believed to be more secure,
because it is very unlikely that an attacker can gain access
to all sources of biometric data and spoof them all. This
claim however hasn’t been proven and research demonstrates
the contrary [196]. Rodrigues et al. [196] ran 4 different
experiments on a face and fingerprint multi-modal system.
The 4 scenarios were: no trait was spoofed, only fingerprint
spoofed, only face spoofed, and both traits spoofed. Three
different multi-modal fusion schemes were tested and the
results contradict popular believe that a multi-modal biomet-
ric system is more secure. The experiments showed that it is
enough to spoof only one trait while the other one is a random
impostor one. The same conclusion was independently veri-
fiedin [197], [198], and [199], who used spoofed samples and
different attacks scenarios. The authors also confirmed that
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the FAR increases under spoofed conditions and the attacker
might be wrongly authenticated by spoofing only one trait.
Gomez-Barrero er al. [200] details a software attack on a
multi-biometric system and achieve the same conclusion as
previous studies: the multi-biometric system didn’t present
more security then the uni-modal counterparts.

Marasco et al. [201] proposed a system that incorporates a
spoofing detection algorithm (liveness) in the fusion scheme.
The multi-modal system using face and fingerprint includes a
liveness detection for fingerprint. The results show the system
is resistant to attacks when only the fingerprint is spoofed.
Other spoofing detection methods incorporated in the fusion
are proposed in [202] and [203]. Marfella et al. [202] tested
the liveness integration for score and decision fusion and
concluded that incorporating liveness at fusion level makes
the system more secure against spoofing attacks.

Recently Cornett [204] argued that including a liveness
sensor might not be as easy as it sounds especially for mobile
devices. Most smartphone vendors have a fingerprint sensor
embedded into the home button, which can be used to unlock
the phone. The sensors for smarphones were designed to
provide a good balance between easiness of use and security.
If the sensor is very accurate, but the FRR high, a user
might be annoyed because he has to try multiple times to
authenticate himself. Introducing a liveness detection in the
sensor might have opposing effects and will most certainly
reject a genuine user more times then it should. In this case
the smartphone user will choose to disable the feature.

1) ACQUIRING BIOMETRIC DATA THROUGH loT
We believe that some IoT devices represent the most danger
to multi-biometrics, because they can be used to acquire
biometric data with or without user knowledge. This data
might be used to fake biometrics. A recent attack on U.S.
government Office of Personnel Management (OPM) result-
ing in 5.6 million fingerprint stolen, is a clear indication that
poor data security can have devastating consequences. The
most troubling news is not the attack itself, but the entity in
question: the OPM unit of the U.S. military. OPM stores the
identities and biometrics of federal contractors, some of them
working on classified military technology. One might assume
that this data would be guarded against attacks. What happens
with the biometric data stored by private companies, which
don’t have as much security as the U.S. government? Google
now, Apple’s Siri, Microsoft Cortana record everything the
user says and sends the information to companies servers
over the Internet [205], Samsung TV’s automatically records
conversations the user have and uses them for automatic
speech recognition [206], most wearable devices record vital
information about behavioural biometrics. In the context of
IoT and smart devices the most dangerous of them all is our
smartphone, because it can be used to acquire direct multi-
biometric data from it’s user. We are demonstrating our claim
in the next paragraphs.

Nowadays smartphones are a privacy nightmare, because
they can be used very easily to record information and to
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acquire user multi-biometric data. If companies like Google,
Apple, Microsoft might be considered safe, from the perspec-
tive of data security and selling acquired biometric, the same
cannot be said about third party applications installed on
smartphones. We are not arguing that third party applications
use the data for malicious purposes, but most of the vendors
of free applications ask for more permissions then needed
because they sell the data to advertisers. This is the business
model and how they make money, because it is more lucrative
to sell user data then earning money through in-app adver-
tising. Even if the application vendor doesn’t sell the data,
the biometric data might be in danger. We don’t know how
this data is stored and it’s safe to assume that if military
computers were penetrated, a smartphone application vendor
might not be much of a challenge.

When an application is installed on a smartphone it
requires permissions, defining what the application can
access from that device. The most misused permission is
camera and microphone [207]. This permission can be used
to capture images for face recognition, retina scan, voice
recording. Sometimes applications request root enabling
them access to every device sensor such as fingerprint, heart
monitoring and gait, key logging for getting behavioural
information about keystrokes and screen shots, very useful
to gather user passwords.

When a smartphone application is published in the respec-
tive application store, it has to be checked for compliance to
store policy. In 2013 Han et al. [208] published a research
paper demonstrating how they circumvented Apple’s permis-
sion system. The researchers created free applications, which
used special crafted functions concealing their access to not
granted permissions. When a user installed one of the free
applications, they saw no permissions requests. As a result
the authors managed to get user passwords, unlock the phone
in almost 40 seconds (for phones using birth-date as PIN) and
less than 10 minutes for other PINs, block calls, snapshot-
taking, secret filming, tweet-posting, SMS sending, Email-
sending. It took Apple one year to solve the problems with
the permissions in the application store, meanwhile other
malicious entities could have used them to gain valuable data
including user multi-biometric data.

Zcaler’s labs stated that over 40% of mobile applica-
tions communicate data to third parties [209], majority of
smart-phone users don’t understand or check the permis-
sions requests when installing a new application and root
exploits can bypass the entire permissions system [210].
Fiebig et al. [211] show how a smart-phone’s high resolution
camera can be used to acquire fingerprints using the rear back
camera, just by taking a finger image. The high resolution
camera makes it easy to distinguish the fingerprint.

Meng et. al [212] made a comprehensive survey of
biometrics authentication by smarphone. A smartphone can
successfully perform 11 biometric authentication types,
of which 5 are physiological and 6 behavioural. The phys-
iological ones are fingerprints, face, iris, retina, hand and
palmprint, and the behavioural ones voice, signature, gait,
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behaviour profiling, keystroke dynamics and touch dynamics.
The authors surveyed successful attacks on mobile phones,
which claim to have circumvented authentication on mobile
phones. Zhang et al. [213] presented a successful attack,
implemented on touch devices, which is used to guess pass-
words. The device is first dusted, resulting in revealing on
screen fingerprints. The device is photographed and using
image processing software, fingerprints are enhanced and run
through special algorithms used to guess passwords. Face
recognition on mobile phones is very easy to circumvent
since the devices don’t check for liveness, as such, a simple
picture can trick them [214]. Anyone can get someone’s
picture without his knowledge and social networks makes this
easier, because the attackers can use images posted on social
networks to circumvent users facial recognition. According
to Li et al. [215] more then 93% of mobile device users are
susceptible to this type of attacks. The same type of attacks
work for retina/iris authentication, printing a fake iris image
fooled more then 40% iris sensors [174]. Behavioural biomet-
rics are even easier to mimic like voice recording, signature,
keystroke and touch dynamics are very easy to spoof.

The proposals for securing smartphone authentication
schemes, and authentication in general, are: use of multi-
modal biometrics, check for liveness, combining with other
authentication techniques (dual factor authentication) and use
cancelable biometrics to store the templates. These proposals
are useless if the user installs malware or a free application
including a root kit that bypasses the permission system
and captures biometric data from the user as he uses the
smartphone.

We made a simple experiment, to backup our claims.
We have used a OnePlus two smartphone running Android 5.1
and searched for the word ““flashlight” in the application
store. This type of application should only require ‘“‘cam-
era” or ‘“‘camera and microphone” permission, depending
on the Android version, because the application needs to use
the camera flash to create the Flashlight. Table 7 shows the
first 10 search results. Over 4 applications, downloaded by
more the 56 million users, require more permissions then
they should, 2 of which ask for permissions like: location,
Photos/Media/Files, WiFi connection, Device and call infor-
mation, depicted in Figure 4.

There are many problems with smartphone permission
systems on different platforms like iOS, Android, etc. There
are experts who proposed some improvements, but in the end
it doesn’t matter, because everything has a single point of
failure: the user. As long as the user installs applications from
unknown sources, without checking the vendor name (fake
applications impersonating well known ones), and/or with-
out reading the permissions, all other security measures are
useless. The minute a user grants a certain permission to an
application it will give access to certain device features and
implicitly data: biometric or otherwise. Even if the applica-
tion manufacturers are not selling the data to third parties,
they might be penetrated by a malicious attacker who might
use the data.
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TABLE 7. First 10 application results.

No | Permissions No of downloads
| Bevice and app history 50,000
amera
2 Camera 100,000,000
3 Camera 100,000,000
4 Camera 5,000,000
Location
Photos/Media/Files
5 Camera 50,000,000
WiFi Connection Info
Device ID & call info
6 Camera 10,000,000
7 Camera 10,000,000
8 Camera 10,000,000
In app purchases
Location
9 ghotos/Media/Files 5,000,000
amera
Microphone
WiFi Connection Info
Camera
10 | WiFi 1,000,000
Connection Info Location
needs access {0 needs access to
° Location o S In-app purchases v
Q@  Location v
BN Photos/Media/Files v
B Photos/Media/Files v
s'j Camera v
gﬁ Camera v
¥ Wi-Fi connection o
information & Microphone v
O D! v | v e .
Google Play Google Play

FIGURE 4. Flashlight applications permissions.

B. TEMPLATE SECURITY

For some time experts believed that the original biomet-
ric data can’t be reconstructed from a stored template,
but [216], [217] to name a few, proved otherwise. To protect
against template compromise, encryption was proposed, but
it was proven that biometric recognition can’t be performed
in the encrypted domain [217]. Storage on tamper resistant
devices, like smart cards [218], might be feasible for a single
template for verification but cannot secure larger template
databases. Even though cancelable biometrics [11] or pri-
vate templates [219], were proposed a long time ago, most
of the biometric systems still store insecure templates in
the database. When this happens, the security of the multi-
biometric system resumes to database security, and the argu-
ment that multi-modal biometric systems are more secure,
doesn’t stand. Actually, in the case of multi-modal biomet-
rics, a database breach is even more dangerous, because
multiple biometric traits are compromised.
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Ratha et al. [11] introduced the concept of cancelable
biometrics which can be a solution to the problems presented
above. Later, template protection schemes were divided into
two main groups: cancelable transformations and biometric
cryptosystems, depicted in Figure 5.

Biometric
Salting
Cancelable
Biometrics
Non-invertible
transforms

Key-bindin
Schemes
Key-genera"r
Schemes

FIGURE 5. Biometric template protection, depicted by [11].

A template protection scheme must tackle the following
issues [220]:

- Diversity: the protected template has to be different
from one database to another, so an attacker can’t
perform cross matching and determine which user is
enrolled in both databases.

- Revocability: if the user’s biometric template is com-
promised, the system should be able to generate a new
template based on the same biometric data.

- Security: an attacker shouldn’t be able to obtain the
original biometric data from the template.

- Performance: the biometric system should not
impact the biometric system performance in terms of
FAR and FRR.

Jain et al. [217] describes the advantages and disadvantages
of each template protection type, synthesized in Table 8.
There is extensive literature on cancelable uni-biometric
schemes and cryptosystems thoroughly surveyed by
Rathgeb and Uhl [221]. We chose not to give any examples of
single biometric systems, because it’s not in the scope of this
paper, but we detail relevant systems for multi-biometrics in
next sections of this chapter.

1) BIOMETRIC SALTING

This uses the concept of password salting from cryptogra-
phy, which adds random bits (the salt) to the secret key.
Before storing a hashed H password in the database a pseudo
random string S is added to the password and it’s hash,
H(P + §), is stored. This operation adds biometric tem-
plate entropy, increases security, and makes the template
cancelable.
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TABLE 8. Summary of cancelable biometrics advantages and
disadvantages.

Name Advantages Disadvantages
Biometric salt-
ing « Multiple o Useless if pass-
templates word is known
generation e Degraded recog-
« Templates revoca- nition
tion
« Low FAR
o Large upper
bound
Non-invertible
transform o Biometric o Less similarity of
data cannot the feature set

be recovered
« Templates revoca-
tion

Key-binding
cryptosystems « Template security o Error correcting
code is needed
« Cannot be

revoked

Key generation

cryptosystems « Template protec- o Low key entropy
tion and key stability.

o Multiple key
generation for the
same user

Advantages:

o Multiple templates can be generated for the same user
by simply changing the password. In the end multiple
keys will be created, which can be used in different
applications.

o Templates can be revoked and reissued. If the template is
compromised the same biometric data can be used, with
a different password.

o The authentication schemes have a low FAR, because of
the password component.

« Extends the upper bound of the biometric system, mak-
ing it possible to increase the number of patterns the
system can recognise.

Disadvantages:

o The biometric template might by compromised if the
password is known and matching accuracy might be
impacted. This problem resides from the salting process,
which is invertible, meaning if an attacker has access to
both the user password and the stored template, the bio-
metric data is no longer secure and can be recovered.
There could be major implications of this weakness in
the form of key management. Let’s imagine a scenario
where a user has three stored keys in the database,
each key is created with a different password. If one
of the keys gets compromised, because the user forgot
the password, it should be completely deleted from the
database because it now represents a template weakness.
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o The recognition might be degraded because it takes
place in the transformed domain, which might be
affected by large inter-user variations.

Canuto et al. [222] proposed a multi-biometric fusion frame-
work for voice and iris. The cancelation techniques used are:
BioHashing, interpolation, BioConvolving, and four differ-
ent types of fusion techniques, i.e. uni-algorithm uni-modal,
uni-algorithm multi-modal, multi-algorithm uni-modal, and
multi-algorithm multi-modal. Multi-algorithms for cance-
lable biometrics are more efficient and the best results,
in terms of accuracy and security of the biometric system,
are obtained when using multi-algorithm and multi-modal
fusion.

2) NON-INVERTIBLE TRANSFORM

The biometric data is transformed using a non-invertible
function and then it is stored into the database. A non-
invertible transform can be defined as function F, easy to
calculate, but hard to invert. The biometric key presented at
authentication represents a parameter for the non-invertible
transform. This cancelable biometrics is considered more
secure then salting, because it’s very hard to determine the
biometric template even if an attacker possesses both the key
and the stored biometric template.

Advantages:

o The biometric data should be impossible to recover,
even by brute force attack, if the stored template is
compromised.

o Templates can be revoked using different transforma-
tions specific to the user or application, security level,
etc.

Disadvantages:

o The non-invertible transform might create less similarity
of the feature set. In the transform domain the features
similarity should be the same as the normal domain,
which is not possible for a very good non-invertible
transform. The better the non-invertible transformation,
the most secure the scheme is and an attacker can’t
determine the original biometric data, but this comes at
the expense of features similarity which can’t remain the
same as in the normal domain.

Non-invertible transforms have been applied a lot in uni-
biometrics. In 2013 Rathgeb er al. [223] introduced the
concept of alignment-free cancelable iris templates using
bloom filters. This concept aims to solve the template align-
ment problem identified as an issue for template protection
in [224]. The same authors applied this concept in [225]
for binary iris codes (left and right), [226] for face and
iris. The biometric traits are represented using the bloom
filters irreversible transformation. The EER of the system
is the same like the score level fusion of the unprotected
multi-biometric system 0.4%, but the system excels in secu-
rity and storage space. An attacker would have to run 2268
sequences to recover both biometric traits. The storage space
of the protected template is reduced with 63% compared
with the original ones. Hermans et al. [227] made a security
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analysis for the system proposed by Rathgeb et al. [223] and
demonstrated the scheme doesn’t produce unlinkability by
implementing an attack with succeed rate in a worst case
scenario of 90%. Bringer et al. [228] extended this study to
existing schemes to be vulnerable to cross matching attacks.
Recently [229] solved the problem of cross matching attacks
by proposing a framework for the evaluation of unlinkability
in biometric template protection schemes.

3) KEY-BINDING SYSTEMS

The biometric template is bind by the encryption key and both
are stored as a single entity. According to Uludag et al. [230]
this type of system needs to solve three important issues: issu-
ing new biometric templates if one is compromised, design
different biometric templates for different applications, and
the biometric key generation and transmission must be secure
and easy to use.

Advantages:

o The template is secure because it is hard to decrypt,
by brute force, the key or the biometric template without
knowledge of users’ data.

Disadvantages:

« Biometric matching cannot be made without using error
correcting codes, which limit the available matchers that
can be used.

« Itdoes not provide diversity (generation of multiple keys
using the same biometric data), and as a result they are
not revocable.

Fuzzy vault is one of the most used key-binding template
protection schemes. Nandakumar [231], [232] proposed a
fuzzy vault, transforming the input from two different bio-
metric sources into one template. The author implemented
the fuzzy vault (cancelable biometrics) as elements in the
Galois Field GF(2!%). The author proposed an algorithm
of transforming the elements from two different biomet-
ric sources (fingerprint minutia encoding and iris features)
into GF(2'%) elements. Three variations of implementation
are proposed, based on different biometric sources: multiple
impressions of the same finger, multiple instances of the same
biometrics (left and right hand index fingers), and two differ-
ent biometric sources: fingerprint right index and iris. The last
scenario is the most successful one, because it provides the
best rates: FTCR = 0 (Failure to Capture Rate), FAR = 0.02
(False Acceptance Rate), GAR = 98.2 (Genuine Acceptance
Rate). The system offers high performance and security with
a key entropy of 49 bits, which is higher if the templates were
stored separately (27 bits for fingerprints and 40 bits for the
iris template).

Another hardened multi-biometric fuzzy vault (FV) is pro-
posed in [233]. The features of iris and fingerprint minutia
are extracted and each feature vector template is transformed
using a random user password, obtaining two transformed
vectors. These vectors are encoded in the multi-modal fuzzy
vault. The authors conclude that the system contains two
levels of security: the password and the biometric system.
Even if an attacker gains access to the password the vault
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is still protected by the biometric features. The vault can
be compromised only if the attacker gains access to both
biometric traits and password.

The fuzzy commitment scheme (FCS) is a common bio-
metric key binding system. FCS is proposed for multi-
biometric purposes in [234] for 3D face templates obtained
by different extraction algorithms and [235] which com-
bines fingerprint and face templates. Both systems use a
simple concatenation of binary biometric templates, but
Rathgeb et al. [236] proposes a reliability-balanced feature
level fusion for the FCS, by fusing two iris templates obtained
from multi-algorithms into one single template.

Nagar et al. [237] implemented a multi-biometric cryp-
tosystem for fingerprint, iris and face using a secure sketch
to store a single template. The embedding algorithm extracts
of the features for each of the biometric traits and stores
them in different vectors z, then the fusion module creates a
fused vector Z. The last module, the biometric cryptosystem,
generates a secure sketch using the fused feature vector and
a key. Depending on the representation of the z vector, two
different implementations are used: fuzzy commitment for
binary string or fuzzy vault for point set. The experiments
show that the proposed system improves both matching accu-
racy and template security in the context of multi-biometric
cryptosystems.

Merkle et al. [238] introduced the concept of hash-level
fusion. This level can be compared with decision level fusion
contained at using only the AND rule for fusion. Hash level
fusion is not as flexible as decision level fusion, but offers
flexibility for error correcting codes. This new hash level
fusion could in theory achieve more privacy and easier imple-
mentation. A multi-modal dual fingerprint fuzzy vault system
is presented in [239]. The system fuses the central feature
points extracted from both hand thumbs, then encrypts the
users key. The system achieves a success rate of 85.5%, with
FAR 0%. A practical implementation of a multi-biometric
system, using the fuzzy vault is proposed by [240]. The multi-
modal system fuses face, iris, password and fingerprints,
using feature level fusion to store the data in a fuzzy vault.
A new binary template fusion is proposed in [241], aiming
to provide higher template entropy and discriminability for
the fused template. The authors reported that the proposed
template can be used as input for popular biometric cryp-
tosystems based on fuzzy extractors or fuzzy commitments.

There are novel template protection schemes based on
watermarking. Steganography is the science of covert com-
munication, and digital watermarking is a branch of steganog-
raphy. Watermarking inserts a recognition mark into a cover
medium. In the digital era watermarking is associated with
insertion of copyrighted information in multi-media files.
There are two types of watermarks: visible with the naked
eye (logo) or invisible (library id on a borrowed library book).
The role of an invisible watermark is to retain the information
even if the cover media file is tampered with. To accomplish
this, watermarking methods spread the same mark throughout
the file. The goal of invisible watermarking is to have at least
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one unaltered mark after the cover file has been tampered
with. The watermarking process consists in a cover file which
will have the mark applied. The same process is used in
multi-biometrics. The multi-biometric features are extracted,
fused and then applied as a mark in a cover file. The new
file will be stored in the database, thus assuring template
protection. A fingerprint and iris using DCT watermarking
protection are proposed by [242]. The iris and fingerprint
features are extracted and decision fusion using a conjunc-
tion rule is applied. The system is tested on FVC2004 and
CASIA databases. The authors tested the proposed system
under different attack conditions obtaining different ERR.
The security of the watermarking was tested against two other
methods, using different attack scenarios: JPEG compres-
sion, median filtering, Gaussian filtering, and salt and pepper
noise. The tests showed the system performs better under
attack then the two other compared with. The overall perfor-
mance of the biometric system doesn’t degrade significantly.
A similar system was proposed by Nair and Aruna [243]
for fingerprint, iris and palmprint traits, using PSO as water-
marking technique. A new approach in using watermark-
ing for multi-modal template protection was proposed by
Nafea et al. [244]. The finger print features are watermarked
into the face image using the SWT-DVD technique. Then
the watermarked face is encrypted using shuffling, Hadamard
and the chaotic map. The system is highly resistant to attacks
and the overall performance isn’t degraded because of the
encryption. Using robust watermarking to secure a template
shouldn’t be the only security measure taken for template pro-
tection, as proven by Hammerle-Uh ef al. [245], who describe
an attack against a robust watermarking multi-biometric sys-
tem. The authors suggest using fragile or semi-fragile embed-
ding techniques for the watermark and classic cryptography
to secure the transmission channel between smart card and
biometric matching module.

A novel template security regards fingerprints and
manages to secure the templates without using a key.
Ross and Othman [246] introduce the concept of visual cryp-
tography, where a fingerprint image is decomposed into two
images (named sheets) and stored in two separate databases.
The two sheets are overlaid when authentication is needed.
This way the fingerprint image is never stored in com-
plete form. Other schemes propose the protection of fin-
gerprints by combining two different fingerprints from two
fingers [247]-[250]. This technique is useful in creating vir-
tual identities to be used for research, or to create a secure
template by hiding the biometric information, and also create
a cancelable template. Storing a fingerprint in this man-
ner in the database makes it impossible for an attacker to
distinguish between the fingerprints and normal matching
techniques can be used. Li and Kot [251] proposes another
fingerprint combination technique which extracts the minu-
tiae from the first images and embeds the orientations from
the second image. The authors claim this technique is better
then the previous ones, because it is not creating many false
minutiae.
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4) KEY-GENERATION CRYPTOSYSTEMS
The key is derived from the biometric template and stored in
the database.

Advantages:

« Template protection is built in because the key is gener-
ated from the biometric template.

o Multiple key generation for the same user, which
can be used for different applications or revoked if
compromised.

Disadvantages:

« Low key entropy and key stability. Direct key derivation
cannot offer high key entropy and key stability. Key
entropy is the number of keys that the system can gen-
erate for different biometric data, and key stability the
number of repeatable keys for the same biometric data.
These metrics are in direct correlation, if the key entropy
is high the key stability is low and vice versa.

Kanade et al. [252] proposed a cryptographic regeneration
system multi-biometric system using left and right iris code.
A random string K is generated and encoded using Reed-
Solomon(RS) codes and then the output is further encoded
using Hadamard error correcting codes and a pseudo code
string S is obtained. The features extracted from the left and
right iris create two feature vectors /7, and Ig, which are fused
in one single vector, /., using feature level fusion com-
bined with error correction. XOR is performed on the fused
vector I, and pseudo code S, thus the encoded template is
obtained. The system succeeds in generating 147 bit keys
with FAR 0% and FRR 0.18%. The authors concluded that
this scheme can be combined with other biometric modalities.
The authors proposed an improvement of their work in [253]
using two different biometric modalities: iris and face. The
system works the same, the only difference is the type of
fusion used, i.e. weighted feature level fusion. The change in
fusion type is a necessity due to the different representation
and error correction needed for the two different biometric
modalities. Because multi-biometric fusion is used, the key
entropy is bigger and 183 bits key can be generated. In [254]
multiple multi-biometric systems based on the same fusion
method are discussed.

Prasanalakshmi et al. [255] detailed a unique approach to a
biometric cryptosystem. The biometric traits for face, finger-
print and palm vein are acquired and the fingerprint template
created and normalised to a 256 bit template. A secret key is
generated from the palm vein, which is used to encrypt the
fingerprint template. The encrypted template is transformed
into a 2D vector, and later embedded into the face image. The
system was implemented in MATLAB and achieved an FRR
of 0.01% and FAR of 0.00008%.

C. BIOMETRICS USED AS KEY FOR ENCRYPTION AND PKI
A biometric PKI system works exactly like a normal PKI key,
using a set of two keys: public and private. There are two
specific differences: private key generation (called enrolment
process) and signing. During the enrolment process the user
presents his biometric traits for the master template to be
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created and the private key derived. During the signing pro-
cess the user will provide the biometric data used for the
private key generation. The same principle applies for sym-
metric biometric encryption.

The concept of biometric signature was first proposed
by Janbandhu and Siyal [256] who mentioned that biomet-
rics can’t be directly used as an encryption decryption key
because some are unstable on the course of a person’s life and
have a high EER. Pawan and Siyallls proposed a signature
system based iris scan which is stable in time and has a
low EER one in 1.2 million [257]. The authors presented
a method of using iris scan biometrics in RSA and DSA.
Feng and Wah [258] implemented a hand written signature
which performs a shape matching for eliminating poor quality
signatures and extracts values of predefined signature fea-
tures. The obtained values (strings) can be used to generate
the private key for DSA algorithm. The EER rate is 8%
with a FAR of 1.2%. Lan and Hang [259] used a specialised
technique to extract the finger minutiae points and to generate
a Biometric Encryption Key (BEK), which is used for private
key encryption and certificate creation. A biometrics key
generation function was used by Jo et al. [260] to generate the
required RSA keys, and the user fingerprint input is captured
as a biometric template. The RSA keys were generated using
a hash function on a user biometric template and a secret key,
thus allowing the algorithm to be cancelable and the keys
revoked.

Gong et al. [261] created a feature based generation
scheme for PKI. They extract features from iris codes, which
are tested agaist the Rabin-Miller algorithm to determine if
the number is prime. In the end two large prime numbers
will be obtained from the left and right iris. These numbers
represent the input values for the RSA algorithm for key
generation.

Mohammadi and Abedi [262] proposed an ECC algorithm
which has advantages over the RSA biometric signature.
The main benefits of the suggested approach are: security -
ECC security is based on the elliptic curve discrete loga-
rithm problem (ECDLP), which is harder then the Discrete
Logarithm (DL) on which RSA is based. This means that
ECC biometrics can use shorter keys and still offer the same
level of protection as other algorithms with shorter keys.
In [263] Ramya et al. implemented a multi-biometric system
for obtaining the private key for AES encryption. This system
extracts the iris and fingerprint features and performs feature
level fusion. The fused vector is used to generate the 128 bits
secret key used for encryption.

Hiep et al. [264] made an attempt of BioPKI using multiple
biometrics. The authors presented the same system as the
current one using public and private keys, the private key
being stored on a token. The biometric data is to be used
for extracting the private key from the token. The authors
used 2 different finger print templates, stored separately in the
fuzzy vault. The token containing the private key is secured
with biometrics instead of a password. When the user needs to
sign, he’ll have to provide the required biometrics to unlock
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the token and access the private key. This method is very easy
to implement and doesn’t require changes in the current PKI
infrastructure.

The security of a cryptosystem is dependant on the security
of the key. Nowadays a system is considered secure if the key
is at least 1024 bit, though 2048 bit is better. The security of
a biometric key can be determined by key entropy - which
won’t allow an attacker to guess the key. The efficiency of
a biometric system can be measured by FRR and FAR rates.
When assessing the security of a biometric system all three
elements must be taken into consideration; those elements are
FRR, FAR and entropy. If a system is designed with high key
entropy and high FRR, ultimately that system is unusable,
because legitimate users cannot use it. Buhan et al. [265]
demonstrated that the larger the key the larger the error rates
and the FRR and FAR rate increase. According to [266] three
factors should be considered when evaluating a biometric
cryptokey: accuracy, key size, and effective entropy of the
biometric features used to derive the key.

Ballard et al. [267] show that the common techniques
used to generate biometric keys are not secure. The authors
propose three requirements that a biometric key generator has
to fulfil in order to be considered secure:

- key randomness - the biometric keys appear random
to an adversary even if he has access to auxiliary
information.

- weak biometric privacy - no information can be
deduced given auxiliary information and the biometric
template.

- strong biometric privacy - no information can be
deducted given auxiliary information, the biometric
template and the key itself.

Because of increasing demands on biometrics PKI
Balakumar and Venkatesan [268] suggested that multi-modal
biometrics should be used for generation keys, that means
multiple inputs from different biometric devices. This will
certainty increase security over convenience since the user
will have to provide multiple biometric inputs when signing.
Related to this Rathgeb and Uhl [221] identified a potential
problem, i.e. the inability to decide which biometric charac-
teristics should be used for which type of application. This
should be decided based on the application type and the
security needed for the application.

D. SECURITY SUMMARY

There is no generic framework that can accommodate all the
protection templates and when designing a multi-biometric
biometric system the need for template protection should
be considered, because it will impact the choice of type
of fusion and the type of protection template used [269].
Tyagi et al. [270] concluded that the main benefits of bio-
metrics implementation on a large scale are fraud detec-
tion and deterrence, increased user accountability (and
implicit non-repudiation), increased overall security and con-
venience. The last one is very important because usually
security implies stricter rules which become inconvenient
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for the user. Because multi-biometrics systems are very
sensitive, when implemented in practice they should be
compliant with recognised industry standards like: ISO/IEC
2382:2015 Harmonized Biometric Vocabulary (HBV) [271],
ISO/TIEC TR 24722:2015 Multimodal and other multibiomet-
ric fusion [272], ISO/IEC 24745:2011 Biometric Information
protection [273], ISO/IEC 19792:2009 Security evaluation of
biometrics [274], ISO/IEC TR 30125:2016 Biometrics used
with mobile devices [275] etc. There are many biometric
standards and one should choose the ones relevant to their
application and country where the system will be imple-
mented. This document [276] represents a good introduction
into biometric standards and issuing organisation and should
be consulted before implementing any biometric system.

V. EMERGING RESEARCH AREAS AND

OPEN CHALLENGES

To conclude our paper we include a brief discussion on
emerging trends in biometrics, such as adaptive, soft and
context-based biometrics. This section concentrates more on
discussing the general concepts and challenges, and less on
detailed descriptions of specific schemes. We cover topics
like: adaptive multi-biometrics with details on quality based
methods, soft biometrics, context biometrics (which includes
continuous authentication).

A. ADAPTIVE MULTI-BIOMETRICS

With the implementation of large, long-term multi-biometric
systems problems might occur due to time lapse and oper-
ational conditions. Time lapse issues include ageing, dis-
eases and accidents which have resulted in a permanent loss
of or altered biometric. For example, one would think that
face recognition is likely to be affected by this process, but
it is not the only one. Fingerprints and palmprints could be
affected by wrinkles, cuts, skin conditions and smoothing of
the skin as result of manual labour. Retina, speech, heart-beat
biometrics could be affected by a contracted medical condi-
tion altering biometric features, like glaucoma, dysphonia and
arrhythmia. There are not many studies reflecting the effects
of ageing in biometrics, but the ones conducted showed
that templates and biometrics change over time. The stud-
ies were performed on: face [277], on-line signature [278],
iris [279], [280]. Fairhurst er al. [281] present an extensive
study on effects of ageing in biometrics, and even try to
emphasis the positive side of ageing by offering applications
where incorporating ageing information helps the biometric
process, such as limiting the search in a database based
on subject’s age. Operational problems category refers to
factors specific to the multi-biometric system such as: envi-
ronment, lack of biometric data or data deficiency, biometric
type and it’s weight in fusion.

Adaptive biometrics try to address the issue of biometric
change over time. Adaptive biometric systems are defined as
automatic updates to the intra-class variation by introducing
operational data [282]. An adaptive biometric system has a
new module for adaptation that is responsible for updating the
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template using operational data. Adaptive biometric systems
can be classified by their key attributes [283]:
o Supervised, semi-supervised or unsupervised: In a

ones who don’t [292]. Off-line signature systems are
harder to implement and use static images for signature
verification [293].

supervised adaptive biometrics system a human super-
visor has to manually label the input data, as opposed
to unsupervised methods where this process is done by
the biometric system. Semi-supervised techniques are a
type of supervised methods, which use a small set of
labeled data and a large amount of unlabeled data. The
best performing systems are the supervised ones, where
a human supervisor labels the data [283].

Static or video based: Type of data used in the multi-
biometric system makes a difference. For example we
could consider a single image (static) as opposed to
an entire video sequence. A video sequence repre-
sents a series of consecutive pair images of the same
subject. The biometric system can establish identity
constancy [284], [285] only from the video sample
sequence, by analysing consecutive frames of the video,
thus obtaining many samples of the same subject. The
same identity verification can’t be done using a single
image. A single image is easier to spoof then a video
sequence, and provides only one perspective of the user.
Level of adaptation: The adaptive process can extend to
the fusion level. So besides using the adaptive process
only for updating templates, it is used actively in the
matching system at a certain fusion level. Most matchers
today can make a decision on how much a certain bio-
metric should be weighed based on biometric type relia-
bility or the environment the sample was taken in. There
are several examples of implementing adaptation at
different levels: adaptive score weighting ([115], [127]),
score  normalization  [286], adaptive feature
weighting ([59], [287], [288]).

Self or co-training: Self and co-training are methods
used by semi-supervised methods, which use opera-
tional data to deduce the label. These methods are
inspired by machine learning systems. Self-training
methods use highly classified input samples to infer
and update the model, as opposed to co-training meth-
ods, which use two biometrics to adapt the reference.
Didaci et al. [289] analyses the difference between semi-
supervised methods and shows that co-training methods
are more proficient then self-training ones.

On-line or off-line adaptation: The system can update
itself as soon as a new sample is received and pro-
cessed (on-line) or after the samples have been pro-
cessed (off-line) [290], [291]. Memory is the constraint
when choosing the adaptation type. Memory becomes
an issue for behavioural biometrics, such as signature,
keystroke dynamics, which might require a large amount
of input data or more time to process. If such is the
case, all the processing and data storage may be done
off-line, and the system can be updated at a later time.
In case signature biometric systems on-line systems
incorporate keystroke dynamics as opposed to off-line
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Quality or non-quality: Input data quality has a massive
impact on multi-biometric system. Quality measures can
be defined as a set of quality standards for biometric
samples and other criteria known to influence a biomet-
ric system [283]. Sometimes bad input quality can result
in missing data, which can result in an inability to per-
form biometric fusion. This is why many multi-fusion
algorithms have a prediction module to infer the missing
data based on stored samples, or known behaviour [98],
[135], [294]. Bad quality samples might be the direct
result of someone trying to use spoofed biometrics to
attack a system, this is why image quality assessment
must be introduced as a countermeasure into a biometric
system [295]. Many fusion techniques include qual-
ity based fusion. A bad quality sample can undermine
the biometric system. In case of multi-biometric fusion
weighting is done based on: sample quality, biometric
characteristics type (soft biometrics receives a lower
weight then hard biometrics), and both criteria. There
are many examples for this type of fusion, many of
which were mentioned throughout the paper, but we’re
mentioning some schemes in this section not grouped by
fusion type. Support Vector Machines (SVM) methods
are commonly used in quality based multi-biometric
systems [296], [297] to analyse and classify data based
on previously training data. Multivariate polynomials
regression is used by [298] for fingerprint and voice
authentication. This method gives better results then
optimal weighting methods. One of the mostly used
techniques is the Bayesian belief network [299]-[304]
for biometric fusion. The Bayesian belief is a statistical
model that allows to make decisions with incomplete
information, and most importantly re-evaluate decisions
based on new information [305]. In [130] propose an
adaptive automatic quality estimation with different
weighting of two matchers ridge and minutia based
matchers for fingerprints. Another automatic weighting
system is proposed by [306] for fingerprint and iris
using likelihood ratio-based fusion. Latest techniques in
estimating weights in quality fusion use computational
intelligence techniques such as: neural networks and
other advanced Al algorithms. Fuzzy logic was used
extensively in computer science in understanding of
natural language [307], which can’t be interpreted as
1 or 0. Fuzzy logic advances the idea of degrees of
truth. Fuzzy logic is also applied to in multi-biometric
systems to determine the reliability and quality of the
samples provided based on biometric type or adverse
context conditions such as: finger misplacement, noisy
environments. These factors are used to automatically
weight the importance of a biometric feature [123],
[158], [159]. Prasad er al. [308] proposes a theoret-
ical usage of fuzzy logic to determine the automatic
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thresholds for every matcher used in multi-biometric
fusion. Cancellable biometrics is the field where fuzzy
vault or fuzzy commitment scheme (FCS) are being
used increasingly. Most of the schemes presented in
the template protection Section IV-B are based on these
methods and are discussed in more detail there.
Particle Swarm Optimisation (PSO) is and advanced
artificial intelligence technique evolved from the social
study of birds and their flying patterns. PSO [309]
can determine the location of each bird in the swarm,
location being characterised by position and velocity.
The birds in the swarm are in constant communication
and can update their location information in real time,
based on the position of the best located bird. The same
principle can be applied to a multi-dimensional space,
where a particle can constantly update it’s position in
that space, depending on the best position (named local
best position p,k), global position (pgk), velocity vec-
tor (v) and acceleration (a). For biometrics the binary
version is used to create the position vector, where
it can have only two values 1 or 0. PSO is used in
feature level fusion to solve the feature dimensionality
problem [73]-[75] or to update the score weights or
thresholds [48], [100], [137], [151]. Ant Colony Opti-
mization (ACO) is another Al algorithm used in multi-
biometrics. ACO models the optimal path finding by
ants in a colony, and has proven to provide better
results then PSO when implemented in a multi-biometric
system [114].

Methods for adaptive template update are very promising but

they still have some open problems that need to be addressed

before being widely adopted [284].

o Vulnerability to attacks: Template updates allow impos-
tor introduction and introduction of multiple samples
which can lead to a genuine person loosing iden-
tity [283]. Introducing impostors when updating a tem-
plate is impossible to avoid completely, even by using
stringent updating procedures [310]. A comprehensive
study must be made to see if the use of adaptive bio-
metric systems outweighs the impostor problem they
pose. Creating a threshold scenario that stops the intro-
duction of impostors it’s still an open problem [284].
Poh textitet al. [311] reports that classification errors in
an adaptive system lead to lower system performance
with higher error rates. Poh et al. [285] made a study
on face and speech and conclude that adaptive biomet-
ric systems should be subject specific, resulting in less
impostors.

o Reduced sample size: adaptive biometric systems can
capture a limited amount of available samples [38],
because of stringent thresholds. If lax thresholds are
used impostors might be added to the database. The
practice of stringent thresholds is safe from the impostor
perspective, but it has a major drawback: large amount
of unexplored samples, which might provide invaluable
information.
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e No sample distinction: the adaptive system can’t
distinguish between informative, redundant or noisy
samples [38].

B. SOFT BIOMETRICS

Our paper mostly detailed schemes involving hard biomet-
rics, i.e. traits that can provide strong certainty as to the
uniqueness of the user based on mathematical matching.
However, soft biometrics are also receiving attention as a
research direction. The idea behind soft biometrics is that
the user match could be made in a way more akin to the
way humans recognise each other, through the recognition
of a combination of potentially non-unique features. Soft
biometrics are classified into: physical (skin colour, hair
colour, eye colour, height and weight, beard or moustache),
behavioural (gait, keystroke, mouse stroke), adhered human
characteristics (clothes colour, accessories, tattoos) [312].

Soft biometrics could be built into multi-biometric systems
in a number of ways:

o Mixed authentication: soft biometrics are used in con-
juncture with hard biometrics for authentication. Human
identification at a distance is one of the most prolific
usage of such techniques, e.g. [55], [67], [84] and [85].
These schemes are discussed in more detail in Section III
Zhang et al. [313] defines a multi-modal adaptive frame-
work with emphasis on weaker traits. The authors pro-
pose semi-supervised learning techniques to straighten
the weaker features.

o Soft authentication: soft biometrics are solely used for
authentication. Bailey et al. [314] proposes such a sys-
tem using only soft biometrics: keyboard, mouse and
GUI interactions.

Gavrilova and Monwar [315] also introduces the concept
of social connections as a “soft biometrics”. Social connec-
tions can be defined as: “Whom the person knows’. The
authors propose a multi-biometric system based on gait and
social information to increase system security. The exper-
iments demonstrated that the system doesn’t provide any
improvement when user behaviour is erratic, but it can be
used in a predictable environment. A later paper formally
defines the concept of Social Behavioural Biometrics (SBB)
[316]. SBB is defined as identification of an author (real
person or avatar) based on the social interactions [316]. Social
interactions are divided into two groups: on-line in social
networks, websites, forums, blogs, chats, etc. and off-line
interactions, like face-to-face meetings, and behaviour in
different environments, such as work place, family, school,
etc. The authors define the following future applications for
SBB, in the context of user authentication and verification:
automatic generation of security questions, based on known
facts about the user; on-line continuous authentication, when
the user authenticates to a site his behaviour will be constantly
monitored and if the system detects significant behaviour
changes it can stop access to certain application features;
combination of SBB with other biometrics soft or hard to
increase system security.
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A study [317] shows the large amount of private personal
data biometrics can reveal. Privacy is disappearing at an
alarming rate and new questions arise regarding privacy and
ethics in biometrics. Some of the on-going privacy trends
are: privacy of facial biometrics - how to suppress certain
features, but still have user identity [318], privacy regarding
airport whole body scanners and mostly how to limit the
visualisation of naked body picture, identification of medical
conditions [319] and information regarding gender, which
doesn’t not coincide with travel documents (transgender peo-
ple) [320]. Wickins [321] foresees a possible social exclusion
for certain groups of people due to increase usage of biomet-
rics for authentication.

C. CONTEXT-BASED BIOMETRICS

Biometric traits could be complemented by the context of the
user. The context could shape the nature or the number of
traits measured and evaluated. This has to potential to achieve
acceptable security levels but allow flexibility to provide
more user friendly systems. One related area that is receiving
attention is continuous authentication.

Continuous authentication aims to continuously monitor
the user behaviour and use it to re-authenticate the user
continuously through potentially a less onerous process than
used to setup the initial session. It could use hard biometrics,
but as was touched upon in the previous section continuous
authentication also relies on soft biometrics, e.g. user’s move-
ment before sitting down at his PC, which would not be able
to uniquely distinguish a person but in a chosen context the
user’s behaviour could verify his identity. Alternatively, eye
movement could be used to check whether the same user
is still present [322], possibly after a stronger measure was
used to login initially. There are four closely related areas
where continuous authentication systems could potentially be
useful [323]:

o Intrusion detection: The goal is to determine whether
the system is currently communicating with a legitimate
user or an attacker. To achieve this goal the system has
to concentrate on abnormal or intrusive events, rather
then the normal. An important task is to define what is
considered normal and abnormal user behaviour. There
are two important factors in such systems: accuracy vs
convenience and live vs bulk reporting. An accurate sys-
tem will have a low FAR, but will likely generate many
false positives translated into high FRR, as opposed to
a convenient one which will generate less false posi-
tives (low FRR) and more likely have higher FAR. Both
scenarios are undesirable, because it will result in the
system losing credibility. A balance has to be achieved,
and according to [323] a FRR between (0-1%) and FAR
(5-15%) could be considered acceptable. Live vs bulk
reporting refers to live intrusion reporting or bulk report-
ing at a predefined time. Live reporting makes a system
more accurate and implies the presence of a human oper-
ator to constantly monitor the intrusion. Bulk reporting
is more convenient, but is prone to mistakes and late
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reaction. If at the end of the day 100 events are reported,
chances are that they won’t be thoroughly reviewed.
Late reaction is a direct result of bulk reporting, a pos-
sible intrusion might be detected too late. Examples of
multi-modal biometric systems used for intrusion detec-
tion are: keystroke and mouse dynamics [314], [324],
[325], keystroke and voice recognition for mobile sys-
tems [326], [327], gait and voice [328], face images
and keystroke dynamics [329] text based multi-modal
approach linguistic analysis, keystroke dynamics and
behavioural profiling [330], [331]. In [332] the authors
conclude that more emphasis should be on using multi-
biometrics for continuous authentication, since most
systems use a single one.

o Session security: This goal is related to the form and is
aiming to prevent a user session from being hijacked,
by detecting that the behaviour of the user has changed.
Session hijacking can be accomplished by an attacker
accessing an unlocked computer when the user is away,
stealing a device, or man in the middle attack (MTM)
an attacker inserts himself between the user and the
server after the authentication. Ceccarelli er al. [333]
proposes a multi-modal biometrics of session manage-
ment without the user interaction. The system contains
a distributed architecture consisting of: authentication
server, computational servers and user database tem-
plates. Different devices can be used in the system,
which will adapt and use the available biometrics it is
capable of collecting.

o Insider detection: Is a special case of intrusion
detection system which focuses on system misuse
by authorised users. An authorised user gain law-
ful access to the system and tries to escalate his
privileges or access a restricted area. A high secu-
rity place installation might use hard biometrics for
authentication (at the door) and behavioural biomet-
rics (such as: gait) to constantly monitor users in a secure
area.

o Network forensics: Forensics deals with what happens
after an attack has been detected. According to Ahmed
and Traore [334] attack attribution depends on iden-
tifying the persons responsible for the attack is an
important aspect of forensics task. The authors iden-
tify a possible usage of multi-biometrics of users to
verify the user involved in a transactions or session,
which might be used to attribute the attack to a specific
user.

The challenges for continuous authentication systems are:
massive amount of data created, processed and stored. Exist-
ing systems must limit the amount of data because of practical
constraints, which limits the efficacy of the system, especially
in network forensics. Another challenge for continuous moni-
toring system is the ability to deal with different architectures
and OS. An enterprise continuous monitoring systems has
to track users on their desktops, company servers, mobile
phones.
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VI. IMPLEMENTATION BLUEPRINT

This chapter is an implementation blueprint intended to help
design a multi-biometric system. This section includes a
list of questions to be answered when designing a multi-
biometric system. We have included examples of which tech-
niques should be used and in what context. The list should
be used recursively, because all questions are intricate and
dependent on each other. A first pass should be made by
answering all the questions, then all the answers should
be revised based on the overall picture. Only a recursive
approach will lead to a good system design. We will detail
each question (Q) in the following paragraphs:
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Q1: What’s the system purpose? The system
purpose might raise a constraint for multi-modal
biometrics. If the system is used for smartphone
authentication, then a simple face recognition (uni-
biometrics) is enough. For sensitive access control
systems, like military installations, multi-biometrics is
desiderable if not required.

Q2: How many people are expected to use the
system? When the number of users is small, uni-
biometrics may suffice. Biometric systems have an
upper bound, described as the maximum number of
patterns a certain biometric feature can recognise. The
upper bound for large massive systems will call for the
use of multi-modal biometrics. When answering this
question keep in mind the table 1 and multi-biometric
system advantages both found at the end of section II.
Q3: Are all the traits used at once? This type of
access might have to be implemented when a company
has hundreds of employees of which only very few have
security clearances. Asking for two or more biomet-
ric features from every employee, when entering the
building, might certainly create a queue. The building
authentication system should use a mixture: users are
authenticated by one biometric when they enter the
building. As the user progresses through the building,
to higher security zones, additional biometrics should
be required, as described in [335].

Q4: What environment is the system going to be
used? The noisiness of the environment has to be
considered, because it might automatically eliminate
some biometric traits, such as using voice recognition
on a construction site. The environment is a factor to
consider when choosing sensor types. If the system has
to perform face authentication at night or under peculiar
light conditions, which might affect the image quality,
then a thermal sensor might be needed. The type of
sensor used has direct implications in the enrollment
process, discussed in Q9.

QS5: Are there any special constraints? Special con-
straints might have something to do with special legis-
lation, constraints of the group of population etc.

Q6: What is the system budget? System budget is a
factor which will impact many decisions and should
be answered as early as possible. For example: if the

budget is not too high less expensive sensors might be
used. A sensor that includes liveness detection is very
expensive, where as software liveness detection might
be very efficient and considerably less expensive.

Q7: Type of biometric security? Security covers two
aspects: template security and anti-spoofing (live-
ness). The answer to question 1 might be the answer
to what type of template protection does the system
need (IV-B). We might choose certain traits because
they offer security (see table 9), different schemes
for protecting the template or schemes that include
spoofing protection. Biometric salting IV-B1 and non-
invertible transforms I'V-B2 offer security, and match-
ing can be done in the transformed domain, which
makes the matching faster. Key-binding systems IV-B3
and key-generation systems I'V-B4 offer better template
security, since the template is encrypted with a key
derived from the biometric itself, but the matching
can’t be done in the encrypted domain. The additional
decrypting time might be an issue for large systems
in terms of system response. Using liveness detec-
tion and resistance to spoofing (refer section IV-A)
might be mandatory in sensitive systems, but the budget
question will decide which type of detection can be
implemented. Liveness detection can be hardware, very
expensive because it’s included at biometric sensor
level, and software less expensive. Sensitive systems
might require some form of continuous authentica-
tion (refer sectionV-C). The most obvious form is gait
through building video cameras, but there are other
forms of like key stroke movement (refer section V-B).
Q8: Which biometric traits to use? The answer to
previous questions has to be taken into consideration
when answering this question. Not every biometric is
equal as shown in table 9. We can’t say one is better
then the other, it depends on what we are looking for
and the environment they are going to be used. For sen-
sitive systems, hard biometrics are desirable since they
are the most resistant to spoofing and offer better secu-
rity. A reliable biometric key can be extracted from hard
biometrics, which can be used to encrypt the biometric
template offering better protection. Continuous authen-
tication by monitoring gait, mouse movements, or key
stroke, can help detect intruders in a building or a
computer system, but it’s not recommended as a sole
authentication measure. For sensitive security systems
we recommend using two hard biometrics such as:
fingerprint and iris for authentication, and continuous
authentication throughout the building.

Q9: Which is the enrollment procedure? Enrollment
procedure must be thought of since some users might
not be available. Plus the FTE of the system has to be
taken into consideration. Will the users be allowed to
enroll by themselves or is this procedure only done in
the presence of a supervisor? Sensors types are very
important too. A biometric system might be extended
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TABLE 9. Comparison of biometric traits as depicted by [230] and
adjusted by us, based on current situation. We have used the
following notation: H (high), M (medium), L (low).

with the addition of new sensors for the same biometric.
Problems might arise at authentication when the sam-

ples are taken with another type of sensor then the one
that created the template.

Q10: What FAR and FRR are acceptable? The FAR,
FRR and GAR of the proposed multi-biometric system
has to be calculated to see if the results are fall into
acceptable rates. A good comparison of FAR and GAR
for existing databases, mostly for face and ear biomet-
rics, is made in [336] and [337].

Q11: What additional information is stored by the
system? The design should include the ancillary infor-
mation to be stored by the system such as: user name,
social security number, id etc. This information can
enhance the authentication accuracy, if used together
with the primary biometric traits [338], and can also
be used to filter information from very large databases.
The system can automatically determine if the sub-
ject is a “White Female”, for example, and perform
matches only on the identities with this attribute.

Q12: What is the sensor array configuration? This
question includes the answer to: number of sensors,
placement, and acquisition sequence. Acquisition
sequence can be at the same time or sequentially.
The first type is very convenient and decreases over-
all system enrolment time significantly, especially for
systems storing millions of identities. The examples
below are meant to see differences between acquisition
types. Kim et al. [76] proposed an acquisition system
using time-of-flight (ToF) depth camera and near infra
red (NIR) camera to simultaneously capture informa-
tion about hand vein or face. Yoo and Kang [339]
described a simultaneous dual-sensor acquisition sys-
tem for face and iris. The vast majority of multi-
modal biometric systems use sequential acquisition
of biometric features. The BioSecure Multimodal
Database (BSMD) was created by 11 European Institu-
tions which collected three types of data sets (DS) using
various collection methods [340]. DS1 was acquired
via the internet without supervision and consisted of
users providing: 2 frontal images, audio and video files
of various scenarios: 4 digits pin codes from a set
of 100 codes spoken in English, 4 digits pin codes
from a list of 10 codes spoken in national language,
digits from 0..9 in English, 2 different sentences in
both English and national language. DS2 acquired
data in an office under the supervision of an acquisi-
tion responsible, who verified the biometric samples
and also provided user training in handling the bio-
metric equipment. The following biometric data was
acquired: voice, face, signature, fingerprint, face and
iris. DS3 used mobile devices to capture biometric data
like: face, voice, fingerprint and signature. This DS was
also supervised by a human responsible, and the voice
samples were acquired in two different environments:
indoor and outdoor.
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- Q13: What is the processing sequence? Processing

sequence or operational mode is strictly related to
acquisition sequence. A multi-biometric system can
operate: sequentially, parallel or hierarchical mode.
Sequential mode is very useful to filter through iden-
tities before the next modality is used [341], and a
decision might be possible before matching all traits,
which reduces the recognition time. In this mode mul-
tiple traits don’t have to be acquired at the same time.
In parallel mode of operation the information from all
the sensors/traits is used simultaneously. Hierarchical
mode combines the previous modes with some traits
processed in parallel and others in sequence.

Q14: Which fusion methodology is going to be used?
Fusion methodology to be used, based on constraints
identified until now. This is by far the most difficult
decision because of the multitude of methods avail-
able. Sensor level fusion is usually performed in order
to acquire a better biometric representation such as:
acquiring the face using multiple cameras and create
a better template. Feature level fusion can be done
for multiple modalities, if the features are compatible.
Features obtained from the different fingerprints using
the same extraction algorithm can be easily fused into
a single vector. Some feature extraction algorithms
from different traits are incompatible with each other
and feature level fusion might not be possible. On the
other hand, feature level fusion offers better matching
accuracy, because lot of information is lost after the
matching is done [18]. According to [89] decision level
fusion should be used when every individual matcher
decides on the best match judging by the input, rank
level fusion is used when each matcher creates a list
representing the degree of confidence, and score level
fusion should be used when the matcher outputs a set of
possible matches with the quality of each match. Sore
level fusion is considered the most robust type of fusion
because it can include different types of biometrics and
algorithms. Most quality measures schemes perform
matching at score level.
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TABLE 10. Multibiometric schemes summary.

No | Year Author Decision level = Type Traits
g
= o/ 5 g =)
g1 3|lg|lx|2|=|E5]|5
5/ 8/ S|§|8|2|5|=%
v | E|la|Z|Qa|=|Z |0
1 1998 | Ratha et al. [19] X Multi-sample Fingerprint
2 2000 | Froba et al. [34] X X Voce, lip motion, still image
3 2002 | Jain and Ross [20] X Multi-sample Fingerprint
4 2002 | He et al. [21] X Multi-sample Fingerprint
5 2005 | Choi et al. [22] X Multi-sample Fingerprint
6 2005 | Ross et al. [23] X Multi-sample Fingerprint
7 2005 | Zhang et al. [24] X Multi-sample Fingerprint
8 2005 | Shah et al. [28] X Multi-sample Fingerprint
9 2006 | Chen et al. [25] X Multi-sample Fingerprint
10 | 2007 | Jing et al. [32] X X Face images and palm print
11 2008 | Wang et al. [33] X X Palm print and vein
12 | 2009 | Abaza and Ross [138] X Multi-instance Face and 4 fingers (index and
thumb of the right and left
hands)
13 2009 | Monwar and Gavrilova [145] X X Face, ear, and signature
14 | 2009 | Kisku et al. [160] X | X X Face and palmprint
15 | 2009 | Ren et al. [93] X Multi-instance Fingerprint
16 | 2009 | Kisku et al. [96] X X Face and ear
17 | 2009 | Kisku et al. [97] X Multi-instance Global and local (part of the
face) features
18 2009 | Ghouti and Bahjat [29] X Multi-sample Iris
19 | 2010 | Kumar et al. [155] X Palmprint and hand vein
20 | 2010 | Kumar et al. [153] X X Iris and palmprint; Face and
speech; fingerprint and hand
geometry
21 2010 | Guru et al. [39] X Multi-instance Finger Knuckle Print
22 | 2010 | Choi et al. [27] X Multi-sample Finger print and finger shape
23 | 2011 | Kumar et al. [137] X | X X Ear and iris
24 | 2011 | Kumar and Shekhar [136] X Multi-sample Palmprint
25 2011 | Monwar and Gavrilova [140] X X Face, ear, and iris
26 | 2011 | Raghavendra et al. [52] X | x Multi-sensor Visible and IR Face images
27 | 2011 | Mohi-ud-din et al. [53] X | X X Palm and fingerprint
28 | 2011 | Hossain and Chetty [54] X | X X Face and gait
29 | 2011 | Kusuma and Chua [30] X X X Multi-sample Face (the system can function
in pixel level fusion or hybrid
using both pixel level and score
level)
30 | 2011 | Mezai et al. [95] X X Face and voice
31 2011 | Meraoumia et al. [100] X Multi-sensor Palmprint
32 | 2011 | Meraoumia et al. [101] X X Palmprint and Finger Knuckle
Print
33 2011 | Hanmandlu et al [102] X X Palmprint, hand vein and hand
geometry
34 | 2011 | Xiuyan et al. [103] X X Hand vein, iris and fingerprint
35 | 2011 | Tran et al. [104] X X Multi-algorithm | Fingerprint and face
36 | 2011 | Meraoumia et al. [105] X X Palmprint and FKP
37 2011 | Liau and Isa [106] X X Face and iris
38 | 2011 | Kim et al [76] X X Face and hand vein
39 | 2011 | Kisku et al. [51] X X Face and palmprint
40 | 2011 | Jaisakthi and Aravindan [31] X Multi-algorithm | Face recognition
41 | 2012 | Meraoumia et al. [35] X X X Fingerprint and FKP
42 | 2012 | Hofmann et al. [132] X X Face and gait
43 | 2012 | Heenaye and Khan [107] X Multi-algorithm | Dorsal and palmar vein
44 | 2012 | Poh et al. [128] X X Face and fingerprint
45 | 2012 | Anzar and Sathidevi [108] X X Fingerprint and voice
Continued on next page
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TABLE 10. Continued. Multibiometric schemes summary.

No | Year Author Decision level = Type Traits
<
5] & g g =2
2128~ 2|&]|" b5
S| 3| S| 8513|132 |<L
IR
46 | 2012 | Long et al. [46] X X Fingerprint and face
47 | 2012 | Almahafzah et al.[47] X Multi-algorithm | Finger Knuckle Print
48 | 2012 | Kankrale and Sapkal [161] X X Iris and fingerprint
49 | 2012 | Gawande et al. [162]. X X Iris and fingerprint
50 | 2012 | Gayathri and Ramamoorthy [55] X X Palmprint and iris
51 | 2012 | Bokade and Sapkal [56] X X Face and palmprint
52 | 2012 | Huang et al. [57] X X Face and gait
53 | 2012 | Almohammad et al. [58] X X Face and gait
54 | 2012 | Ben et al. [84] X X Face and gait
55 | 2012 | Yang and Zhang [59] X X Finger and Finger-vein
56 | 2012 | El-Alfy and BinMakhashen [60] X X Face and hand geometry
57 | 2012 | Fakhar et al. [123] Face and iris
58 | 2013 | Abdolahi et al. [158] X | X Fingerprint and iris
59 | 2013 | Meraoumia et al. [125] X | x Multi-algorithm | 2D and 3D palmprint
60 | 2013 | Wang et al. [63] X | X Dual iris, visible and thermal
Face
61 | 2013 | Aoyama et al. [109] X X Iris, face, palmprint, knuckle
62 | 2013 | Vishi and Yayilgan [110] X X Fingerprint and iris
63 | 2013 | Indi and Raut [111] X X Left thumb and left ear
64 | 2013 | Anzar and Sathidevi [112] X X Fingerprint and voice
65 | 2013 | Satheesan et al. [113] X Multi-sample Face
66 | 2013 | Guan et al. [133] X X Face and gait
67 | 2013 | Gawande et al. [61] X X Iris and fingerprint
68 | 2013 | Gawande et al. [80] X X Multi-algorithm | Iris and fingerprint (use two
different extraction algorithms
for both features)
69 | 2013 | Huang et al. [62] X X Face and ear
70 | 2014 | Benaliouche and Touahria [159] X | x Multi-algorithm | Iris and fingerprint
71 | 2014 | Rajbhoj and Mane [114] X X Fingerprint and iris
72 | 2014 | Peng et al [115] X Multi-algorithm | Finger vein, finger shape, FKP
and fingerprint
73 | 2014 | Sim et al. [127] X X Face and periocular
74 | 2014 | Miao et al. [64] X X Eye and face
75 | 2014 | Bhaskar and Veluchamy [50] X X Palmprint and Finger Knuckle
Print
76 | 2014 | Paul et al. [156] X | X Face, ear, signature
77 | 2015 | Azom et al. [163] X | x X Multi-algorithm | Face and iris
78 | 2015 | Kumar and Kumar [119] X X | x Palmprint and iris,speech and
face, face and fingerprint
79 | 2015 | Gupta and Gupta [71] X | x Multi-algorithm | Palm-dorsa vein pattern
80 | 2015 | Xu et al. [131] X Multi-instance Left and right palmprint
81 2015 | Perez et al [124] X X Face, iris, palmprint and
knuckle
82 | 2015 | Nguyen et al. [99] X X Multi-instance Face, fingerprint (optical and
thermal)
83 | 2015 | Fakhar et al. [116] X X Multi-instance Face (two scores) and finger-
print
84 | 2015 | Nigam and Gupa [117] X X FKP and palmprint
85 | 2015 | Naveen and Moni [118] X Face texture and depth
86 | 2015 | Assaad and Serpen [120] X X Face and voice
87 | 2015 | Gudavalli et al. [65] X Multi-algorithm | Fingerprint minutia and ridge
88 | 2015 | Svoboda et al. [66] X Multi-algorithm | Contactless hand geometry
89 | 2015 | Kanhangard et al. [67] X Multi-algorithm | Contactless hand geometry
90 | 2015 | Ahmad et al. [68] X X Face and palmprint
91 | 2015 | Xing et al. [85] X X Face and gait
92 | 2015 | Derbel et al [69]. X X Face and gait
93 | 2015 | Yan et al. [70] X Multi-sample Palm-vein
94 | 2016 | Liang et al [121] X X Face and fingerprint
Table finished
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- Q15: What hardware and software is needed? Sys-
tem operational requirements should be taken into con-
sideration such as: the amount of hardware needed and
configuration, storage capacity, processing necessities,
software needed, backup and recovery, system opera-
tional hours etc. All of these have a huge impact on
system cost.

VII. CONCLUSIONS

Due to advances in technology and the needs for more secure
systems, multi-biometrics systems are becoming widely
used. This paper gives an extensive overview on methods
used for the fusion of multiple-biometric traits into a single
authentication or identification decision. This is a useful
reference for designers implementing new systems, espe-
cially in systems with resource constraints, such as embedded
and mobile devices. We also discuss the security challenges
of multi-biometric systems, including biometric spoofing,
template security and use of biometrics for key generation.
We highlight the ease with which biometric data could be
obtained, sometimes in an unauthorised manner, using simple
smartphone as sensor device. Finally, we briefly discuss some
emerging areas in biometrics.

Our last section represents our proposal of an implementa-
tion blueprint, for a multi-biometric system. What questions
should be answered when designing a biometric system, and
where to find the information - we have included references
to chapters from this extensive study.

APPENDIX A
SUMMARISING TABLE MULTI-BIOMETRIC FUSION
See Table 10.
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