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ABSTRACT In this paper, two techniques to compensate inphase/quadrature-phase imbalance (IQI) are
investigated in the uplink-quantized massive multiple-input andmultiple-output systems for different models
of randomized IQI parameters. One is referred to as combined-signal-based channel estimation and compen-
sation (CCEC) and the other is denoted by effective channel estimation and compensation (ECEC). First, an
independent automatic gain control (AGC) scheme is proposed to calibrate the dynamic range of both the I
branch and the Q branch. By doing that, different quantization steps are used for analog-to-digital converters
following the AGCs in these two branches at each receive antenna. Second, considering the impacts of both
quantization and IQI, we give the details of channel estimation and IQI compensation for both the CCEC
and the ECEC using bilinear generalized approximate message passing (Bi-GAMP). Moreover, to exploit
the Bi-GAMP for ECEC reasonably, we theoretically derive the probability density function (pdf) of the
elements in the effective channel for the case where only RX IQI is considered. Furthermore, we extend the
ECEC to the case where both RX IQI and TX IQI are incorporated into the systems and derive the similar
pdf as well. Finally, we use the numerical results to testify the validity of our theoretical analysis and the fact
that the analytic PDF can be approximated by a Gaussian distribution when the IQI parameters are relatively
small. Compared with other classical methods, the proposed methods can obtain better performance based
on the Monte Carlo simulation results.

INDEX TERMS Massine MIMO, IQ imbalance, low-resolution ADCs, AGC, Bi-GAMP.

I. INTRODUCTION
Being a promising candidate technology for fifth-
generation (5G) communication systems, massive multiple-
input and multiple-output (MIMO) is capable of providing
more spatial degrees of freedom (DoF) and high transmis-
sion rate by deploying hundreds of antennas at the base
station (BS) [1]–[5]. Accordingly, from the implementa-
tion perspective, the same number of analog-to-digital con-
verter (ADC) pairs are needed for these antennas.Meanwhile,
it has been demonstrated in [6] that ADCs with more output
quantize bits consume more power. To reduce the power
consumption surge, as mentioned in [7], it is anticipated
that the use of low-resolution ADCs is economical and in
accordance with the concept of green-communication for cur-
rent massive MIMO systems. However, radio frequency (RF)
impairments, which are inevitable in practical systems,
result in unexpected in-phase/quadrature-phase imbal-
ance (IQI) and degrade the performance of baseband signal

processing [8], [9]. To be concrete, as mentioned in [10], the
impacts of IQI are one of the main problems in quantized
massive MIMO systems [11], [12]. Assuming that the same
quantization step is used for both in-phase and quadrature-
phase branches, the branch with much lower average ampli-
tude suffers more drastic distortion. Moreover, the phase
mismatch between the real and the imaginary parts may
invert the sign of the signals. Therefore, it is necessary for
the quantized massive MIMO to compensate the impacts of
IQI, which motivates us to construct the work in this paper.
In the following IQ imbalance and IQ mismatch are used
interchangeably.

A. RELATED WORK
Massive MIMO with one-bit ADCs was first introduced
in [13] where the maximum ratio combination (MRC) and
the zero forcing (ZF) detectors were exploited. As an exten-
sion of this work, [14] discussed the performance in terms
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of achievable rate for the high-order modulations with low
resolution ADCs. Although the MRC and the ZF detectors
are concise for implementation, their performance is inferior
to the recent techniques proposed in [7] where a data-aided
channel estimation method is used to achieve a better perfor-
mance. The performance analysis formassiveMIMO systems
including low-resolution ADCs or one-bit ADCswas given in
[15]–[19]. Low-resolution ADCs were recently introduced to
millimeter wave communication systems in [20]–[23] and to
wideband MIMO orthogonal frequency-division multiplex-
ing (MIMO-OFDM) systems in [24]–[26]. To compensate
the performance loss due to the use of low-resolution ADCs,
[10], [26]–[28] offered a mixed-ADCs architecture where a
few low-resolution ADCs are replaced by the high-resolution
ADCs. However, these works did not investigated the impacts
of IQI and assumed that the channel state information (CSI)
is exactly known at the receiver. In fact, it is difficult to
acquire the perfect CSI in practical systems, particularly in
the systems with low resolution ADCs. To this end, [7], [15],
[22], [29]–[31] discussed the channel estimation when low
resolution ADCs were considered. To the best of our knowl-
edge, [32]–[34] investigated the downlink massive MIMO
with low resolution ADCs. Gokceoglu et al. in [32] and [33]
studied the spatio-temporal waveform design for the down-
link massiveMIMO andMISOwith 1-bit receivers. With low
resolution ADCs, hybrid precoding schemes were explored
in [34].

Concerning IQI, investigated early in [35] and [36] for
MIMO-OFDM communication systems, recent work can be
found in [11], [12], [37], and [38], where some advanced
IQI compensation methods were studied whereas the quan-
tization was not involved. Zarei et al. [11] developed an IQI
aware widely linear minimum mean square error (LMMSE)
receiver for channel state information (CSI) acquisition and
data detection in a single-carrier uplink multi-cell massive
MIMO systems. To theoretically analyze the impacts of IQI
parameters on the sum rate of systems, the authors assumed
that these IQI parameters are known at the receiver side.
Kolomvakis et al. [12] provided a novel low complexity pilot-
based estimator and IQI compensation scheme. Considering
both IQI parameters and CSI, a joint estimation method was
established in [39] and [40]. Supposing that both the IQI
and the low-resoution ADCs are taken into account at the
transmitter (i.e.,BS), Wang and Zhang in [41] incorporated
a perfect specific transceiver near the transmitter to estimate
the IQI parameters, which demands additional time over-
head for transmitting training sequences between the spe-
cific transceiver and the BS. Additionally, IQI impacts on
the precoding and beamforming technologies were examined
in [42]–[44].

B. CONTRIBUTIONS
Considering the aforementioned works, in this paper, the
channel estimation and the IQI compensation are studied for
quantized massive MIMO systems. Toward this objective,
two methods for channel estimation and IQI compensation

are investigated. They are referred to as the combined-signal-
based channel estimation and compensation (CCEC) and
the effective channel estimation and compensation (ECEC),
respectively. The CCEC estimates the CSI and performs data
detection using the bilinear generalized approximate message
passing (Bi-GAMP) algorithm, described in [45], by com-
bining the received signal with its conjugated version. On
the other hand, the ECEC estimates the effective channel and
performs data detection by applying the Bi-GAMP algorithm
with the derived probability density function (PDF). To make
the Bi-GAMP algorithm work reasonably for the ECEC, we
also theoretically derive the PDF of the components in the
effective channel. In contrast to [7], where perfect CSI and
IQI-free case were presumed, we remove these assumptions
and consider a more general case in this paper. Based on the
work in [11], [12], and [37], we further take the impacts of
quantization errors into account and compare the proposed
methods with the schemes mentioned in there. In summary,
our contributions in this paper are explained as follows.
• An independent automatic gain control (AGC) scheme
for each receive antenna is proposed. For the sake of
clarity, we further elaborate on the implementation of the
independent AGC scheme. Compared to the common
AGC used in [7], the proposed AGC scheme has advan-
tages to ease the degradation caused by the amplitude
imbalance between the I branch and the Q branch, par-
ticularly when the amplitude imbalance is severe. The
main reason is that the ADCs at the I branch and the
Q branch can efficiently use the limited quantization bits
by adopting the different quantization steps.

• Two efficient channel estimation and IQI compensation
methods are constructed for quantized massive MIMO
systems. In addition, a new pilot matrix is designed to
avoid the signal self-interference arising from IQI during
the channel training stage. To guarantee the performance
of channel estimation, a modified Bi-GAMP algorithm,
which incorporates the impacts of quantization errors,
is utilized. For the case where only RX IQI is consid-
ered, the CCECmethod is proposed to complete channel
estimation and data detection by combining the received
signal with its conjugated version before performing the
CCEC. Although the combined signal can remove the
impacts of IQI, it brings a problem that only the real
part of the received signal is exploited. To fully use the
received signal, the effective channel, in which the IQI
parameters and the CSI are included, can be estimated
using the modified Bi-GAMP on condition that the PDF
of the elements in the effective channel is known. We
then theoretically derive this PDF and introduce the
ECEC method when RX IQI is considered. For the case
where both RX IQI and TX IQI are incorporated, we also
derive the similar PDF and extend the ECEC using the
modified Bi-GAMP algorithm.

• The numerical results are used to certify the validity of
our analytic results. Based on these results, the theoreti-
cal PDF can be approximated by a Gaussian distribution
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when the IQI parameters are relatively small. For the
case where the IQI parameters are large, Laplace dis-
tribution is suitable for approximation. To demonstrate
the performance improvement of the proposed methods,
we compare them with other techniques used in the
recent works through the Monte-Carlo simulation. By
doing so, from the viewpoint of bit error ratio (BER) and
normalized mean square error (NMSE), the proposed
methods can obtain better performance.

1) ORGANIZATION
The rest of the paper is organized as follows. We introduce
the system model of quantized massive MIMO with IQI in
Section II. Our proposed independent AGC and quantiza-
tion scheme are discussed in Section III. The techniques of
channel estimation and IQI compensation are described in
Section IV for the case where only RX IQI is considered.
For the case where both RX IQI and TX IQI are considered,
the methods of channel estimation and IQI compensation
are described in Section V. Simulation results are shown in
Section VI, and the conclusion and future work are presented
in Section VII.

2) NOTATION
Throughout this paper, boldface lower and upper case let-
ters indicate column vectors and matrices, respectively. IN
denotes the N ×N identity matrix. 0N×K denotes the N ×K
all-zero matrix. diag{a1, · · · , aN } is a diagonal matrix with
a1, · · · , aN on the main diagonal. AH , AT , A∗ and A−1

denote the conjugate transpose, the transpose, the conjugate
and the inverse of A, respectively. In addition, aij is the entry
at the ith row and the jth column of A. We denote by an the
nth row vector of A. dae denotes the minimal integer no less
than a.<(a) and=(a) indicate the real and the imaginary parts
of a, respectively. E (ξ) and V (ξ) represent the expectation
and variance over a random variable ξ , respectively.

II. SYSTEMS MODEL
To model the IQI at the transmitter and/or the receiver, an
asymmetrical fashion described in [46] is used. This model
states that the mismatches of amplitude and phase appear at
the Q branch while the I branch works in an ideal behavior.
As considered in [11], it is assumed that the IQI parameters
are invariant during one transmission block and vary among
different blocks. Throughout this paper, we focus on the
single-carrier uplink single-cell massive MIMO scenario, as
illustrated in Fig. 1, in which K single-antenna users simul-
taneously deliver their data to the BS deploying N antennas.
At the kth transmitter, φk,T and gk,T are used to denote the
phase and amplitude mismatches, respectively. As shown in
Fig. 2, φn,R and gn,R represent the phase and amplitude mis-
matches at receive antenna n in the similar way. Apparently,
we have φk,T = 0 and gk,T = 1 for perfect IQ matching at
transmitter k along with φn,R = 0 and gn,R = 1 for perfect
IQ matching at receive antenna n.

FIGURE 1. Block diagram of the transmitter and receiver affected by IQ
imbalance. The independent AGCs and low-resolution ADCs are involved.

FIGURE 2. Block diagram of the independent AGC for the nth receive
antenna. Note that | • | indicates the envelop of signals. The I and
Q branch are working simultaneously with perfect synchronization.

A. IQ IMBALANCE AT THE TRANSMITTER
In this part, the signal expression corrupted by the IQI is
given at the transmitter according to the procedures showing
at the top of Fig. 1. The data expected to be transmitted by
user k are denoted by xk [i] at time index i. xk [i] satisfies
E[xk [i]] = 0 and E[|xk [i]|2] = 1 and is randomly selected
from a constellation denoted by A in which each point com-
prises Q bits. As proving in [46], when TX IQI is consid-
ered at user k, the transmitted signal x̄k [i] can be obtained
according to

x̄k [i] = G1,kxk [i]+ G2,kxk [i]∗, (1)

whereG1,k = (1+gk,T ejφk,T )/2 andG2,k = (1−gk,Tejφk,T )/2
with gk,T and φk,T being the amplitude and phase imbalances
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at user k , respectively. In this paper, we assume that gk,T
follows the uniformU(1−gmax,T, 1+gmax,T) andφk,T follows
the uniform U(−φmax,T, φmax,T) since Zarei et al. [11], Wang
and Zhang [41], and Hakkarainen et al. [44] chose the values
of φk,T and gk,T in a proper range randomly and uniformly.
By stacking x̄k [i] together for all users, we have

x̄[i] =
[
x̄1[i] x̄2[i] · · · x̄K [i]

]T
= G1x[i]+G2x∗[i],

(2)

where

x[i] =
[
x1[i] x2[i] · · · xK [i]

]T
,

G1 = diag{G1,1,G1,2, · · · ,G1,K }

and

G2 = diag{G2,1,G2,2, · · · ,G2,K },

from which we have the property G1 +G2 = IK .

B. IQ IMBALANCE AT THE RECEIVER
If all users deliver the data simultaneously, x̄[i] will be trans-
mitted through the wireless channel denoted by H ∈ CN×K .
When RX IQI is not involved, the received signal at the BS
can be expressed as

y[i] = Hx̄[i]+ w[i], (3)

whereH =
[
h1 h2 · · · hK

]
, assumed to be flat-fading

over one block, denotes the channel matrix with hk = Řkvk ∈
CN×1 being the channel vector from the kth user to the
BS [11]. The components of vk are mutually independent
and identically distributed (i.i.d.) random variables charac-
terized by the complex gaussian distribution CN (0, 1) and
Rk = E{hkhHk } = Řk ŘH

k represents the channel covariance
matrix [11]. Here we let Rk = IN for convenience. The addi-
tive white gaussian noise (AWGN) is denoted by w[i], whose
elements independently follow the distribution CN (0, σ 2).
If the RF front-ends at the BS are also inaccurate, in the

time-domain, the received baseband signal can be modeled
as [11]

ȳ[i] = K1y[i]+K2y∗[i]

= (K1HG1 +K2H∗G∗2)x[i]

+ (K1HG2 +K2H∗G∗1)x
∗[i]

+ (K1w[i]+K2w[i]∗) (4)

where

K1 = diag{K1,1,K1,2, · · · ,K1,N },

K2 = diag{K2,1,K2,2, · · · ,K2,N }

withK1,n = (1+gn,Re−jφn,R )/2 andK2,n = (1−gn,Rejφn,R )/2
for n = 1, 2, · · · ,N . Similarly, gn,R and φn,R denote the
amplitude and phase imbalances at the nth antenna of the BS,
respectively. In this paper, it is also assumed that gk,R has
the uniform distribution over U(1 − gmax,R, 1 + gmax,R) and
φk,R has the uniform distribution over U(−φmax,R, φmax,R)
[11], [41], [44]. From the expressions ofK1 andK2, we have

K1 + K∗2 = IN . Using the augmented representation given
in [11], (4) can be rewritten as

ỹ[i] = 8H̃4x̃[i]+8w̃[i], (5)

where ỹ[i] =
[
<(ȳ[i])T =(ȳ[i])T

]T , x̃[i] =[
<(x[i])T =(x[i])T

]T , w̃[i] = [
<(w[i])T =(w[i])T

]T
and the representations of8, H̃ and4 are, respectively, given
by

8 =

[
<(K1 +K2) =(K2 −K1)
=(K1 +K2) <(K1 −K2)

]
, (6a)

H̃ =
[
[r]<(H) −=(H)
=(H) <(H)

]
(6b)

and

4 =

[
[r]<(G1 +G2) =(G2 −G1)
=(G1 +G2) <(G1 −G2)

]
. (6c)

It can be seen from (4) that the received signal ȳ[i] is
impacted by x∗[i] interpreted as the self-interference of x[i].
In the frequency-domain, this self-interference causes the
mirror interference expected to be suppressed. Therefore, to
ease the effects of the self-interference is one of the motiva-
tions of this paper, which will be studied in the succeeding
sections.

In fact, although a narrowband system is considered in
this paper, the succeeding investigations can be extended to a
wideband system such as theMIMO-OFDM system. Because
the signal model of (5.43) in [46] has the same form as (4)
except that k in (5.43) denotes the index of subcarrier, it
is worth extending our work to a broadband system if the
quantization is considered. Therefore, this realistic system
with low-resolution ADCs and IQ imbalance is left for the
future work.

III. INDEPENDENT AGC AND QUANTIZATION
USING FEW BITS
IQI can cause some problems for quantization. In [7], where
IQI is not incorporated, a common AGC is used to control
the signal amplitude before the signal is divided into I branch
and Q branch. However, due to the IQI, particularly when
the amplitude imbalance is severe, using the same dynamic
range for both I branch and Q branch (e.g., using the common
AGC in [7]) may cause some unexpected problems.When the
amplitude imbalance is severe, i.e., gn,R � 1 (or gn,R � 1),
it is easy to find that the average magnitude of the quadrature-
phase is much less (or larger) than that of the in-phase.
It has been mentioned that using low-resolution ADCs in
massive MIMO systems is an efficient way to reduce power
consumption. Therefore, adopting the same quantization step
as the I branch, the Q branch cannot distinguish the signals
using limited quantization bits. In other words, the equivalent
quantization bits are inadequate for the Q branch.

To handle this problem caused by amplitude imbalance,
an independent AGC scheme is proposed. As depicted in
Fig. 2, two independent and separated AGCs are used for
I branch and Q branch at each receive antenna. Due to the
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clear analogy in signal processing between the I branch and
the Q branch, we take the I branch as an example to show
the processes of AGC and ADC. In order to calibrate the
dynamic range, a power tracking method, which is carried
out before the AGC and ADC at the I branch, is used to
calculate the signal power within a time interval and control
the output of the AGC accordingly. To this end, a predefined
time window with length L is incorporated to calculate the
average power of the signal (i.e., <(ȳn[l])) within the time
window at the I branch. Therefore, themoving-average power
can be calculated as

PRn [i] =


1
i

∑i−1

l=0
|<(ȳn[l])|2, if i ≤ L

1
L
(LPRn [i− 1]+ |<(ȳn[i])|2

− |<(ȳn[i− L])|2), otherwise.

(7)

We then use the three-sigma rule described in [47] to
calculate the scaling factor ηRn as

ηRn [i] = 3
√
PRn [i], (8)

with which the AGC can control the dynamic range of the
down-converted signal. Considering the scaling factor at all
antennas, the scaling factor matrix can be written as

�R[i] = diag
{
ηR1 [i], η

R
2 [i], · · · , η

R
N [i]

}
. (9)

Similarly,�I[i] for the Q branch can be obtained by calcu-
lating PIn[i], n = 1, 2, · · · ,N . Next, the scaled signals at the
I branches for all antennas are achieved by

ŷR[i] =
(
�R[i]

)−1
ȳR[i]. (10)

It should be pointed out that the values of elements in ŷR[i] are
distributed in the range [−1, 1] with high probability before
quantization.

Finally, the quantization of scaled signal is carried out by
the ADCs at the I branch. The quantized signal, which is fed
forward to the baseband digital signal processing (DSP) at the
receiver, is expressed as

rR[i] = �R[i]Q
(
ŷR[i]

)
, (11)

where Q(·) is the element-wise quantization operator on a
floating-point number. For the Q branch, we also have rI[i] =
�I[i]Q

(
y̆I[i]

)
which is also fed forward to the baseband DSP

at the receiver. Based on rR[i] and rI[i], the complex signal
in the baseband DSP yields

r[i] = rR[i]+ jrI[i]. (12)

In this paper, a uniform scalar quantization with step 1 is
considered. Supposing that two real-valued b-bit ADCs are
used for each receive antenna, the quantization step1 is equal
to 2−b. For a real-valued ADC and corresponding input ŷ,

the final quantized output can be modeled as

r = ηQ(ŷ) =



η

⌈
ŷ
1
−

1
2

⌉
1, if −

2b1
2
≤ ŷ ≤

2b1
2
,

η2b1
2

, if ŷ >
2b1
2
,

−
η2b1
2

, if ŷ < −
2b1
2
.

(13)

Correspondingly, the upper and lower quantization bound-
aries of r in (13) can be determined by a de-quantization
operation

Q−1(r) =



(
r −

η1

2
,+∞

)
, if r = rmax,(

−∞,−r +
η1

2

)
, if r = rmin,(

r −
η1

2
, r +

η1

2

)
, otherwise,

(14)

where rmax and rmin are the maximum and the minimum
quantization levels, respectively. Eq. (14) will be used in (21)
later. In this paper, we assume that all antennas adopt iden-
tical low-resolution ADCs with b ∈ {1, 2, 3, 4}, which is
much more efficient in terms of cost and power consumption
as compared to the conventional massive MIMO systems
equipped with high-resolution ADCs.

In addition, to make analysis more convenient, we adopt
the additive quantization noise model (AQNM) which is
extensively employed in quantizedMIMO systems [17], [18],
[23]. Recalling the received signal model in (4) and (5), it is
easy to find that they are consistent with the signal model
described in [17], and then the corresponding quantized sig-
nals can be given by

r[i] = αȳ[i]+ e[i] (15)

and

r̃[i] = αỹ[i]+ ẽ[i], (16)

where r̃[i] =
[
<(r[i])T =(r[i])T

]T belongs to C2N×1 and
ẽ[i] =

[
<(e[i])T =(e[i])T

]T
∈ C2N×1, which denotes the

additive quantization errors vector uncorrelated with ỹ[i]. The
covariance matrix of ẽ[i], as in [17], is characterized by

6ẽ[i]ẽ[i] = α(1− α)diag{E{(8H̃44H H̃H8H
+
σ 2

2
I2N )}}.

(17)

Here it is worth noticing that α is a coefficient whose
value is related to the quantization bit and given by Table
1 when b ≤ 5. For b > 5, the value of α is determined

TABLE 1. α for different quantization bits (b ≤ 5).
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by α ≈ 1− π
√
3

2 2−2b according to [17], [18] and [23]. From
here on, we will omit the time index for simplicity.

IV. CHANNEL ESTIMATION AND DATA DETECTION
UNDER RX IQI AND QUANTIZATION ERRORS
Based on the discussions in [12] and [41], where the RF front-
ends at the users side are assumed to be perfect, one system
only experiencing RX IQI is considered in this section. By
doing so, the acquisition of CSI and IQI parameters are
investigated under quantization errors. First a pilot matrix
scheme is designed for channel estimation. To compensate
the impacts of IQI at the receiver, the CCEC method is
proposed based on the classical Bi-GAMP algorithm. Finally,
the proposed ECEC method is presented to obtain better
performance.

A. PILOT MATRIX DESIGN
For any coherent detection, the CSI needs to be estimated at
the receiver. Considering the existence of IQI, the predefined
pilots should be able to estimate the unknown CSI and IQI
parameters. Supposing that xk ∈ C2K×1 denotes the pilot
sequence at the first 2K symbols of one block for user k , we
let Xp =

[
xT1 · · · xTK

]T
∈ CK×2K be the pilot matrix

which satisfies XpXH
p = IK and XpXT

p = 0K to guarantee
the orthogonality of pilots among different users. Besides,
the self-interference is expected to be suppressed during the
channel training stage. For this purpose, we suggest a specific
pilot matrix

Xp =
[
X1,p X2,p

]
=
[
IK/
√
2 jIK/

√
2
]
. (18)

Next, the CSI and IQI parameters estimation are discussed
based on the designed pilot matrix and its received version.

B. CHANNEL ESTIMATION AND DATA DETECTION
USING COMBINED SIGNALS
Since TX IQI is not considered, we have G1 = IK and
G2 = 0K . As stated above, Xp is used for training at the
beginning of one block. Meanwhile, with L being the data
length, Xd ∈ CK×L is used to denote the data matrix follow-
ing the pilot matrixXp. Therefore, the signal to be transmitted
within one block can be denoted by X =

[
Xp Xd

]
. Con-

sidering the IQ mismatch, noise and quantization errors, the
corresponding received signalR =

[
Rp Rd

]
∈ CN×(2K+L)

is given by

R = α
(
K1HX+K2H∗X∗ +K1W+K2W∗

)
+ E, (19)

whereW ∈ CN×(2K+L) and E ∈ CN×(2K+L) denote the noise
and quantization errors over one block, respectively.

Using the property that K1 + K∗2 = IN , the combined
signal Rc can be obtained by adding the quantized signal R
to its conjugated version R∗ and is given by

Rc
= R+ R∗ = α(HX+H∗X∗)+ 2<(αW+ E)

= αH̃X̃+ 2<(αW+ E), (20)

where H̃ =
[
2<(H) 2=(−H)

]
∈ CN×2K and X̃ =[

<(X)T =(X)T
]T
∈ C2K×(2K+L). When combined sig-

nal Rc is used, it is obvious from (20) that the effects of IQI
vanish but at the cost of the imaginary part loss in quantized
signal. Additionally, if combined signal Rc is considered,
only the real parts of noise and quantization errors remain.
It is worth noting that the imaginary part (R+R∗) cannot be
directly used because the IQI is coupled in it. According to the
fact that all components in H are selected following a com-
plex Gaussian distribution CN (0, 1), it can be concluded that
all elements in H̃ have a real Gaussian distribution N (0, 1).
In addition, supposing that a square QAM constellation with
M points is used for X, the elements in X̃ can be regarded as
points in the

√
M -PAM constellation denoted by Ap.

It is easy to find that (20) is consistent with the generalized
bilinear problem described in [45] except for quantization
errors which can be modeled as additive white noise [48].
Hence, we can modify the Bi-GAMP algorithm therein to
perform the channel estimation and data detection at the BS
side. The details of the modified algorithm are described in
Algorithm 1, which is referred to as the proposed CCECwhen
the combined signal is used.

In Algorithm 1, t and Tmax denote the current iteration
index and the maximum number of iterations, respectively.
The value of Tmax is 100 in [7]. In fact, the Bi-GAMP algo-
rithm can converge after 20-30 iterations although it shows
a slow convergence at low SNR regime. ε represents the
stopping condition based on the normalized change in the
residual. And β ∈ (0, 1] is a damping factor used for avoiding
the divergence of this algorithm. The value of β is 0.3 in [49].
Here, we provide some explanations about this algorithm and
omit the iteration index for brevity.

First, the operations in lines 9-10 calculate the posterior
mean and variance of zn,l . Referring to [10] and operation
(14), we have

ẑn,l =

∫
Q−1(rcn,l )

zn,lCN (zn,l; p̂n,l, v
p
n,l)d zn,l∫

Q−1(rcn,l )
CN (zn,l; p̂n,l, v

p
n,l)d zn,l

, (21a)

vzn,l =

∫
Q−1(rcn,l )

|zn,l−ẑn,l |2CN (zn,l; p̂n,l, v
p
n,l)d zn,l∫

Q−1(rcn,l )
CN (zn,l; p̂n,l, v

p
n,l)d zn,l

, (21b)

by which vsn,l and ŝn,l in lines 11-14 can be obtained. Consid-
ering that the integrations in (21) make the computation more
complex, some simplifications are needed for practical imple-
mentation. If regarding the quantization errors as AWGN and
referring to [45], we can get

ŝn,l =
rcn,l − p̂n,l

vpn,l + γ
, (22a)

vsn,l =
1

vpn,l + γ
, (22b)

where γ = 4
(
0.5α2σ 2

+ σ 2
q

)
and σ 2

q denotes the variance
of quantization error. Without integration, the computational
complexity of (22) is reduced significantly.
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Algorithm 1 Bi-GAMP-Based Channel Estimation and Data
Detection
Input: Compensated observations Rc, pilots X̃p

Output: ˆ̃H and ˆ̃Xd
1: Initialize: β, ε; ∀n, l: ŝn,l(0) = 0, vsn,l(0) = 0, v̄pn,l(0) =

0, vpn,l(0) = 0;
∑

k ,
∑2K

k=1,
∑

n ,
∑N

n=1,
∑

l ,∑2K+L
l=1 ;
∀n, k, l: x̄k,l(0) = 0, ˆ̃xk,l(0) = 0, vx̃k,l(0) = 1, h̃k,l(0) =

0, ˆ̃hk,l(0) = 10−5, vh̄k,l(0) = 1
2: for t = 1 to Tmax do
3: ∀n, l : v̄pn,l(t) =

∑
k |
ˆ̃hn,k (t)|2vxk,l(t)+ v

h̃
n,k (t)|x̂k,l(t)|

2

4: ∀n, l : v̄pn,l(t) = βα
2v̄pn,l(t)+ (1− β)v̄pn,l(t − 1)

5: ∀n, l : p̄n,l(t) = α
∑

k
ˆ̃hn,k (t) ˆ̃xk,l(t)

6: ∀n, l : vpn,l(t) = v̄pn,l(t)+ α
2∑

k v
h̃
n,k (t)v

x̃
k,l(t)

7: ∀n, l : vpn,l(t) = βv
p
n,l(t)+ (1− β)vpn,l(t − 1)

8: ∀n, l : p̂n,l(t) = p̄n,l(t)− ŝn,l(t − 1)v̄pn,l(t)
9: ∀n, l : ẑn,l(t) = E{zn,l(t)|p̂n,l(t), v

p
n,l(t)+ σ

2
}

10: ∀n, l : vzn,l(t) = V{zn,l(t)|p̂n,l(t), v
p
n,l(t)+ σ

2
}

11: ∀n, l : vsn,l(t) = (1− vzn,l(t)/(v
p
n,l(t)+ σ

2))/(vpn,l(t)+
σ 2)

12: ∀n, l : vsn,l(t) = βv
s
n,l(t)+ (1− β)vsn,l(t − 1)

13: ∀n, l : ŝn,l(t) =
(
ẑn,l(t)− p̂n,l(t)

)
/(vpn,l(t)+ σ

2)
14: ∀n, l : ŝn,l(t) = β ŝn,l(t)+ (1− β)ŝn,l(t − 1)

15: ∀n, k : h̄n,k (t) = β
ˆ̃hn,k (t)+ (1− β)h̄n,k (t − 1)

16: ∀k, l : x̄k,l(t) = β ˆ̃xk,l(t)+ (1− β)x̄k,l(t − 1)

17: ∀k, l : vrk,l(t) =
(
α2
∑

n |h̄n,k (t)|
2vsn,l(t)

)−1
18: ∀k, l : ζ = x̄k,l(t)

(
1− α2vrk,l(t)

∑
n v

h̃
n,k (t)v

s
n,l(t)

)
19: ∀k, l : r̂k,l(t) = ζ + αvrk,l(t)

∑
n h̄
∗
n,k (t)ŝn,l(t)

20: if l > 2K then
21: ∀k, l : ˆ̃xk,l(t + 1) = E{x̃k,l(t)|r̂k,l(t), vrk,l(t)}
22: ∀k, l : vx̃k,l(t + 1) = V{x̃k,l(t)|r̂k,l(t), vrk,l(t)}
23: else
24: ∀k, l : vx̃k,l(t + 1) = 0; ˆ̃xk,l(t) = x̃p,k,l
25: end if
26: ∀n, k : vqn,k (t) =

(∑
l |
ˆ̃xk,l(t + 1)|2vsn,l(t)

)−1
27: ∀n, k : ζ = αh̄n,k (t)

(
1−vqn,k (t)

∑
l v
x̃
k,l(t + 1)vsn,l(t)

)
28: ∀n, k : q̂n,k (t) = ζ + v

q
n,k (t)

∑
l
ˆ̃x∗k,l(t + 1)ŝn,l(t)

29: ∀n, k : ˆ̃hn,k (t + 1) = E{h̃n,k (t)|q̂n,k (t), v
q
n,k (t)}

30: ∀n, k : vh̃n,k (t + 1) = V{h̃n,k (t)|q̂n,k (t), v
q
n,k (t)}

31: if (
∑

n
∑

l |p̄n,l(t)− p̄n,l(t−1)|
2)/

∑
n
∑

l |p̄n,l(t)|
2 <

ε then
32: stop
33: end if
34: end for

Next, the operations in lines 21-22 are taken with regard to
the posterior probability

P(x̃k,l) =
CN (x̃k,l; r̂k,l, vrk,l)∑

x̃ ′k,l∈Ap CN (x̃ ′k,l; r̂k,l, v
r
k,l)

. (23)

Assuming that the square QAM constellation is used, the
posterior mean and variance of x̃k,l can be given by

ˆ̃xk,l =
∑

x̃k,l∈Ap

x̃k,lP(x̃k,l), (24a)

vx̃k,l =
∑

x̃k,l∈Ap

|x̃k,l − ˆ̃xk,l |2P(x̃k,l). (24b)

Finally, assuming that the elements in H̃ follow N (0, σ 2
h )

and referring to Section III-C in [45], the operations in
lines 29-30 can be simplified as

ˆ̃hk,l =
q̂n,kσ 2

h

vqn,k + σ
2
h

, (25a)

vh̃k,l =
vqn,kσ

2
h

vqn,k + σ
2
h

. (25b)

We notice that the pilot matrix X̃p is known during the
training stage, which differs from [45] in which pilots do not
exists inX. Therefore, the corresponding variances for X̃p are
zero, which means vx̃k,l = 0 for l ≤ 2K . Additionally, based
on [45], the effects of quantization are incorporated in (21)
or (22). This modified algorithm can be regarded as a data-
aided channel estimation which further used to recover the
unknown data.

As a comparison, we introduce another way to estimate
the channel information and IQI parameters, which is men-
tioned in our previous work in [50]. Based on the received
training sequences in (20) and LMMSE technique, the BS
first acquire the CSI using the combined signal received in
training stage. Next, the BS estimates the IQ parameters via
Least Square (LS) technique using the estimated CSI and
local pilot Xp. Finally, on the basis of estimated CSI and
IQ parameters, the IQ compensation and data detection are
carried out at the BS via LMMSE. The similar work can
also be found in [12] for massive MIMO systems without
quantization errors.

C. PROPOSED EFFECTIVE CHANNEL ESTIMATION AND
COMPENSATION WITH IQI AT THE RECEIVER
As stated previously, the CCEC only exploits the real part
of the received signal, i.e., only Rc

= 2<(R) is used. To
fully exploit the received signal, in this subsection, an ECEC
method is proposed to estimate the effective channel and
recover the data. Using the property that K1 + K∗2 = IN ,
8 in (6a) can be rewritten as

8 =

[
<(K1 +K2) =(K2 −K1)
=(K1 +K2) <(K1 −K2)

]
=

[
IN 0N
A B

]
, (26)

whereA = diag{a1, a2, · · · , aN } andB = diag{b1, b2, · · · , bN }
with ai = gi,R sin(φi,R) and bi = gi,R cos(φi,R) for i =
1, 2, · · · ,N . Then the effective channel is defined as

Heff
= 8H̃ ,

[
Heff

11 Heff
12

Heff
21 Heff

22

]
, (27)
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where Heff
11 = <(H), Heff

12 = −=(H), Heff
21 = A<(H) +

B=(H), and Heff
22 = B<(H) − A=(H). From Heff, we find

that the elements in Heff
11 and Heff

12 independently follow the
real Gaussian distributionN (0, 0.5) according to the fact that
the elements in H independently have the complex Gaussian
distribution CN (0, 1).
We subsequently determine the PDF of the elements

inHeff
21 andH

eff
22 . Without loss of generality, the arbitrary entry

yi,j inHeff
21 and zi,j inH

eff
22 are considered because all elements

in Heff
11 or Heff

12 are random variables. Due to the similarity
between yi,j and zi,j, only the PDF of yi,j is discussed. If hRi,j
and hIi,j denote the real and imaginary parts of hi,j located at
the ith row and the jth column of H, yi,j is expressed as

yi,j = aihRi,j + bih
I
i,j. (28)

Lemma 1: The PDF of yi,j is independent of the phase
mismatch φi,R and is determined by the distribution of gi,R,
hRi,j and h

I
i,j. Furthermore, the analytic PDF of yi,j is given by

fyi,j (yi,j)=



1
4
√
πgmax,R

[
0

(
0,

y2i,j
g2U,R

)

− 0

(
0,

y2i,j
g2L,R

)]
, if yi,j 6= 0

1
2
√
πgmax,R

ln
(
gU,R
gL,R

)
, otherwise,

(29)

where gL,R , (1− gmax,R) and gU,R , (1+ gmax,R).
Proof: Please refer to Appendix VII.

In the similar way, we can also conclude that fzi,j (zi,j) is
independent of the phase mismatch φi,R and is given by

fzi,j (zi,j) =
1

2gmax,R

∫ gU,R

gL,R

1√
πg2i,R

exp(−
z2i,j
g2i,R

)d gi,R, (30)

which can be further simplified to get the same result as (29).
Lemma 2: The elements in Heff

21 are mutually independent
and follow the same distribution. The same conclusion can
be obtained for the elements in Heff

22 . Moreover, the arbitrary
element inHeff

21 is independent of the arbitrary element inH
eff
22 .

Proof: Please refer to Appendix VII.
The complicated expression in (29) is not tractable and

requires simplifying. For this purpose, given that gmax,R is rel-
atively small (such as gmax,R < 0.2), (44) can approximately
be simplified as

fyi,j (yi,j) =
1

2
√
πgmax,R

∫ yi,j/gL,R

yi,j/gU,R

1
t
exp(−t2)d t

(a)
≈

1
2
√
πgmax,R

(
yi,j
gL,R
−

yi,j
gU,R

)(
yi,j

1− g2max,R

)−1

× exp

(
−

y2i,j
(1− g2max,R)

2

)

=
1
√
π
exp

(
−

y2i,j
(1− g2max,R)

2

)
(b)
≈

1
√
π (1− g2max,R)

exp

(
−

y2i,j
(1− g2max,R)

2

)
, (31)

from which we can see that fyi,j (yi,j) approximately
approaches a Gaussian distribution with zero mean and vari-
ance (1−g2max,R)

2/2. Notice that (a) is obtained using a Taylor

series expansion at t0 =
yi,j/gL,R−yi,j/gU,R

2 and (b) is based on
1− g2max,R ≈ 1 when gmax,R is relatively small.

For the case where gmax,R is large, the Laplace distribution
is suitable to approximate the PDF of yi,j (or zi,j). Due to the
fact that E[hRi,j] = 0 along with the independence between
ai and hRi,j, we have E[yi,j] = 0 and

V[yi,j] = E[y2i,j] = E[a2i (h
R
i,j)

2] =
1
2

(
1+

g2max,R

3

)
. (32)

Then fyi,j (yi,j) can be approximated by

fyi,j (yi,j) ≈
1√

2V[yi,j]
exp

(
−

√
2|yi,j|√
V[yi,j]

)
, (33)

which will be verified with numerical results in Section VI.
Considering the effective channelHeff and the input-output

relationship over one block, (16) yields

R̃ = αHeffX̃+ α8W̃+ Ẽ, (34)

where R̃ ∈ C2N×(2K+L) and Ẽ ∈ C2N×(2K+L) are constructed
by r̃ and ẽ over one block, respectively. The effective noise
defined as w̃eff

= α8w̃, where w̃ is any column of W̃, has
the variance

6w̃effw̃eff = α
2E{8w̃w̃H8H

}

=
α2σ 2

2

[
IN 0N
0N (1+

gR,max

3
)IN

]
. (35)

Also, (17) can be rewritten as

6ẽẽ =
α(1− α)

2

([
IN 0N
0N (1+

gR,max

3
)IN

]
+ σ 2I2N

)
.

(36)

We notice that, when treating the quantization errors as addi-
tive white noise [48], (34) is consistent with the generalized
bilinear problem described in [45].

Based on the PDF fyi,j (yi,j) of each block inH
eff, some pro-

cedures in Algorithm 1 should be modified to make it work
as we expect. Hence, the input is replaced by R̃ and X̃p. The

output is denoted by Ĥeff and ˆ̃Xd. Meanwhile, we redefine∑
n ,

∑2N
n=1. In (22), we calculate γ = σ 2

eff + σ
2
q , in which

σ 2
eff and σ

2
q are obtained from (35) and (36), respectively. For

themanipulations at lines 29-30 of Algorithm 1, the estimated
values and variances of the elements in each block should
be calculated using their associated PDF separately. In other
words, when calculating the mean and variance according
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to (25), different σ 2
h should be used for each block in Heff.

For instance, when the estimated values and variances of the
elements in Heff

21 are calculated, the PDF in (29) is expected
to be used. Suppose that IQI value is practical small, we
can use (31) for further simplicity and then adopt σ 2

h =

(1−g2max,R)
2/2 in (25). Other steps in Algorithm 1 can be kept

invariant. In summary, this modified algorithm is denoted by
the proposed ECEC which only need to estimate the effective
channel.

V. CHANNEL ESTIMATION AND DATA DETECTION
UNDER BOTH RX AND TX IQI INVOLVING
QUANTIZATION ERRORS
In this section, we consider a general case that signal is cor-
rupted by both RX IQI and TX IQI. In this case, the combined
signal cannot remove the effects of IQI. Alternatively, the
ECEC method is expected to used.

A. PROPOSED EFFECTIVE CHANNEL ESTIMATION AND
COMPENSATION WITH IQI AT BOTH THE RECEIVER
AND THE TRANSMITTER
The proposed ECEC can be extended to this general case.
First, the PDF of the elements in the effective channel needs to
be derived. Based on this PDF, the modified Bi-GAMP algo-
rithm can be utilized to complete effective channel estimation
and data detection. Using the property that G1 + G2 = IK ,
4 in (6c) is rewritten as

4 =

[
<(G1 +G2) =(G2 −G1)
=(G1 +G2) <(G1 −G2)

]
=

[
IK C
0K D

]
, (37)

where C = diag{c1, c2, · · · , cK }, D = diag{d1, d2, · · · , dK }
with cj = −gj,T sin(φj,T) and dj = gj,T cos(φj,T) for j =
1, 2, · · · ,K . By using the similar way in Section IV-C, the
effective channel is defined as

Heff
= 8H̃4 ,

[
Heff

11 Heff
12

Heff
21 Heff

22

]
, (38)

where Heff
11 = <(H), Heff

12 = <(H)C − =(H)D, Heff
21 =

A<(H)+B=(H) andHeff
22 = (A<(H)+B=(H))C+(B<(H)−

A=(H))D. From Heff, we find that the components in Heff
11

independently follow the real Gaussian distributionN (0, 0.5)

according to the fact that the elements inH are independently
distributed in terms of the complex Gaussian distribution
CN (0, 1). The PDF of elements in Heff

21 and Heff
12 can be

obtained by the processes given in Section IV-C.
We subsequently need to determine the PDF of the ele-

ments in Heff
22 . Without loss of generality, an arbitrary entry

yi,j in Heff
22 is discussed because the same derivation can be

applied to other elements. From (38), yi,j can be expressed as

yi,j = (aicj + bidj)hRi,j + (bicj − aidj)hIi,j. (39)

Lemma 3: The PDF of yi,j is independent of the phase mis-
matches φi,R and φi,T and is determined by the distribution of
gi,R, gi,T, hRi,j and h

I
i,j. Furthermore, at the bottom of this page,

the analytic PDF of yi,j is given by (40) where B1 , gL,RgL,T,
B2 , gL,RgU,T, B3 , gU,RgL,T and B4 , gU,RgU,T with
gL,R , (1−gmax,R), gU,R , (1+gmax,R), gL,T , (1−gmax,T)
and gU,T , (1+ gmax,T).

Proof: Please refer to Appendix VII.
Due to the independence between gi,R, gj,T and hRi,j, we

have the mean of yi,j as E[yi,j] = 0 and the variance of yi,j
according to

V[yi,j] = E[y2i,j] = E[g2i,Rg
2
j,T(h

R
i,j)

2]

=
1
2

(
1+

g2max,R

3

)(
1+

g2max,T

3

)
. (41)

Considering the effective channel Heff, (5) yields

R̃ = αHeffX̃+ α8W̃+ Ẽ, (42)

which has the same form as (34). Therefore, the variances of
the effective noise and the quantization noise are also given
by (35) and (36), respectively. Again, we notice that (42) is
consistent with the generalized bilinear problem described
in [45] when treating the quantization errors as additive white
noise [48].

Based on the PDF fyi,j (yi,j) of each block inH
eff, some pro-

cedures in Algorithm 1 should be modified to make it work as
we anticipate. Hence, the input is replaced by R̃ and X̃p. The

output is denoted by Ĥeff and ˆ̃Xd. Meanwhile, we redefine∑
n ,

∑2N
n=1. In (22), we calculate γ = σ 2

eff + σ
2
q , in which

fyi,j (yi,j) =



1
4
√
πgmax,R

×

[∫ yi,j/B2
yi,j/B1

1
t
ln
yi,j
t

exp(−t2)d t −
1
2
ln(gL,RgL,T)

(
0

(
0,
y2i,j
B22

)
− 0

(
0,
y2i,j
B21

))

+
1
2
ln
(
gU,T
gL,T

)(
0

(
0,
y2i,j
B23

)
− 0

(
0,
y2i,j
B22

))

+
1
2
ln(gU,RgU,T)

(
0

(
0,
y2i,j
B24

)
− 0

(
0,
y2i,j
B23

))
−
∫ yi,j/B4
yi,j/B3

1
t
ln
yi,j
t

exp(−t2)d t
]
, if yi,j 6= 0

1
4
√
πgmax,R

×

[
1
2

(
(lnB2)2 − (lnB1)2

)
− ln

(
B2
B1

)
ln(gL,RgL,T)+ ln

(
B3
B2

)
ln
(
gU,T
gL,T

)
−

1
2

(
(lnB4)2 − (lnB3)2

)
+ ln

(
B4
B3

)
ln(gU,RgU,T)

]
, otherwise.

(40)
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σ 2
eff and σ

2
q are obtained from (35) and (36), respectively. For

themanipulations at lines 29-30 of Algorithm 1, the estimated
values and variances of the elements in each block should
be calculated using their associated PDF separately. In other
words, when calculating the mean and variance according
to (25), different σ 2

h should be used for each block in Heff.
For instance, when the estimated values and variances of the
elements inHeff

22 are calculated, the PDF in (40) is expected to
be used. In summary, this modified algorithm is denoted by
the proposed ECEC which only need to estimate the effective
channel and perform data detection.

B. COMPUTATIONAL COMPLEXITY FOR
MODIFIED BI-GAMP ALGORITHM
In order to make the complexity analysis convenient for
each iteration, we assess the complexity in terms of floating-
point operations (FLOPs) used in [51]. It is assumed that the
operation of function exp(·) in (23) can be implemented by a
look-up table. In Algorithm 1, we see that all steps are based
on real-valued operations. In addition, it is easy to find that
the multiplication and the addition of two real numbers need
1 FLOPs, respectively. We denote by L ′ = 2K +L the length
of one block and let K ′ = 2K , N ′ = 2N . Based on these
considerations, the complexity of operations in Algorithm 1
can be calculated as follows.

The operations in lines 3-8 require
(
7K ′ + 12

)
N ′L ′

FLOPs. When (22) is adopted, 13N ′L ′ FLOPs are needed
for lines 9-14. The operations in lines 15-16 demand(
3N ′K ′ + 3K ′L ′

)
FLOPs. For operations in lines 17-19,(

4N ′ + 9
)
K ′L ′ FLOPs are required. For obtaining the expec-

tation and variance, the operations in lines 21-22 need
4
√
QK ′L ′ FLOPs. And the operations in lines 26-28 need(

4L ′ + 7
)
N ′K ′ FLOPs. When (25) is used to get the expec-

tation and variance, the complexity is 6N ′K ′ FLOPs for lines
29-30. Calculating the terminal condition in line 31 requires(
3N ′L ′ + 1

)
FLOPs.

VI. SIMULATION RESULTS AND DISCUSSION
Monte-Carlo simulations are used to evaluate the perfor-
mance of the proposed methods. We also validate our pre-
vious theoretical analysis by comparing it with the numerical
results.

A. SIMULATION PARAMETERS
For the setup, a single-cell system is considered. At the center
of this cell, one BS employing N = 64 antennas serves
K = 16 users, which uniformly distribute around the BS
on a circle with radius of one. Moreover, the BS uses an
uniform linear array (ULA). All antennas at the BS are
assumed to use identical ADCs with equal number of res-
olution bits. In all simulations, We assume that all users
employ the same transmission power pk = 1 for ∀k ∈
{k}Kk=1. Given an SNR, the noise power can be calculated as
σ 2
= (

∑K
k=1 pk )/(10

0.1SNR). We also make an assumption
that the data sequences transmitted by all users are ran-

domly selected from the constellation of QPSK when eval-
uating BER performance. In the simulations, the length of
one transmission block is set to be L = 132, at the head
of which 32 samples are used for training. In addition, all
the simulation results associated to BER are averaged over
5000 realizations of the channel and IQI.

FIGURE 3. Signal-to-quantization-noise ratio (SQNR) vs. the number of
bits for proposed independent AGC and common AGC. In this figure, we
set that the amplitude ratio between the Q branch and I branch is 0.2.

B. VERIFICATION OF DERIVATIONS
In Fig. 3, the signal-to-quantization-noise ratio (SQNR) for
proposed independent AGC and common AGC are depicted.
the SQNR in this figure is defined as [6]

SQNR = 10 log10
||ȳ||F
||r− ȳ||F

,

where r is the quantized version of ȳ and || · ||F denotes
Frobenius norm. To manifest the superiority of proposed
independent AGC, we assume that the averaging amplitude
ratio between the Q branch and I branch is 0.2 and we do not
consider the phase mismatch. From the results in this figure,
it can be seen that our proposed independent AGC scheme
outperforms the common AGC scheme, which controls the
signals amplitude of Q branch and I branch using the same
scaling factor. Regarding various widths of quantization bits,
it can be also seen that our proposed independent AGC is
preferable. Moreover, it is also obvious that one more quan-
tization bit can approximately bring 5.8dB-6dB gain, which
is consistent with the fact about 6.02dB can be obtained
when one more bit is added for the quantizer using uniform
quantization step [6].

In Fig. 4, we show the analytic PDF of elements in
the effective channel Heff and the corresponding simulation
results. In this figure, we only consider RX IQI and set
gmax,R = 0.8, φmax,R = 10◦. Moreover, ‘‘Sim’’ denotes the
simulation results and ‘‘Ana.’’ denotes the analytic results.
As noted in Section IV-C, the elements in Heff

11 and Heff
12 have

the Gaussian distributionN (0, 0.5), which are omitted in this
figure. For the elements in Heff

21 and Heff
22 , their analytic PDFs
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FIGURE 4. PDF of Heff
21 and Heff

22 . Only RX IQI is considered. The related
parameters are set by gmax,R = 0.8 and φmax,R = 10◦. ‘‘Sim.’’ denotes the
simulation results and ‘‘Ana.’’ denotes the analytic results.

FIGURE 5. PDF of Heff
21 and Heff

22 . Both RX IQI and TX IQI are considered.
The related parameters are set by gmax,R = 0.8, φmax,R = 10◦,
gmax,T = 0.8 and φmax,T = 10◦.

are determined by (29) which is consistent with the simula-
tion results. In other words, this consistency demonstrates the
validity of our theoretical analysis. It should be pointed out
that the elements inHeff

21 andH
eff
22 follow the same distribution,

which can also be verified by the formulations of fyi,j (yi,j) and
fzi,j (zi,j) in Section IV-C.

When both RX IQI and TR IQI are considered, in Fig. 5, we
exhibit the analytic PDF of elements in the effective channel
Heff and the corresponding simulation results. Here, we set
gmax,R = 0.8, φmax,R = 10◦, gmax,T = 0.8 and φmax,T = 10◦.
As noted in Section V, the elements inHeff

11 have the Gaussian
distributionN (0, 0.5). For the elements inHeff

12 , their analytic
PDF are determined by replacing gmax,R with gmax,T = 0.8
in (29). Similarly, for the elements in Heff

21 , their PDFs are
determined by setting gmax,R = 0.8 in (29). We see that
all analytic results are consistent with the simulation results.
For the elements in Heff

22 , their analytic PDF are determined

by setting gmax,R = 0.8 and gmax,T = 0.8 in (40). The
consistency between analytic results and simulation results
demonstrates the correctness of our theoretical analysis.

FIGURE 6. The PDF of the elements in Heff
22 for different phase

mismatches. The parameters associated to the amplitude mismatches are
set by gmax,R = 0.8 and gmax,T = 0.8.

The results in Fig. 6 certify that the PDF of the elements
in the effective channel Heff is independent of the phase
mismatch. Here, we set gmax,R = 0.8 and gmax,T = 0.8. The
results are shown for the case where systems are impacted
by the phase mismatches modeled by φmax,R = 10◦ and
φmax,T = 10◦. As a comparison, we also plot the results
when the systems are not affected by the phase mismatches.
It is obvious that the distribution of elements in the effective
channel does not vary as the phase mismatches are changed
at both the transmitter and the receiver, which is confirmed
by both the theoretical results and simulation results.

FIGURE 7. Gaussian distribution approximation when gmax,R = 0.1 and
φmax,R = 10◦ (left) and Laplace distribution approximation when
gmax,R = 0.8 and φmax,R = 10◦ (right). Only RX IQI is considered.

Here only RX IQI is considered. The results in the left
subfigure of Fig. 7 certify that a Gaussian distribution can
be used to approximate the practical distribution when the
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IQI values are practically small. If we set gmax,R = 0.1 and
φmax,R = 10◦, it can be seen that the Gaussian distribution
can fit the practical distribution well. Much smaller gmax,R
can give a more accurate approximation. The results in the
right subfigure of Fig. 7 certify that a Laplace distribution
can be used to approximate the practical distribution when
the IQI values are relatively large. We set gmax,R = 0.8
and φmax,R = 10◦ to make the amplitude more severe.
The fitness between the practical PDF and the approximated
one leads to the conclusion that we could use the Laplace
distribution to approximate the practical distribution which
has a complicated expression.

C. PERFORMANCE COMPARISON OF CCEC, ECEC
AND OTHER STATE-OF-THE-ART METHODS
Hereafter, the performance of our proposed methods will be
shown. We first give some explanations about some state-of-
the-art techniques so as to compare them with the proposed
methods. The LMMSE without IQI comp. represents that the
LMMSE technique is directly utilized for channel estimation
and data detection by using the combined signal. Taking
quantization errors into account, we also show the IQI com-
pensationmethodmentioned in [12], which first estimates the
CSI using the combined training signal, and then estimates
the IQI parameters before carrying out IQI compensation.
The LMMSE IQU and LMMSE IQA are referred to [11],
in which more details of these two methods can be found.
It is worth noting that IQI parameters are known for the
LMMSE IQU and the LMMSE IQA when calculating the
auto-correlation matrix and the cross-correlation matrix. For
our proposed CCEC and ECEC, we set β = 0.2, Tmax = 90
and ε = 10−5 (in [7] ε = 10−8 and in [49] ε = 10−3) in
Algorithm 1 for the succeeding simulation results.

FIGURE 8. BER vs. SNR for different data detection methods using 4-bit
quantization. Only RX IQI is considered. The parameters are set by
gmax,R = 0.2 and φmax,R = 10◦ for all solid lines.

In Fig. 8, the performance associated with BER is shown
when 4-bit quantization is used for all ADCs. Using the com-
bined signal, the proposed CCEC outperforms the method

used in [12]. And at the high SNR regime, the proposed
CCEC can obtain more gain. However, as mentioned previ-
ously, using the combined signal results in performance loss
due to the fact that only the real part of received signal is
exploited. In contrast, the proposed ECEC can fully utilize
the received signal and is superior to the proposed CCEC,
which is demonstrated in Fig. 8. Moreover, compared with
the LMMSE IQU and the LMMSE IQA, the proposed ECEC
provides an improvement of BER. Here, LMMSE IQU and
LMMSE IQA almost have the same performance since the
pilots in this study can avoid the self-interference during
the training stage. From the simulation results, the proposed
ECEC can obtain a better performance because it exploits
that property that each block in the effective channel has
different distribution when performing channel estimation
and IQI compensation.

FIGURE 9. NMSE vs. SNR for different channel estimation methods using
4-bit quantization. Only RX IQI is considered. The parameters are set by
gmax,R = 0.2 and φmax,R = 10◦ for all solid lines.

From the viewpoint of the channel estimation, in Fig. 9, we
show the normalized mean square error (NMSE) according to

NMSE(Ĥ) = 10 log10
||Ĥ−H||F
||H||F

,

NMSE(Ĥeff) = 10 log10
||Ĥeff −Heff||F

||Heff||F
.

where Ĥ (or Ĥeff) denotes the estimated version of H (or
Heff). We observe from the results in Fig. 9 that the proposed
CCEC can obtain a preferable NMSE than the LMMSE given
in [12] when the combined signal is used during the training
stage. If the effective channel needs to be estimated, the
proposed ECEC also outperforms the LMMSE IQU and the
LMMSE IQA proposed in [11]. Additionally, it can be seen
that a better NMSE is obtained if the effective channel is
estimated from the received pilots instead of estimating the
CSI from the combined pilots, i.e., the ECEC outperforms
the CCEC in channel estimation.

Under RX IQI and the different quantization bits, the
BER results for different methods are depicted in Fig. 10.
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FIGURE 10. BER vs. SNR for different data detection methods. Only RX IQI
is considered. The parameters are set by gmax,R = 0.1 and φmax,R = 10◦.
Results for different quantization bits are depicted.

From these results associated with the proposed ECEC, the
performance of using 4-bit are quite close to that of using
full-bit, particularly at the low SNR regime where noise is
predominant. The same conclusion can be obtained for the
CCEC. Supposing that the resources are limited, employing
4-bit ADCs at each antenna is an acceptable trade-off. For
the case where 3-bit ADCs are employed, we see that a
large performance gap appears at the high SNR regime where
quantization errors are predominant over the noise. If the
quantized signal is used by the receiver, the proposed ECEC
can outperform the LMMSE IQA when the effective channel
needs to be estimated. Likewise, If only the combined signal
is used to estimate the CSI, the proposed CCEC is superior to
the IQ compensation method used in [12].

FIGURE 11. BER vs. SNR for different channel estimation methods. Both
RX IQI and TX IQI are considered. The parameters are set by gmax,R = 0.1,
φmax,R = 10◦, gmax,T = 0.1 and φmax,T = 10◦. Results for different
quantization bits are depicted.

Suppose that both the RX IQI and the TX IQI are involved
in the quantized MIMO systems, we show the BER results
in Fig. 11. The parameters are set by gmax,R = 0.1,
φmax,R = 10◦, gmax,T = 0.1 and φmax,T = 10◦. In this

case, it can be concluded that our proposed ECEC can also
outperform the LMMSE IQA when the effective channel
needs to be estimated. Likewise, if only the combined signals
are used to estimate the CSI, our proposed CCEC is superior
to the IQ compensation method used in [12]. From the results
in Fig. 11 and Fig. 10, we see that TX IQI can degrades the
performance using the CCEC or the ECEC. On the other
hand, the LMMSE IQA can obtain the same performance
when TX IQI is considered because the IQI parameters are
perfectly known at the receiver when calculating the auto-
correlation matrix and the cross-correlation matrix in [11].

VII. CONCLUSION
In this paper, we have studied the CCEC and the ECEC
for channel estimation and IQI compensation in the uplink
quantized massive MIMO systems. In addition, an indepen-
dent automatic gain control (AGC) scheme for I branch and
Q branch has been proposed to control the dynamic range for
both branches. Taking the impacts of both quantization and
IQI into account, we have given the details of the channel
estimation and the IQI compensation for both the CSEC and
the ECEC using the Bi-GAMP algorithm, respectively. For
the proposed ECEC, we have theoretically derived the PDF
of the elements in the effective channel. We use the numerical
results to testify the validity of our analytic results and the
fact that the analytic PDF can be approximated by a Gaussian
distribution when the IQI parameters are relatively small.
Compared with other techniques by simulation results, the
proposed methods can obtain better performance.

In the future, we will extend our work to the scenario with
multiple cells. Considering the impacts of low-resolution
ADCs and IQI, we will analyze the cell coverage under this
scenario, particularly when the mmwave cellular networks
are involved. In addition, the wideband systems with fre-
quency dependent IQI are worth investigating for future work
as well.

APPENDIX A
PROOF OF LEMMA 1
First, we can rewrite yi,j = gi,R sin(φi,R)hRi,j +
gi,R cos(φi,R)hIi,j. Based on the stated definitions and the
predefined PDF of gi,R, φi,R and hi,j, the PDF of yi,j is then
calculated as

fyi,j (yi,j) =
∫ φmax,R

−φmax,R

∫ gU,R

gL,R
f (yi,j|gi,R, φi,R)

× f (gi,R, φi,R)d gi,Rdφi,R

(a)
=

∫ φmax,R

−φmax,R

∫ gU,R

gL,R

1√
π (a2i + b

2
i )

exp(−
y2i,j

a2i + b
2
i

)

×
1

4gmax,R

1
φmax,R

d gi,Rdφi,R

(b)
=

1
2gmax,R

∫ gU,R

gL,R

1√
πg2i,R

exp(−
y2i,j
g2i,R

)d gi,R,

(43)
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in which (a) is based on the fact that yi,j is a Gaussian
random variable with variance a2i + b2i [52] given gi,R and
φi,R, which are two independent random variables. Suppose
that the amplitude mismatch is not too large, we assume
1 − gmax,R > 0. If we let t = yi,j/gi,R (yi,j 6= 0), then we
can get fyi,j (yi,j) according to

fyi,j (yi,j) =
1

2
√
πgmax,R

∫ yi,j/gL,R

yi,j/gU,R

1
t
exp(−t2)d t

(a)
=

1
2
√
πgmax,R

(
0

(
0,

y2i,j
g2U,R

)
− 0

(
0,

y2i,j
g2L,R

))
,

(44)

in which we resort to the Gamma function defined by
(8.350.2) in [53]. When yi,j = 0, we can easily obtain the
result given in (29). In the same way, we can calculate the
PDF of yi,j conditioned by φi,R according to

fyi,j|φi,R (yi,j|φi,R)

=

∫ gU,R

gL,R
f (yi,j|gi,R, φi,R)f (gi,R)d gi,R

(a)
=

∫ gU,R

gL,R

1√
π (a2i + b

2
i )

exp(−
y2i,j

a2i + b
2
i

)
1

2gmax,R
d gi,R

(b)
=

1
2gmax,R

∫ gU,R

gL,R

1√
πg2i,R

exp(−
y2i,j
g2i,R

)d gi,R

= fyi,j (yi,j). (45)

It is obvious from (45) that fyi,j (yi,j) is independent of the
phase mismatch φi,R.

APPENDIX B
PROOF OF LEMMA 2
We first prove that all elements inHeff

21 are mutually indepen-
dent and follow the same distribution. For i 6= i′ or j 6= j′, we
calculate the joint PDF of yi,j and yi′,j′ as

fyi,jyi′,j′ (yi,j, yi′,j′ )

=

∫ φmax,R

−φmax,R

∫ gU,R

gL,R

∫ φmax,R

−φmax,R

∫ gU,R

gL,R
× f (yi,j, yi′,j′ |gi,R, φi,R, gi′,R, φi′,R)

× f (gi,R, φi,R, gi′,R, φi′,R)d gi,Rdφi,Rd gi′,Rdφi′,R
(a)
=

∫ φmax,R

−φmax,R

∫ gU,R

gL,R

∫ φmax,R

−φmax,R

∫ gU,R

gL,R
f (yi,j|gi,R, φi,R)

× f (yi′,j′ |gi′,R, φi′,R)f (gi,R, φi,R)f (gi′,R, φi′,R)

× d gi,Rdφi,Rd gi′,Rdφi′,R
(b)
= fyi,j (yi,j)fyi′,j′ (yi′,j′ ), (46)

in which (a) is based on the fact that yi,j and yi′,j′ are mutually
independent given gi,R, φi,R, gi′,R and φi′,R. From (46), we
see that yi,j and yi′,j′ are mutually independent. Additionally,
it is easy to find from (29) that yi,j and yi′,j′ have the same
distribution.

We then prove that the arbitrary element inHeff
21 is indepen-

dent of the arbitrary element in Heff
22 . To do so, we only need

to verify the independence between yi,j and zi,j because it is
obvious that yi,j and zi′,j′ are independent for i 6= i′ or j 6= j′.
Recalling that yi,j = aihRi,j + bihIi,j and zi,j = bihRi,j − aihIi,j,
we can rewrite them in a vector form as[

yi,j
zi,j

]
=

[
[r]ai bi
bi −ai

][hRi,j
hIi,j

]
= T

[
hRi,j
hIi,j

]
. (47)

Due to TTH = gi,RI2 and the independence between hRi,j and
hIi,j, we can conclude that the independence between yi,j and
zi,j is also satisfied.

APPENDIX C
PROOF OF LEMMA 3
Based on the independence between gi,R, φi,R, gj,T and φj,T
along with their PDF, we have

f (gi,R, φi,R, gj,T, φj,T) =
1

2gmax,T

1
2gmax,R

1
2φmax,T

1
2φmax,R

.

Using definitions gR,T , gmax,Rgmax,T and φR,T ,
φmax,Rφmax,T, we can calculate the PDF of yi,j according to
(48) at the top of the next page, (a) is obtained because yi,j
is a Gaussian random variable with variance (aicj + bidj)2 +
(bicj − aidj)2 = g2i,Rg

2
i,T given gi,R and φi,R, which are two

independent variables. Using the same derivation as (45), we
can also obtain that f (yi,j) is independent of the phase mis-
matches φi,R and φj,T. Based on this fact, when calculating
fyi,j (yi,j), we set φi,R = 0 and φj,T = 0, following which we
can get

yi,j = gi,Rgj,ThRi,j. (49)

Defining zi,j = gi,Rgj,T for simplicity, we first obtain the
PDF of zi,j and then calculate the PDF of yi,j. Since we have
already known the PDF of gi,R and gj,T, which are denoted
by fgi,R (gi,R) and fgj,T (gj,T), respectively, we can achieve [54]

fzi,j (zi,j) =
∫ gU,R

gL,R

1
|gi,R|

fgi,R (gi,R)fgj,T

(
zi,j
gi,R

)
d gi,R. (50)

Here, we assume that gL,R > 0 and gmax,T < gmax,R (when
gmax,T > gmax,R, we can obtain the similar results using the
succeeding procedures). Based on these assumptions and the
fact that uniform distributions are used to model gi,R and gj,T,
we can obtain the PDF of zi,j according to

fzi,j (zi,j) =



1
gR,T

ln
(

zi,j
gL,RgL,T

)
, if B1 6 zi,j < B2

1
gR,T

ln
(
gU,T
gL,T

)
, if B2 6 zi,j 6 B3

1
gR,T

ln
(
gU,RgU,T

zi,j

)
, if B3 < zi,j 6 B4

0, otherwise,
(51)
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fyi,j (yi,j) =
∫ φmax,R

−φmax,R

∫ gU,R

gL,R

∫ φmax,T

−φmax,T

∫ gU,T

gL,T
f (yi,j|gi,R, φi,R, gj,T, φj,T)f (gi,R, φi,R, gj,T, φj,T)d gi,Rdφi,Rd gj,Tdφj,T

(a)
=

∫ φmax,R

−φmax,R

∫ gU,R

gL,R

∫ φmax,T

−φmax,T

∫ gU,T

gL,T

1√
πg2i,Rg

2
j,T

exp(−
y2i,j

g2i,Rg
2
j,T

)
1

16gR,TφR,T
d gi,Rdφi,Rd gj,Tdφj,T

(b)
=

∫ gU,R

gL,R

∫ gU,T

gL,T

1√
πg2i,Rg

2
j,T

exp(−
y2i,j

g2i,Rg
2
j,T

)
1

2gmax,R

1
2gmax,T

d gi,Rd gj,T. (48)

where gR,T , 4gmax,Rgmax,T. Subsequently, using
yi,j = zi,jhRi,j and the PDF of zi,j in (51), we can calculate
the PDF of yi,j according to

fyi,j (yi,j) =
∫
zi,j

1
|zi,j|

fzi,j (zi,j)fhRi,j

(
yi,j
zi,j

)
d zi,j

=
1
√
π

∫
zi,j

1
|zi,j|

fzi,j (zi,j) exp

(
−
y2i,j
z2i,j

)
d zi,j. (52)

We further assume that 1− gmax,R > 0 and 1− gmax,T > 0.
Plugging (51) into (52), we can get fyi,j (yi,j) which is
calculated as

fyi,j (yi,j) =
1

4
√
πgmax,Rgmax,T

×

[∫ B2

B1

1
zi,j

ln
(

zi,j
gL,RgL,T

)
× exp

(
−
y2i,j
z2i,j

)
d zi,j

+ ln
(
gU,T
gL,T

)∫ B3

B2

1
zi,j

exp

(
−
y2i,j
z2i,j

)
d zi,j

+

∫ B4

B3

1
zi,j

ln
(
gU ,RgU,T

zi,j

)
exp

(
−
y2i,j
z2i,j

)
d zi,j

]
.

(53)

For the case yi,j 6= 0 , we let t = yi,j/zi,j, by which we can
further calculate each integration in (53) according to

λ1 =

∫ B2

B1

1
zi,j

ln
(

zi,j
gL,RgL,T

)
exp

(
−
y2i,j
z2i,j

)
d zi,j

=

∫ yi,j/B2

yi,j/B1

1
t
ln
(yi,j
t

)
exp(−t2)d t

−
1
2
ln(gL,RgL,T)

(
0

(
0,
y2i,j
B22

)
− 0

(
0,
y2i,j
B21

))
, (54a)

λ2 =

∫ B4

B3

1
zi,j

ln
(
gU ,RgU,T

zi,j

)
exp

(
−
y2i,j
z2i,j

)
d zi,j

=
1
2
ln(gU,RgU,T)

(
0

(
0,
y2i,j
B24

)
− 0

(
0,
y2i,j
B23

))

−

∫ yi,j/B4

yi,j/B3

1
t
ln
yi,j
t

exp(−t2)d t. (54b)

λ3 =

∫ B4

B3

1
zi,j

ln
(
gU ,RgU,T

zi,j

)
exp

(
−
y2i,j
z2i,j

)
d zi,j

=
1
2
ln(gU,RgU,T)

(
0

(
0,
y2i,j
B24

)
− 0

(
0,
y2i,j
B23

))

−

∫ yi,j/B4

yi,j/B3

1
t
ln
yi,j
t

exp(−t2)d t. (54c)

Then, substituting λ1, λ2 and λ3 into (53) yields the result
in (40) for yi,j 6= 0. When yi,j = 0, we can easily achieve the
final result by setting yi,j = 0 in (53) and reach the result in
(40) for yi,j 6= 0. The proof is completed by now.
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