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ABSTRACT In recent years, demands for rich multimedia services over mobile networks have been soaring
at a tremendous pace. Traditional dedicated networking equipment may not be able to efficiently support
the phenomenal growth of the traffic load and user demand dynamics while consuming an unnecessarily
large amount of energy resources. Recently, mobile content caching, whereby popular contents are cached
inside the mobile front-haul and back-haul networks so that demands for these contents from users in
proximity can be easily accommodated without redundant transmissions from the remote sources, has
emerged as an efficient technique for multimedia content delivery. Mobile content caching is particularly
suitable for fifth generation (5G) mobile systems that are being designed to incorporate advanced cloud
computing technologies and network function virtualization techniques. Therefore, in this paper, we first
propose the concept of “Caching-as-a-Service” (CaaS) based on cloud-based radio access networks, and
virtualized evolved packet core, which provides the capability to cache anything at anytime, anywhere in the
cloud-based 5G mobile systems to satisfy user demands from any service location with high elasticity and
adaptivity, and to empower third-party service providers with flexible controllability and programmability.
Then, we study the potential techniques related to the virtualization of caching, and discuss the technical
details of virtualization and optimization of CaaS in 5G mobile networks. Some novel schemes for CaaS
are proposed to target different mobile applications and services. We also explore new opportunities and

challenges for further research.

INDEX TERMS 5G, caching as a service (CaaS), virtualization, content delivery network.

I. INTRODUCTION

Along with recent advances in mobile communication tech-
nologies, an ever-growing number of mobile users are
attracted to enjoy a wide plethora of multimedia services
using smart phones and tablets [1]. However, the capacities
of wireless links, radio access networks (front-haul), and core
networks (back-haul) are not keeping pace with the explo-
sively growing mobile traffic due to the centralized nature
of mobile network architectures [2]-[6]. Indeed, despite the
continuous efforts of Mobile Network Operators (MNOs)
and network equipment vendors to enhance the wireless link
bandwidth by adopting sophisticated radio access techniques
for the fourth generation (4G) mobile networks, cellular net-
work deployments that focus on improving the efficiency of
network resource utilization may not adequately handle user
demand dynamics [7], [8]. Specifically, the cellular network
architecture currently in use cannot efficiently handle the
massive delivery of contents that are repeatedly requested

by multiple users, as each request is processed as a dif-
ferent end-to-end (E2E) connection. The exploding traffic
demands thus make it difficult to achieve good E2E service
performances [9], [10].

To meet the above challenges, new approaches in mobile
network architectures and advanced data transmission tech-
nologies are emerging in the development of next generation,
i.e., fifth generation (5G) mobile networks. As conventional
approaches of improving spectral efficiency within the
allocated spectrum are fast approaching their theoreti-
cal limits, 5G network system designs are incorporating
new application-aware approaches to further reduce traffic
demand and improve the utilization of network resources.
One key approach is to cache popular multimedia contents
at the edges of mobile networks to reduce the E2E traffic due

to redundant downloads and thus to optimize the E2E service
delays [9], [10].
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By caching popular contents inside mobile front-haul and
back-haul networks,! due to the “Power Law” effect of
content popularity, [9], service demands of mobile users in
proximity for these contents can be easily accommodated
without redundant transmissions from remote sources outside
the mobile networks, so that additional traffic load from
duplicated transmissions can be reduced significantly. How-
ever, the architectures of legacy mobile networks, which
incorporate dedicated signal processing hardware in the
RANSs and sophisticated controlling and processing units in
the EPCs, have not been designed with in-network caching
in mind. Thus they are less capable of adapting to users’
dynamic demands will maximizing the efficiency of resource
utilization.

Recently, the new trend of Network Function Virtu-
alization (NFV) [12] through Software-Defined Network-
ing (SDN) [11] and cloud services is starting to be
embraced by researchers and practitioners in the mobile
networking community as an attractive solution to opti-
mize network resource utilization and thus reduce MNOs’
expenditures. By decoupling the software defined control
plane from the underlying hardware-driven data plane, net-
working functions can be flexibly supported over commod-
ity hardware platforms that emulate network devices under
software control, as if they are running on their own bare-
metal computing resources. Through virtualization, MNOs
can dynamically adjust network functions within virtual
machines (VMs) in an online manner to provide quick and
elastic services on-demand to mobile users, 3rd-party service
providers (SPs), and content providers (CPs).2 One of the
outcomes of this trend is the emergence of the new concepts
of “Radio-Access-as-a-Service (RAaaS)” and “EPC-as-a-
Service (EPCaaS)”. RAaaS enables highly flexible RANs
supporting multiple radio access technologies (multi-RATs)
by connecting general purpose Remote Radio Units (RRUs)
via high-speed fronthaul links (e.g., fiber optics) to data
centers, in which VMs are employed as virtualized Baseband
Processing Units (BBUs) to perform signal processing func-
tions specific to different RATs [13]. EPCaaS virtualizes the
EPC functions into VMs in the cloud to enable them to be
managed elastically [12].

As another novel outcome of the trend in virtualization
of mobile networks, this paper introduces ‘“Caching-as-a-
Service (CaaS)” that we originally proposed in [5]. CaaS
deploys virtualized caching inside a MNQO’s data centers,
and offers researchers a new direction with strong poten-
tial for innovations. Going beyond running traditional Con-
tent Delivery Network (CDN) services virtually, which still
involves static storage of files and assignment of manage-
ment units in VMs of the cloud, e.g., ActiveCDN [14],
CaaS incorporates an innovative framework to enable caching

Un this paper, we use interchangeably the terms ““front-haul network’ and
“Radio Access Network (RAN)”, and ‘‘back-haul network’ and “Evolved
Packet Core (EPC) network”.

2In this paper, for simplicity we use SPs to represent all kinds of 3rd-party
service providers including content providers (CPs).
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functions and maintain cache resources universally inside
the virtual environment, where CaaS$ instances can be adap-
tively created, immigrated, scaled (up or down), shared, and
released depending on the user demands and requirements
from 3rd-party SPs. Caching VMs can even be executed
in the same server of RAN VMs to reduce E2E delays of
serving mobile users handled by the same RAN VMs. The
flexible framework of CaaS brings new challenges of design-
ing virtualization strategies for caching resource, optimiz-
ing the resource utilization and performance for all entities,
and exploiting new potential scenarios of realizing CaaS.
In addition, CaaS enables MNOs to provide highly flexible
and programmable virtual caching capabilities to 3rd-party
SPs, allowing them to serve mobile users with highly quali-
fied and customized services, while ensuring that the needs
to maximize the utility of network facilities and resources
through necessary traffic optimization, task scheduling and
load balancing techniques inside the data centers are satisfied
in a manner that is transparent to mobile users and 3rd-party
SPs.

The main objective of this paper is to identify and discuss
the key challenges of developing and deploying CaaS in the
emerging 5G networks. The main contributions of this paper
are summarized as follow:

o This paper introduces the concept of CaaS based on
C-RANs and the virtualization of EPC, aiming at
caching anything, anytime, anywhere in the cloud-based
5G mobile systems with high elasticity and adaptivity to
user demands and service locations, and with flexible
controllability and programmability to 3rd-party SPs.

« This paper explores potential techniques for virtualiza-
tion of caching, and discusses technical details of vir-
tualization of caching and optimization for CaaS in 5G
mobile networks.

o This paper proposes some novel schemes utilizing CaaS
to offload network traffic and improve user Quality of
Service (QoS) in various mobile applications and ser-
vices, and also explores new research challenges and
opportunities.

The rest of this paper is organized as follows. We first study
the techniques related to the virtualization of mobile net-
works in Sec. II, and then discuss technical details of virtual
on-demand caching for SG mobile networks in Sec. III. Then
some novel virtualization of caching schemes are proposed
with respect to some promising mobile services in Sec. IV.
Performance metrics for evaluation of CaaS are presented
in Sec. V. We explore some new research challenges and
opportunities in Sec. VII, and conclude the paper in Sec. VIII.

Il. CaaS BASED ON RAaaS AND EPCaaS IN 5G
NETWORKS

A. RAaaS AND EPCaas$ VIRTUALIZATION OF RAN

AND EPC

An important trend in the development and deployment
of 5G networks is the virtualization of traditional radio access
processing functions in the cloud, so called C-RAN [13],
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FIGURE 1. lllustration of “Caching-as-a-Service”.

which forms the basis of RAaaS. C-RANs adopt virtualized
BBUs located at MNOs’ data centers, which function as
virtual base stations (BSs) that can flexibly support multi-
RAT and are easily expandable in processing capacity. The
BBUs are connected to RRUs and their remote antennas by
high-speed front-haul fiber optic networks. Moreover, many
MNOs are also embarking on the virtualization of the core
networking functions, i.e., EPC, in computing clouds using
commodity hardware but with full feature compatibility of
purpose-built EPCs [12], which enables EPCaaS. MNOs can
further bundle multiple functions of virtualized RAN and
EPC in a single VM or a group of adjacent VMs in order
to reduce the network control traffic significantly, i.e., RaaS
and EPCaaS can be supported by the same data center. RAaaS
and EPCaaS offer the advantages of unprecedented flexi-
bility and scalability. For instance, massive cooperation of
multiple transmit and receive points (antennas) with optimal
pooling/scheduling of radio resources in different dimensions
(frequency/time/space/coding/power) and effective intra- and
inter-cell interference control can be realized through soft-
ware control. With the virtualization of RAN and EPC into
RaaS and EPCaaS using VMs in data centers, it is natural to
consider the incorporation of caching functionality into VMs
in the same data centers integrated with virtual RAN and EPC
in order to improve the performance of multimedia content
delivery services.
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B. CaaS—VIRTUALIZATION OF CACHING

Integration of multimedia content caches into the VMs for
elastic CaaS brings the promises of performance improve-
ments through flexible adaptation to user demands and
3rd-party SPs’ requirements, but also lead to many new
challenges in the design and deployment of optimal resource
allocation schemes. Fig. 1 illustrates the different dimensions
of CaaS. We first present the three conceptual layers of the
CaaS framework along with the RAaaS and EPCaaS in the

emerging 5G networks in the following.
o Layer 1: The physical servers in an MNOQO’s data center

are running the VMs that support RAN and EPC as well
as caching functions. Data centers can be centralized
with servers clustered in the same location, or distributed
between different locations that are interconnected with
high-capacity fiber optic cable. Existing traffic opti-
mization and task migration scheduling techniques for
data centers can be deployed in this layer, where prac-
tical performance metrics are measured and reported to
upper layers.

o Layer 2: With caching coexisting with RAN and
EPC, where everything is virtualized in some VMs in
a MNO’s data centers, the caching paradigm can be
considered as the universal caching discussed in [10].
For example, caching a content at a BS may involve
updating the path for the cache file from the caching
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FIGURE 2. Virtual caching schemes. (a) Traditional CDN & Virtual CDN. (b) Hierarchical virtual caching. (c) Distributed (Universal)

caching.

VMs, ie., cVMs, to the RAN VMs by prioritized
routing, or directly migration of a whole cVM into the
server supporting the RAM VMs. If routing priority is
not supported, the transmissions of cached contents will
suffer from competition with other traffic, and the QoS
for content delivery may be degraded or not guaranteed.
In this layer, contents can be chunked, replicated, dis-
tributed, bundled, and redirected freely among cVMs,
based on the traffic dynamics, content popularity and the
diversity of user demands. Also, information and func-
tions of other layers (e.g., D2D communication, signal
quality of user devices, and mobility management) can
be utilized by MNO or 3rd-party SPs for online cross-
layer optimization to improve service delivery.

Layer 3: CaaS supports application programming inter-
faces (APIs) that can be employed by 3rd-party SPs
to programme the desired virtual caching functions,
e.g., deploying static offline caching policies or invoking
dynamic online caching strategies. SPs can manage their
virtual caches with regard to the network topology for
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optimizing their own traffic and enabling QoS guarantee
to their own customers. Also, MNOs can dynamically
charge for the resource utilization of the SPs.

Ill. VIRTUAL CACHING SCHEMES FOR 5G NETWORKS
CaaS with virtual caching brings more flexible and elastic
content caching and delivery services than caching only at
the edge, as the former can be carried out at any location that
is appropriate inside a MNO’s network. In-network caching
needs to be positioned and provisioned at a proper location
inside the MNOs’ virtualized environment, with an appro-
priate distance between mobile users at the edge and the
involved RAN and EPC functions, while satisfying the goal
of global optimality of resource utilization. Depending on the
placement of the caching functionality, as illustrated in Fig. 2,
we present three schemes of cache virtualization as follows:
1) virtual CDN, 2) hierarchical caching, and 3) distributed
caching. For each of these schemes, we also briefly discuss
the methodology to achieve the potential benefits by caching
optimization and forwarding path adjustment in CaaS.
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A. VIRTUAL CDN IN AN MINO’s CLOUD

Fig. 2(a) shows the scenario in which caching, i.e., CDN
service, is enabled on VMs in dedicated servers between the
servers running virtual EPCs in the MNO’s data center and
the gateway to the Internet. The MNO and 3rd-party SPs
can easily create or modify the virtual CDN instances cor-
responding to the user requirements and network conditions.
Also this scheme can enjoy simple and smooth transition from
current CDN services to virtual caching from the engineer-
ing perspective. Applying the principles of virtualization to
CDN gives 3rd-party SPs greater control over their content
distribution and traffic flows by designing optimal online
caching policies for a better performance with limited budget.
CDN services in VMs can also enjoy easy mobility man-
agement and automatic flow path adjustment, which reduces
the time needed to install or expand the CDN for 3rd-party
SPs. Virtualization also gives MNOs the agility to instantly
create a new CDN cache for the purposes of minimizing
any potential disruption in service in case of a hardware
failure, or to elastically serve the peak traffic with ease
instantly. Note that there have been a few studies on virtual
CDN, e.g., ActiveCDN [14], and also Alcatel-Lucent has
products that brings programmability and automation fea-
tures to CDN solutions. However, in this scheme, 3rd-party
SPs still cannot fully control and utilize the caching, cVMs
are not very close to mobile users at the edges, and “intra-
MNO traffic”, caused by duplicated downloads from cVMs
to mobile users via back-haul and front-haul, are not reduced.

B. HIERARCHICAL VIRTUAL CACHING

Recently, there have been some preliminary studies on
caching contents at mobile edges, i.e., BSs or eNodeBs,
e.g., video caching in BSs [15] and FemtoCaching [16], all of
which are similar to the “RAN caching” concept presented
in [10] for achieving better E2E performance. However, these
approaches are challenged by the difficulty in designing
large-scale cooperative caching policy as well as the high
implementation complexity.

Virtualization of mobile networks and systems brings
potential solutions to the aforementioned issues. As shown
in Fig. 2(b), we can hierarchically deploy cVMs into servers
performing the different functions as follows: servers run-
ning RAN VMs and servers running EPC VMs, possibly
at different locations. This hierarchical caching architecture
can potentially enhance the caching performance greatly.
Caching close to the BSs can help to reduce traffic congestion
and improve E2E delay, but it might suffer from a high cache-
miss ratio because of limited caching resources at the edges of
the mobile network. Caching near the EPC can enjoy a high
cache hitting ratio due to the abundant caching resources,
but the longer routing path may induce large latencies and
increase traffic congestion. Thus, cVMs should be dynami-
cally allocated to the two levels inside the MNO’s data centers
adapting to the dynamics of user demands and mobility, and
the MNO’s network configuration and traffic distribution.
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The specialized caching controller module should be
abstracted from traditional CDN services for caching
resource management and optimization, and forwarding
cached contents among cVMs. The CaaS controller as men-
tioned before is also an instance for virtual caching man-
agement, and thus can be scaled up and down as well
as duplicated or immigrated freely depending on different
working conditions.

C. DISTRIBUTED VIRTUAL CACHING IN MNO’s CLOUD
The final stage of evolution of virtual caching architectures
is to freely deploy cVMs in any servers of the MNO’s data
centers, according to the requirements from mobile users, the
QoS guarantee contracted for 3rd-party SPs, the constraints
from the physical facilities of the network and data cen-
ters, and their current workloads. Instances of cVMSs can be
attached to any servers or migrated between servers in order
to achieve global optimal scheduling. The caching here is
quite universal and can take place anywhere due to the possi-
ble collocation of cVMs with RAN VM and EPC VMs, since
the BBU pools, EPC core networks and caching servers are
within the same cloud infrastructure operated by the MNO,
i.e., they are either within the same data center or distributed
in difference data centers that are connected by a high-speed
data network and managed by the MNO.

Furthermore, any content in cVMs can be chunked
(divided) into multiple pieces and pre-packaged for efficient
transmissions via the network layer, so that contents may
be delivered to users expeditiously via servers running RAN
VMs without flowing back to EPC VMs. If the content is
cached within the cVMs running in the same servers as the
RAN VMs, the latency can be kept extremely short. The
centralized caching controller (possibly based on the SDN
controller) plays a more important role in this scenario due to
the needs to cache and share user session data, and to chunk,
bundle and re-direct virtual resource and contents. Distributed
caching brings more sophisticated problems for VM place-
ment and traffic control compared to existing studies on data
center network optimization in the literature. Efficient routing
need to be configured automatically by MNOs according to
mobile user demands and 3rd-party SPs’ requirements, and
effective “pre-linking” of cached contents for the routing
path towards mobile users is important to reserve band-
width and transmission opportunities, which is analogous to
“pre-fetching” of the contents.

D. OPTIMIZATION OF CACHING AND FORWARDING

PATH ADJUSTMENT IN CaaS

To achieve the benefits of the above three schemes, optimiza-
tion of caching plays an essential role in CaaS. The efficiency
of consolidating virtual resources for RAN, EPC and caching
in the CaaS framework has to be balanced against the possi-
bility of congestions and hence task deadline violations. The
typical practices of cloud providers such as over-subscription
of resource (e.g., processors and network bandwidth) amplify
this problem even further. Limited capacity of network links
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also leads to increased delays especially in the presence of
bursty traffic. The key for MNOs to optimize virtual caching
is to track the popularity of contents, optimally decide on the
cache allocation in a real-time manner, and update the routing
table entries interconnecting the cVMs with the other network
elements. Therefore, optimal cache allocation and scheduling
algorithms with dynamic updates in different time scales are
needed.

A further step for optimizing virtual caching among VMs
is the adjustment of cache forwarding paths in a real-time
manner as illustrated in Fig. 3. Suppose a requested content is
not cached. The request going to the source via path ““1-2-3”
results in the content being sent to the user via path ’4-7-12”
from the source. If virtual caching of this content occurs in
a cVM near the EPC VM, the paths for the request and the
returned content respectively become ““1-2-5”" and ”6-7-12".
By distributed caching with flexible cVM migration and
online path optimization, based on the monitored changes of
content popularity and QoS requirements from users and SPs,
CaaS can directly promote the cached content or even the
whole cVM to a server near the RAN VMs, e.g., vialink 8,
and future requests for the same content will be sent to the
user via path ”11-12”’, which can reduce latency and is more
efficient.

IV. APPLICATION SCENARIOS

In the near future, the demands for more sophisticated and
affordable mobile broadband services and energy-efficient
service provisioning will drive the adoption of virtualization
with integrated RAaaS, EPCaaS and CaaS support in 5G net-
works. To adopt this strategy effectively, MNOs will need
to address the important technical issues of how to utilize
the virtualized resources in the data centers efficiently while
provisioning the required QoS reliably. Due to the dynamic
nature of user traffic and network conditions, it is desirable
that solutions to optimize resource allocation be amenable
for online operations that effectively enable network automa-
tion. Since various applications have different requirements,
we consider the integration of CaaS in 5G networks under
two important application scenarios in this section.
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A. PREFETCHING AND CACHING FOR MOBILE

VIDEO STREAMING SERVICES

Video streaming services have been the dominating con-
tributor to mobile traffic load for many years, but they
have been confronted with highly skewed disparity of view
popularity and thus suffered from redundant traffic load
all the time. By utilizing CaaS for distributed caching in
mobile networks, video streaming SPs can easily reserve
high-bandwidth links within mobile networks in a pay-by-
demand manner, where bandwidth have different costs in
different time periods, while MNOs can charge for band-
width depending on the user demands and network condi-
tions. Also, because SPs have detailed information of users’
preference on Video contents, popularity-based caching
policy can be realized with ease over the CaaS frame-
work, and SPs can even prefetch video clips prior to users’
clicks.

Particularly, buffering of videos is the most critical factor
for QoS and Quality of Experience (QoE) of users. A 1%
increase in buffering leads to an average decrease of 3 min-
utes in user engagement as studied in [17] and [18], and
only 54% of viewers experiencing a single start-up failure
return to re-buffer the same content, as reported in [17]
and [19]. With CaaS, SPs can ease the problem by split-
ting the first few seconds of the videos and caching them
as close to the BSs as possible with the necessary amount
of replicas, while maintaining active routing paths for the
remaining video parts. Also based on cross-layer information
such as signal quality and device battery condition, adaptive
streaming of layered videos can be realized by distributing
video layers with different qualities at different locations
in the cloud so that QoE can be optimized based on the
current system conditions. Furthermore, CaaS can optimize
caching of video clips for multi-screen services to mobile
users; depending on user locations and device characteris-
tics, streaming sessions can be migrated between the screens
of different devices, e.g., from a smart phone connected to
a BS to a TV set connected to a WLAN, with negligible
delay.
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TABLE 1. Performance evaluation metrics.

Online Performance Evaluation Metrics (real-time factors)

Response time

user perceived caching and content delivery response time

Throughput

throughput measured on the path from the caching VM server to the user

CPU Load

the average load of the caching VM server aggregated over a pre-specified time window

Cache hit ratio

the ratio of the number of cached content versus total content requested

Client requests per VM

the average number of the connected clients per VM

Average distance per VM

the average distance of the connected clients from the VM

SINR signal to interference-plus-noise ratio for measuring the wireless channel quality of mobile users

Offline Performance Evaluation Metrics (physical factors)

CDN deployment cost

the overall cost of deploying a traditional CDN service, based on cost models (retrieval, update, storage).

Number of VM server

the number of nodes selected by the placement algorithm to host a VM server

Link capacity

The inherent transmission capacity of links among VM servers

Link latency

fixed link delay of the connectivities among VM servers

Path length

the average number of hops between CDN end-users and the origin server in a particular CDN solution.

Shortest path
betweenness centrality

for a particular virtual caching solution, the average of individual caching and transmitting nodes
of the selected VMs comprising the final overall virtual caching solution.

B. RESOURCE CACHING FOR MOBILE GAMING

The mobile gaming industry is becoming one of the
most profitable in the current entertainment market [20].
Gaming contents have special system requirements, e.g., real-
time interactivity, security and privacy issues, and ‘‘must-
download” game clients (including 3D models, textures,
maps etc.), which are not of concern to the MNOs, but it
would be up to the mobile gaming SPs to provision ded-
icated servers and high bandwidth network connections to
ensure an acceptable QoE for game players. With CaaS,
game SPs can pay for resources with higher priority for
real-time interactive gaming traffic. CaaS can bring mobile
gaming services to the next level as it enables mobile gaming
SPs to have highly customizable traffic control and flexible
on-demand bandwidth reservation for more a satisfying QoE
to mobile game players. More notably, mobile game appli-
cation stores (markets) can cooperate with MNOs by using
CaaS to cache game clients at strategic locations, e.g., uni-
versity dormitories, apartments and cafeterias, where there
may be a high demand for gaming. All components (including
3D models, maps, textures, inter-scene videos and so on) with
potentially frequent downloads, especially when groups of
users are playing the same game, can be cached for efficient
reuse. CaaS can even support the “click-to-play” concept,
where users do not need to download entire game clients but
just an initial small part and start playing the game. Game
components further required as the game progresses can be
preloaded into the optimized caches in CaasS to properly trade
off cost and performance.

V. PERFORMANCE EVALUATION METRICS FOR CaaS

For CaaS realization, in addition to exploiting the scheme
design, how to evaluate the performance is also one of
the most critical issues. CaaS should offer high flexi-
bility, programmability, and optimality for mobile users,
3rd-party SPs and MNOs, and hence performance evaluations
can be complicated. We summarize how CaaS should be
evaluated according to various factors as shown in Table. 1.
Here, the considered factors are divided into two categories,
i.e., real-time factors for online performance evaluations and

5988

physical factors for offline performance evaluations. Real-
time factors include response time, delivery throughput, CPU
load, cache hit ratio, client requests per VM, average dis-
tance per VM, and user SINR. Physical factors consist of
CDN deployment cost, number of VM server, link capac-
ity, link latency, path length, and shortest path betweenness
centrality.

Moreover, based on the metrics in Table. 1, we should
consider how to set up systematic optimization targets, tailor
cache optimization algorithms and design effective API for
3rd-party SPs. Specifically, each user has particular satisfac-
tion functions (e.g., E2E delay, enjoyed bandwidth, service
convenience, and savings in access cost), and each 3rd-party
SP also has particular requirements (e.g., paid QoS guar-
antee, reserved bandwidth, and handling of special caching
requirements) on its services with a budget, while each MNO
also has to optimize the caching resources in the physical
environment.

V1. CASE STUDY: COOPERATIVE

VM CACHING FRAMEWORK

Proving the feasibility and effectiveness of VM caching at a
single caching VM (cVM) is insufficient to verify whether
VM caching is promising to drive the whole mobile indus-
try. Instead, we should consider to extend the VM caching
concept with detailed optimization techniques over a large
coverage with hundreds of VMs, large-scale contents, and a
big number of mobile users. VMs can share caching capa-
bilities with each other via high-speed links collaboratively,
considering the content popularity, content freshness, user
diversity and replica locations, and energy cost of storing and
transmissions. In particular, acVM that is connected with sev-
eral BSs to serve a number of users in the corresponding local
BSs is considered to be the local cVM for the corresponding
users. Three main optimization issues are elaborated in this
case study by using the system model in [5]. Note that this
framework can be extended to more complicated ones in

realistic scenarios.
o Minimization of inter-MNQO traffic (outbound traffic):
Due to the cost of exchanging data traffic among MNOs,
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Maximize : ).

any VM any content (CqchedInLocalcVM  Size x Populariy
+CachedInOthercVMs % Size * Populariy)
Constraints : Each cVM's cache storage limit cannot be exceeded (1
QoS of mobile users should be satisfied (fully or partially).
QoS requirement from 3rd — party Service Providers/ContentProviders
should be satisfied (fully or partially).

any cVM any content

Maximize : ) >

(CachedInLocalcVM x Size x Popularity)

Constraints : Each cVM's cache storage limit cannot be exceeded @)
QoS of mobile users should be satisfied (fully or partially).
QoS requirement from 3rd — party Service Providers/ContentProviders
should be satisfied (fully or partially).

it is desired to reduce the inter-MNO traffic as much as
possible.

o Minimization of intra-MNO traffic (traffic within the
SP): This can be achieved by caching the most popular
contents at each cVM such that most user requests can be
locally satisfied with minimal data transfers are needed
among cVMs.

o Minimization of content access delay of all users:
Contents requested be users may be fetched from local
cVMs, routers in the RAN and EPC, and even remote
servers, with different delays. To enhance the users’
QoE, it is important to minimize the content access
delays of users by caching critical contents as close to
the users as possible.

Besides, in the above optimization problems, we assume
that each content is entirely cached or not in each cVM
in the network, in order to reduce the complexity of con-
tent management as well as the signalling overhead among
cVMs. Thus, the formulated problems are linear/non-linear
binary nonconvex optimization problems, which are either
NP-complete or NP-hard. Moreover, considering the scale
of contents and cVMs in practical implementations, it is not
practicable or even impossible to obtain the optimal solutions
with exact methods due to the exponential computation com-
plexity. Instead, one needs to find low-complexity approxi-
mate methods or heuristical methods to obtain sub-optimal
solutions that are suitable for practical implementation.

A. MINIMIZATION OF INTER-MNO TRAFFIC LOAD

The inter-domain routing and transmissions among MNOs
usually incur costly expenses. To reduce the cost of inter-
MNO data transfers, MNOs should design the caching policy
properly by effectively caching contents with a high diversity
so that most content requests can be satisfied by cVMs within
the MNO’s network. Therefore, we aim to minimize the
traffic load that goes outside the MNO, which is equivalent
to maximizing the satisfaction, i.e., hitting ratio, of content
requests from all users within the MNO’s network, either by
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the users’ local cVMs or by other cVMs, as shown in (1)
at the top this page. In (1), the first term in the objective
function represents the content deliveries satisfied by users’
local cVMs, and the last term denotes the content deliveries
satisfied by other cVMs within the MNO’s network. Some
constraints are considered to make sure that the cached con-
tents will not exceed the storage limitation, and that QoS
requirements of users and 3rd-party SPs should be satisfied
fully or partially.

This can be easily achieved as long as the contents cached
in all cVMs have the greatest diversity so that arbitrary
request for any content can be mostly satisfied by the MNO
itself. One intuitive solution may be that, as the cVMs share
content storage, for any content, at most one copy is stored
inside the MNO’s cVMs based on the popularity and the
storage size of cVMs. As studied in [5], this optimization
problem can be converted into a regular 0-1 multi-knapsack
problem (MKP), and can be solved with a polynomial-time
approximate algorithm to achieve the caching strategy.

B. MINIMIZATION OF INTRA-MNO TRAFFIC LOAD

To properly maintain the network devices for supporting
MNOs’ traffic load, it is also important to decrease the intra-
MNO transmissions considering the costs of the deploy-
ment, operation and maintenance of cables and transport
devices in the MNO’s network. Thus, the second optimiza-
tion objective is to minimize the traffic load within the
MNO'’s network, which is to maximize the user demands
that can be satisfied locally by each ¢VM. Thus, in this
problem, cVMs just need to satisfy user demands locally
as much as possible, as shown in (2) at the top this page.
Besides, some constraints are considered on the aspects
of storage limitations and QoS requirements of users and
3rd-party SPs.

As aresult, the corresponding optimization problem can be
formulated as a generalized assignment problem (GAP) [5].
The problem can further be split into a series of independent
regular 0-1 single knapsack subproblems that can be solved
in parallel with low-complexity greedy algorithms. Note that
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Minimize : Y. >

any ¢VM any content (CachedInLocalcVM x Popularity * Diygracvm
+CachedInOthercVMs x Popularity * (Ditracvm + Dintercvm)
+NotCachedInMNO * Popularity * (Dyracvm + Dinramno + Dinternet))
Constraints : Each cVM's cache storage limit cannot be exceeded 3)
Inter — MNO and Intra — MNO traffic should be minized (fully or partially).
QoS requirement from 3rd — party Service Providers/ContentProviders
should be satisfied (fully or partially).

this optimization objective may induce situations when many
cVMs cache the same popular contents, which is somehow
contradictory to the requirements of content diversity in the
aforementioned objective.

C. MINIMIZATION OF USER DELAYS

It is important for MNOs to reduce the inter-MNO and intra-
MNO traffic load. However, one essential target of the MNO
is to improve mobile users’ QoE, and among many factors,
the most important one is the user delay, which can be defined
as the round-trip time for delivering a requested content
to a mobile user over the MNOQO’s network. Thus, the third
optimization objective is to minimize the overall user delays,
as shown in (3) at the top this page.

In the objective function, the first part is about the delays
of user requests satisfied at local cVMs, the second part is
about those satisfied by neighbor ¢cVMs within the same
MNO, and the third part is about fetching content files
from remote SPs’ servers. Moreover, some constraints are
also considered based on the storage limitations, inter-MNO
and intra-MNO traffic load, and QoS requirements from
3rd-party SPs. The formulated optimization problem is non-
linear and non-convex, and it is similar to the optimization
problem that has been discussed in [4]. To solve the prob-
lem, in addition to providing an approximate transforma-
tion, an equivalent transformation can convert the complex
problem into a linear programming problem. Rather than
using exact optimal methods (e.g., branch-and-bound (BNB)
method) with exponential-time and exponential-space
complexity [21], [22], a distributed suboptimal algorithm,
which has polynomial-time and linear-space complexity,
is proposed in [4].

D. NUMERICAL RESULTS
In order to evaluate the three optimization frameworks
over large-scale coverage of an MNO’s cVMs, we carry
out numerical analysis and simulations with the following
assumptions and setting. The overall popularity of each con-
tent in the network follows Zipf distribution with the popu-
larity of contents in each cVM is random in (0, 1], and the
default exponent factor is 8 = 0.65. The size of each content
is random in [0.001, 1] Gbits, the delay within cVMs is
random in [5, 10] ms, while the delay among cVMs is random
in [20, 50] ms, and the delay outside the MNO network is
random in [100, 200] ms.

We compare the performance of non-caching strategy with
our cooperative VM caching framework in terms of expected
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inter-MNO and intra-MNO traffic load as well as the sum
delay versus number of contents and the size of total cache.
The numerical results are shown in Fig. 4. Here, some specific
parameters are set as: 1) In Fig. 4(a), Fig. 4(c) and Fig. 4(e),
the number of cVMs is 10 and cache size of each cVM is
50 Gbits; 2) In Fig. 4(b), Fig. 4(d) and Fig. 4(f), the numbers
of cVMs and contents are 50 and 5,000, respectively. From
Fig. 4, it is obvious that cooperative cVM caching outper-
forms non-caching strategy significantly. Specifically, we can
observe that all the inter-MNO traffic load, intra-MNO traffic
load and the content delivery delays increase with the increase
of the number of contents. Another observation is that as the
total size of caches increases, the traffic load can be greatly
reduced, and the content delivery delays are reduced as well.

VII. TECHNICAL CHALLENGES AND OPEN ISSUES

The emerging consensus on the emerging 5G systems is
that these systems will not be based on a single technology,
but rather a synergistic collection of interworking techni-
cal innovations and solutions that address the challenges of
traffic growth and enhanced performance regarding various
advanced mobile services. Therefore, incorporation of the
CaaS framework within 5G systems is an attractive solution
to address some of these challenges. However, the design,
implementation and deployment of the CaaS framework
bring a new set of challenges and interesting open technical
issues for researchers and engineers. We discuss the core
ingredients and consider the key enabling technologies for
CaaS in 5G era, which require further in-depth investigations,
as follows.

A. UTILIZING SDN TECHNIQUES WITH VIRTUAL CACHING
The separation of data and control planes in SDN enables
the operator to flexibly steer the data traffic and assign
resources to address the QoS requirements of different traf-
fic flows inside the network. MNO can leverage SDN to
provision CaaS by taking advantage of the dynamic control
capability within an SDN to support the fast provisioning
and content-based adaptation of caching resources within
its network and extending such control to 3rd-party SPs.
The latter calls for the development and standardization of
protocols and APIs for the SDN control plane to enable
3rd-party SPs to effectively programming their services via
CaaS. Furthermore, efficient algorithms leveraging the SDN
architecture to enable fine-grained in-network caching and
re-utilization of pre-, in-, and post-processing virtual
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resources (VMs, temporary data, user sessions, etc.) in the
virtual environment provisioned by the MNQO’s large scale

data centers need further investigations and development.

B. VIRTUAL CACHING FOR LOCATION-BASED SERVICES

Location-based services (LBSs), which bind mobile users
with locally available services based on the users’ loca-
tions, can be highly profitable for MNOs and 3rd-party SPs.
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Through appropriate APIs for 3rd-party SPs, CaaS can enable
them to flexibly deploy cached contents at locations close to
where the targeted users are currently found. However, to take
advantage of such flexibility, optimized decision algorithms
need to be developed to enable the 3rd-party SPs to determine
where contents should be cached to minimize cost while pro-
viding satisfactory QoE to users. For instance, mobile adver-
tising images and videos can be cached at particular places for
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pushing to various users based on data mining. Contents can
be cached in the cells or in Wi-Fi access points or VMs, and
3rd-party SPs and MNOs can dynamically adjust the cache
allocation using appropriate algorithms based on the flow
of human traffic. It may be interesting to develop effective
auction-based business models to accelerate the adoption of
virtual caching for LBSs.

C. DEVICE-TO-DEVICE CACHING AND SHARING

In reality, users are often clustered in crowds, e.g., in cafe-
terias, restaurants, subway trains, apartments and so on.
Device-to-device (D2D) communications using the MNO’s
cellular spectrum can provide further opportunities for users
to cache and share interesting contents with each other,
while MNOs and 3rd-party SPs can effectively exploit and
facilitate D2D-based caching for improved utilization of
network resources. For instance, the aforementioned virtual
caching LBSs can be further extended in to ad-hoc D2D net-
works (formed by groups of users with certain maintenance
algorithms) as well. 3rd-party SPs do not need to explic-
itly manage the cache distribution algorithm but just utilize
MNO’s APIs to specify the requirements of caching certain
content targeting a particular place for a group of users. One
of the technical challenges of this scenario is how to maintain
the persistency and consistency of virtual caching for a group
of mobile users with dynamic mobility as well as a large
variety of content demands.

D. SOCIALIZED VIRTUAL CACHING

Efficient deployment of CaaS needs to take into account
the impact of social networking services (SNSs), especially
when the transferred content is relevant to the social activities
of the users. Strong social relations within a group always
induce a high probability of delivering the same content to
all the group members, and thus caching the content at a
proper position in advance may save network resources while
enhancing QoE. Also, through its API with 3rd-party SPs,
CaaS can extend its social network analysis capability to the
3rd-party SPs to enable them to design and deploy suitable
algorithms for ensuring that the relevant contents are kept
close to the interested users [23], so that mobile users may
enjoy a high hit-rate for cached contents within the serving
MNO’s network. Finally, there is a large potential to design
better caching strategies and protocols, based on evaluations
using realistic social network traces and CDN data sets.

VIIl. CONCLUSIONS

In this paper, we have studied virtual caching at mobile
network edges, which practical deployment is increasing
attractive due to the incorporation of resource virtualization
techniques in emerging 5G mobile networks. We have fur-
ther discussed and extended the conceptual framework of
“Caching-as-a-Service”’, which offers flexible and scalable
caching service from mobile network operators to 3rd-party
service providers. Various representative applications and
scenarios utilizing CaaS have been discussed, and also for
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services with different requirements on bandwidth, delay,
jitter tolerance, programmability, and elasticity, we have
identified several performance evaluation metrics as engi-
neering optimization targets. An interesting direction for
future research is the development of practical and effective
algorithms for caching resource optimization and flow con-
trol for CaaS in emerging 5G networks. Practical design and
standardization of CaaS APIs for reliability, scalability, and
complexity will also be needed.
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