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ABSTRACT Scene text information extraction plays an important role in many computer vision applications.
Most features in existing text extraction algorithms are only applicable to one text extraction stage (text
detection or recognition), which significantly weakens the consistency in an end-to-end system, especially
for the complex Chinese texts. To tackle this challenging problem, we propose a novel text structure feature
extractor based on a text structure component detector (TSCD) layer and residual network for Chinese texts.
Inspired by the three-layer Chinese text cognition model of a human, we combine the TSCD layer and
the residual network to extract features suitable for both text extraction stages. The specialized modeling
for Chinese characters in the TSCD layer simulates the key structure component cognition layer in the
psychological model. And the residual mechanism in the residual network simulates the key bidirectional
connection among the layers in the psychological model. Through the organic combination of the TSCD
layer and the residual network, the extracted features are applicable to both text detection and recognition,
as humans do. In evaluation, both text detection and recognition models based on our proposed text structure
feature extractor achieve great improvements over baseline CNN models. And an end-to-end Chinese text
information extraction system is experimentally designed and evaluated, showing the advantage of the
proposed feature extractor as a unified feature extractor.

INDEX TERMS Text structure feature, Chinese text, deep learning, residual network, unified model.

I. INTRODUCTION components in consecutive stages, where text detection algo-

Text, an abstract presentation of artificial information, is scat-
tered throughout the human society in this succinct present-
ing age. As portable digital recording devices are rapidly in
fashion among ordinary people, natural images and videos
contents proliferate in image and video sharing websites, e.g.
YouTube and Flickr. By extracting text information, which
carries high-level semantics, natural media contents can be
effectively understood and used. It is crucial for a wide range
of applications such as image classification, scene recogni-
tion and automatic navigation in urban environments.

While text recognition in scanned documents has been well
studied and successfully deployed in real-world applications,
the detection and recognition of texts in uncontrolled environ-
ments still remains an open issue. Generally, text information
extraction can be divided into two stages: text detection and
text recognition. Traditionally, most works place the two

rithms commit to tackle the challenges of the variations of text
font, size and style, complex backgrounds, noise, and uncon-
firmed lighting conditions (like using flash lamps) [1]-[8]
and text recognition algorithms of the huge variations of
text layouts, orientations, geometric distortions and partial
occlusions [9]-[13]. These challenges have spawned various
feature designs to meet the needs of one stage. Recently,
a variety of end-to-end text information extraction algo-
rithms [14]-[18] are proposed that unify the features for both
stages to remove the error propagation between them, leading
to significant improvements.

However, existing works still have certain limitations.
In particular, most of them only focus on English texts,
which are relatively easy to define and recognize due to the
simplicity in strokes and structures. In this age of globaliza-
tion, the recognition of multilingual texts attracts increasing
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interests. Among them, the logographic text is the most spe-
cial text type, which presents both pronunciation and meaning
in its appearance. As a typical logographic text, Chinese
reveals significant different properties than English, which is
a typical Latin-based text and has been well studied, from the
following aspects:

1. Number of strokes. Most Chinese characters contain
more than five strokes, while the most complex English
character only has four.

2. Type of strokes. There are more than 30 different types
of Chinese strokes, while only 10 different types of
strokes exist in English.

3. Style of characters. It is widely acknowledged that most
Chinese characters are picto-phonetic, while English
uses abstract characters.

4. Intra-character structures. Chinese characters are more
complicated than English, where certain structures may
exist within a character.

Due to the aforementioned differences between Chinese
and English texts, the study of Chinese text recognition is
of much value in both theoretical and practical perspec-
tives. Unfortunately, current state-of-the-art text informa-
tion extraction algorithms for English texts cannot be easily
deployed to Chinese. Because of the complexity of Chinese
texts including the strokes and intro-character structures, it is
extremely difficult for an algorithm to combine text detection
and recognition in a unified framework.

In this paper, a Chinese text structure feature extractor
is designed, trained and applied to both text detection and
recognition, making a number of key contributions.

Our main contribution is a novel Chinese text structure
feature extractor. Motivated by the three-layer Chinese text
cognition model of human in psychology, we combine the
text structure component detector (TSCD) layer and the resid-
ual network to simulate the two key mechanisms in the three-
layer model. The TSCD layer has specialized modeling for
Chinese structure components that are the bridge between
strokes and characters and play key role in the three-layer
model. The residual network has its unique residual mech-
anism that is an effective bidirectional information transmis-
sion between the upper and lower layers. It is highly similar
to the key bidirectional connection in the three-layer model.
By reconstructing the components in the TSCD layer into
a TSCD block (shown in Fig. 1) refer to the design idea
of residual network, the organic combination is established
and the three-layer Chinese text cognition model is well
simulated. Therefore, the extracted features are applicable to
both stages in Chinese text information extraction.

Our second contribution is unifying Chinese structure fea-
ture extractor in both text detection and recognition with
sharing trained parameters. In deep learning models, both text
detection and recognition are regarded as classification tasks.
In our detection and recognition models, the feature extractor
is trained in the recognition model, which focuses more on
the structure features in Chinese characters. The structure
features are unique and rarely seen in background regions,
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FIGURE 1. The TSCD block.

thus they are applicable to distinguish text and background
regions without fine-turning the extractor parameters.

Our third contribution is a synthetic data engine. As the size
of public available Chinese scene text datasets is not enough
to train deep models, it is essential to expand the training
data with artificial samples. The synthetic data engine is
composed of three stages, each of them simulates one scene
text characteristic. Thus, the generated samples can partially
substitute the scene text images and become an essential
data component in training the Chinese text structure feature
extractor.

The rest of the document is organized as follows.
In Section II, we introduce the related works of our work.
In Section III, we describe the proposed Chinese text structure
feature extractor. In Section IV, we present the experimental
evaluation setting up, results and discussions. The paper is
concluded in Section V.

Il. RELATED WORKS

Generally, text information extraction is divided into two
stages: text detection and text recognition. As text recogni-
tion in scanned documents is well studied and many OCR
systems have achieved quite good performance, most existing
researches focus on the text detection stage.

Text detection approaches concern how to discover and
locate the regions containing texts from scene images [19].
Traditionally, there are two major categories in text detec-
tion algorithms: region-based and texture-based. The sym-
bolic component of region-based algorithms is the image
region extraction that limits the feature analyzation on image
patches. The features in these algorithms are always unique
in scene text regions. Sliding window based algorithms
and connected component (CC)-based algorithms are the
main region-based algorithm types. Sliding window based
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algorithms extract numerous overlapping image rectangles
for feature extraction [2], [14], [20]. CC-based algorithms
extract connected image regions with uncertain shapes
and use a set of rules to identify scene text regions [3],
[4], [21]-[23]. The symbolic component of texture-based
algorithms is the global texture features in the entire scene
image. By analyzing the distribution of the global texture
features, text regions are extracted from the scene image
and connected into text lines. Machine learning methods are
the most popular tools in texture-based algorithms, which
have strong capability to extract text regions with the global
texture features [1], [5], [7]. As scene texts can be in various
orientations, multi-orientation approaches provide a practical
solution to scene text detection. Component analyzing is the
core in recent multi-orientation approaches, including com-
ponent aggregating, clustering and linking [24]-[26].

Text recognition aims to extract text content information
from the cropped text images. As different language texts
are in great disparities, most existing scene text recognition
algorithms focus solely on recognizing one language texts.
Among them, English text recognition is widely studied
and can be classified into two major categories: character
based recognition and word based recognition [27]. Character
based recognition recognizes the characters in the image by
a character classifier and combine the recognize results into
words. As English character types are very limited, most
common classifiers are competent to the task with appropriate
features [10], [12], [28]. Word based recognition directly
recognizes the word in the text image. As there are numerous
English words, common classifiers or models are not com-
petent to recognize words directly. So in some algorithms,
the efficient components of character based recognition are
still adopted [9], [13], [29].

The strategy of performing text detection and text recog-
nition in separate and independent stages may have certain
problems. As the goal of text detection and the requirement
of text recognition occur discrepancies in many aspects, it is
argued that additional challenges may turn up when exploit-
ing the text detection results for text recognition. Therefore,
a variety of end-to-end text information extraction algo-
rithms [14], [17], [18], [30] are proposed to combine both text
detection and recognition stages by a unified framework. The
key mechanism in the unified framework is unified features
which are applicable to both text detection and recognition.
Due to the higher complexity of Chinese texts than English
texts, the design of unified features is much more difficult.
In our previous work [31], a TSCD layer is designed to extract
Chinese structure features in CNN based model. The structure
features are essential in Chinese characters, thus they are
applicable for both Chinese text detection and recognition.

Recently residual network proposed by He et al. [32] is
under the spotlight in deep learning researchers. They design
several convolutional blocks with residual compute and feed-
back routes, which enable the top parameters in a very deep
model learned effectively by current training method. Ben-
efit from the convolutional blocks, very deep convolutional
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neuronal networks, e.g. 152 layers and 1001 layers, can be
easily designed. And they have achieved huge improvements
in classification, detection and segmentation tasks. Further-
more, the convolutional blocks also quicken the bidirec-
tional information transmission route between layers. Thus
the design of convolutional block is instructive for other tasks
that require bidirectional information transmission.

Synthetic data engines for artificial text image generation
achieve great success in deep learning based scene English
text information extraction as the size of public available
English text dataset is not enough for training a deep model.
In [16], numerous simple synthetic text images are gener-
ated and used to train text detection and recognition models.
A complete synthetic data engine is designed in [33], which
simulates English word regions in scene images. In [34], a fast
and scalable synthetic data engine that naturally blends text in
existing natural scenes is proposed to generate scene images
with text regions. As there are fewer public available Chinese
text datasets and Chinese texts are more complex, it is in need
of a synthetic data engine for Chinese texts.

IIl. CHINESE TEXT STRUCTURE FEATURE EXTRACTOR

The design of the proposed Chinese text structure feature
extractor is motivated by the three-layer Chinese text cog-
nition model of human, which is described in Section III.A.
The text structure component detector (TSCD) layer and
the residual network simulate the key mechanisms in the
model: structure component layer, which is the bridge in
the model, and the bidirectional information transmission
between the upper and lower layers, respectively. Based on
their design ideas, a TSCD block is constructed with various
structure feature extractors in residual information transmis-
sion route, which is described in Section III.B. Replacing a
set of convolutional blocks in a residual network model with
TSCD blocks, Chinese text structure feature can be extracted
accurately to meet the requirements of both text detection
and recognition. In order to enhance the unity of the text
detection and recognition models, the Chinese text structure
feature is applied as unified features in the two models, whose
sharing structure is described in Section III.C. The network
parameters of the unified feature extractor are learned solely
in recognition model with a training set consisting of scene
and artificial samples. A considerable number of samples
in the training set are artificial text images generated by a
synthetic data engine proposed in Section III.D. The engine
contains three generation stages, which cover every essential
process from putting a text in the scene to taking a text
image, to ensure the effectiveness of the generated samples
in training.

A. CHINESE TEXT COGNITION MODEL OF HUMAN

When human extract text information from vision, text detec-
tion and recognition stages are not independent and sequen-
tial. They work at the same time and complement each other:
detection process assists recognition, and recognition pro-
cessing assists detection at the meanwhile. Thus we believe
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that the extracted features in human cognition system for text
are applicable to both detection and recognition. By analyzing
and simulating the Chinese text cognition model of human,
we can design a feature extractor for both text detection and
recognition.

Based on the Chinese text recognition multi-layer activa-
tion model proposed by Taft and Zhu [35], Shen et al. [36]
proposed a three-layer Chinese text cognition model of
human, which has been widely accepted by the psychology
community. In the cognition model (shown in Fig. 2), the Chi-
nese text cognitive process can be divided into three layers:
text layer in the top, text structure component layer in the mid-
dle and stroke layer in the bottom. Psychological experiments
show that the information transmission between two adjoin-
ing layers is bidirectional, which has top-down and bottom-up
two transmission directions (represented by the arrow direc-
tions in Fig. 2). Furthermore, the bidirectional information
transmission can be excitatory and inhibitory (represented by
the solid and dashed arrows in Fig. 2).

Character | ~~—____—-
layer

Structure
component
layer

" OTITT

Human vision

Stroke [ Q70— —0 J

FIGURE 2. The cognition model.

It can be seen from the model, as the middle layer of the
three-layer model, the text structure component has direct
connection and interaction to upper text and lower stroke.
So the structure component is the bridge and key structure
in the Chinese text cognition model of human. And the
bidirectional connections strengthen the speed and flexibility
of information transmission. So the bidirectional information
transmission is the key transmission in the Chinese text cog-
nition model of human. Therefore, the key to simulate the
human text cognition feature lies in the simulation of the two
key mechanisms: structure and information transmission.

B. TEXT STRUCTURE COMPONENT

DETECTOR (TSCD) BLOCK

Chinese character is a kind of pictographs, which contains a
large number of radicals and structures. Compared with other
non-Latin language scripts, i.e. Japanese, Koran and Arabic
scripts, Chinese script has richer character structures, which
makes the structure features more important in Chinese script
than other language scripts. There are many structure types in

3196

modern Chinese characters, which contain four basic types:
left-right structure, top-bottom structure, inner-outer struc-
ture and single character [37] and their sub-types such as left-
middle-right, top-left-right and so on. Each Chinese character
is comprised of several structure components according to its
structure type. Following the utility function proposed in [38],
Chinese character structure components are extracted from
the most commonly-used 1290 Chinese characters based on
their basic structure types. Although Chinese characters con-
tain a wide variety of the structure components in appearance,
their aspect ratio types are limited by their structures. Thus
the structure components are able to be classified into a few
types according to their aspect ratio types. An example of the
statistical result of top-bottom structure is shown in Fig. 3,
in which structure components extracted from top-bottom
structure characters are classified into 10 types. It can be
seen from the statistical result that the top-bottom structure
characters contain three main structure component types(3:1,
3:2 and 2:1) and three secondary types(1:2, 1:1 and 2:3).

According to the aspect ratio types of Chinese char-
acter structure components, several text structure compo-
nent detectors are designed in convolutional neural network.
According to its target character structure component type,
the aspect ratio of the convolutional window in a text structure
component detector is set as the same. The longer edge of the
convolutional window is fixed. Convolutional window deter-
mines what kind of feature the convolutional feature extrac-
tion is adapt in. For example, a 2:1 convolutional window is
much more sensitive to structure components with 2:1 aspect
ratio than other convolutional windows and is insensitive
to structure components with other aspect ratios. Thus it
will focus on extracting accurate features from 2:1 structure
components after effective training. Those text structure com-
ponent detectors with various convolutional window sizes
extract structure component features in parallel and form a
TSCD layer. Thus, the TSCD layer well simulates the struc-
ture of structure component layer in the three-layer Chinese
text cognition model of human. More details of TSCD layer
are proposed in our previous work [39].

In residual network [32], the basic units are residual con-
volutional blocks. A residual convolutional block contains
several convolutional layers, batch normalization layers and a
shortcut route. The input features are separated to the shortcut
route and the layers, whose functionality is to compute the
residual of the feature. And the input features and the residual
features are merged in the end. The information transmis-
sion in a residual convolutional block is quick and flexible
due to the shortcut route and the residual computing and
merging. And because of forward and backward propaga-
tions in deep network models, the information transmission
is bidirectional. Thus, the residual network well simulates
the information transmission in the three-layer Chinese text
cognition model of human.

The TSCD layer and the residual network both simulate
one of the two key mechanisms in the three-layer Chinese
text cognition model of human. By effectively combining
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FIGURE 4. The statistical result of Chinese character structure component aspect ratio types.

them, the three-layer model can be well simulated and image
features applicable to both Chinese text detection and recog-
nition can be extracted accurately. However, though they are
both based on CNN, their design directions are completely
different. Simply connecting them into a CNN model cannot
equip the model with the two key mechanisms. Thus, we com-
bine them in design idea, to construct a convolutional struc-
ture that not only has a feature extraction capacity of various
structure component types as the TSCD layer, but also has
a quick and flexible information transmission as the residual
network. The design idea is to reconstruct the convolutional
block of residual network with more convolutional window
types and place their residual computations in parallel, which
extracts various Chinese text structure features exclusively
and keeps their independence for accuracy.

Based on the above design ideas, we propose a TSCD block
to completely combine the TSCD layer and residual network.
The TSCD block is a special layer combination in CNN
model, whose structure overview is shown in Fig. 1. In the
TSCD block, the various components in the TSCD layer are
broken up and reconstructed in parallel with batch normaliza-
tion and activation to compute their residual independently.
The activation function is Rectified Linear Units (ReLu),
which simulates the sparse activation of human neurons.
Using linear activation function also alleviates the Vanish-
ing Gradient Problem in training. As there is no correlation
among the structure component types, the residuals of each
feature types should be computed individually to keep their
independence, which also reduces the computational com-
plexity. After the residual computations are completed, they
are connected into undivided features, which has the same
size as the input features, using concat function. In this way,
the influences among different component types in residual
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computations are avoided. Finally, the input features and the
residual features are merged into the output features as they
do in a convolutional block in residual network. It should be
noted that if the input features are stroke features extracted by
a convolutional block rather than structure features extracted
by a TSCD block, there will be a TSCD layer in the shortcut
route to extract structure features. The feature type order and
sizes in this TSCD layer are exactly the same as those in the
residual computing route of the TSCD block, which ensures
the input features and the residual structure features are
correctly matched according to their structure types before
merging.

Through the statistical result (as shown in Fig. 4), the
Chinese text structure component types to be detected and
extracted in the TSCD block can be determined. Those struc-
ture component types are extracted from the most commonly-
used 1290 Chinese characters and classified by their aspect
ratios. More than 99% structure components can be classified
into the 11 types shown in the statistical result. Among them,
the least three structure component types accounted for less
than 1% of the total. Thus, we choose the most common
eight structure component types to be detected and extracted
features in the TSCD block. To balance the feature influences
of different structure component types in the extracted fea-
tures, the feature sizes have the same proportions as their cor-
responding structure component types. With such a design,
the quantitative distribution of text structure features matches
that of natural Chinese text structure component types, which
grantees the most Chinese character structure components
can be detected and extracted features in the TSCD block.

Our proposed Chinese text structure feature extractor is
constructed by two convolutional block sets and one TSCD
block set. The two convolutional block sets are applied to
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extract accurate stroke features from input image. The TSCD
block set is applied to extract specified Chinese text structure
features from the stroke features with bidirectional informa-
tion transmission. In this way the two lower layers in three-
layer Chinese text cognition model of human are simulated
in a deep learning model based on their two key mechanisms:
structure and information transmission. Thus, the extract fea-
tures are applicable to both text detection and recognition.

C. UNIFIED FEATURES IN TEXT DETECTION AND
RECOGNITION MODELS

In current deep learning model design, it is difficult and costly
to get detection and recognition results from an output layer.
So we do not unify the Chinese text detection and recognition
models from top to bottom, but we input the features into
different fully connected and output layers after the unified
feature extraction.

O
0
]
O
e O
! Stroke feature 0
‘ /
i §
(| conv. || conv. || Tsco |/
¢! block #1 block #2 | | block #2 i
L B \ ;
! i
input image ! Chinese text structure feature extractor ]
! .

i
H Text Detection

FIGURE 5. The unified Chinese structure feature extractor in text
detection and recognition models.

Fig. 5 shows the overview of the unified Chinese
structure feature extractor in text detection and recognition
models. In the top, the proposed Chinese text structure feature
extractor is applied to extract the unified feature from input
image patches. Then the features are flattened and inputted to
two different analyzing structures. One is the text detection
structure, which contains a fully connected layer to analyze
the features for text detection and a binary softmax classifier
to output the detection result of whether the input image
patch is a text patch or a background patch. The other is the
text recognition structure, which contains a fully connected
layer to analyze the features for text recognition and a multi-
class softmax classifier to output the recognition result of
which Chinese character the input image patch represents.
In the view of text information system, these structures can
be regarded as sharing feature extraction in text detection and
recognition models.

As text recognition requires more accurate and unique text
structure features than text detection, the shared Chinese text
structure feature extractor is trained in the text recognition
model with text images. Benefit from the unique text structure
features in Chinese, the extracted features for text recognition
work well in text detection model. So the feature extractor
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trained for text recognition has not to be fine-tuned for text
detection, which simplifies the training process and reduces
the computational complexity of detection and recognition.
Due to the sharing mechanism, the model unity is signifi-
cantly improved than that in [31], which has unified structure
of feature extraction.

D. SYNTHETIC DATA ENGINE
Chinese text is more complex than English text in stroke,
style and structure, which imposes higher requirements on the
quantity and quality of training images to train credible deep
models. However, the size of public available scene Chinese
scene text datasets is much smaller than English text and far
from enough to satisfy the requirement. Inspired by the suc-
cessful use of artificial text images in English text information
extraction deep model [18], we design a synthetic data engine
to generate high quality artificial Chinese character images.
Considering the high similarity of Chinese fonts, charac-
ters are generated by several representative Chinese fonts
rather than all the available fonts. Meanwhile, as Chinese
characters are all square shaped, we randomly assign the
character size in generation. Our synthetic data engine con-
sists of three stages: character image generation, image trans-
formation, camera influence generation. Their details are as
follows:

1. Character image generation: The character image are
generated as we usually do when printing characters
in nature. There are three steps in this stage. Firstly,
characters are generated by Chinese fonts. As many
Chinese fonts are highly similar, we collect 32 Chinese
fonts, which includes three basic fonts Kai, Song and
Hei, 24 derived fonts such as FangSong, XiHei and five
common special fonts, to generate characters. (When
generating characters, 30% of them are basic fonts,
60% are derived fonts and 10% are special fonts.)
Secondly, the character color and background color are
randomly selected form the most common 27 colors in
scene text images. Finally, borders with random thick-
ness and color are added randomly to the characters.

2. Image transformation: To simulate the characters in
scene environment, some natural transformations are
added to the generated character images. There are
three steps in this stage. Firstly, shadows with ran-
dom orientation, thickness and intention are added
randomly to the characters, which simulates nature
light. Secondly, full-projective transformation method
are used the transform the image with random
parameters, which simulates different viewpoints of
observer. Finally, scene background image patches are
blended to the characters with random blend inten-
sity and blend mode, which simulates the reflection in
nature.

3. Camera influence generation: In this stage, some types
of image noise, which is common in taking pictures
from natural, are added to the image. In our engine,
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we add Gaussian noise and Gaussian blur to the char-
acter image with random intensity.

The representative Chinese character images generated by
our synthetic data engine with random parameters perfectly
simulates the text regions in scene images. And they become
essential components in the training set to train our proposed
Chinese text structure feature extractor.

IV. EXPERIMENTS

In this section the proposed Chinese text structure feature
extractor is evaluated with scene text detection and recog-
nition models. The feature extractor is first evaluated with
text recognition model as it is trained in the model. Then
it is evaluated with text detection model. Finally the detec-
tion and recognition models are connected and the proposed
feature extractor is evaluated as a unified feature extractor.
Three multilingual text datasets [6], [40], [41] are used in the
evaluations, one of them is used in all the evaluations and
the other two are used in either text detection or recognition
evaluation.

In Section IV.A, the datasets used in evaluations are
presented. Then the details of training samples, deep
models, training methods are introduced in section IV.B.
In section IV.C, the text recognition evaluation results are
presented and discussed. The text detection evaluation results
are presented and discussed in section IV.D. The evaluation
results of connected models are presented and discussed
in section IV.E.

A. DATASETS

Three multilingual datasets are used to evaluate our pro-
posed Chinese text structure in different models. Among
them, Ren’s dataset [6] is used in all the evaluations. Zhou’s
dataset [40] is used in the evaluation of text recognition and
Pan’s dataset [41] is used in the evaluation of text detection.
A summary of the datasets is shown in Table I.

TABLE 1. A description of the various datasets evaluated on.

Datasets Text Label Images #Train | #Test
Ren’s dataset Separately Natural 194 200
Zhou’s dataset | Separately | Natural & Artificial 483 484
Pan’s dataset Mixed Natural 248 239

Ren’s dataset is a multilingual scene text detection and
recognition dataset proposed by us in 2015. There are
194 images in the training set and 200 images in the testing
set. All the training images and half of the testing images are
taken from open fields with different weathers and indoor
with different lights from various objects by a camera. The
other half of the testing images are taken by various photogra-
phers on the Internet. All of them are scene images and taken
by various shutterbugs in natural. And all the text regions
have language labels to improve the evaluation accuracy of
particular language types.

Zhou’s dataset is a multilingual text detection and recog-
nition dataset proposed in 2015. The training set contains
483 images and the testing set contains 484 images. It is
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noted that not all the images in the dataset are scene images.
A considerable amount of images are artificial text images
including Internet advertisements and screenshots.

Pan’s dataset is a multilingual scene text detection dataset
proposed in 2011. It is popular in multilingual text detection
algorithm evaluations. There are 248 images in the training
set and 239 images in the testing set. It is noted that the
text regions in the dataset do not have language labels. Thus,
it can only evaluate the general multilingual text detection
performance with all language types.

Compared with other image detection and recognition
datasets, scene text detection and recognition datasets are
smaller, in which training set and testing set generally contain
only a few hundred images. However, because many text
and text regions are contained in a scene image, hundreds of
training and test images are sufficient to comprehensively and
effectively evaluate text detection and recognition algorithms.
Compared with the most widely used text detection dataset
ICDAR 2011 [42], which contain 229 train images and
255 test images, the above datasets contain similar or more
scene text images. Note that although Ren’s dataset contains
a bit less (194, 200) images, it is expected that using our
dataset can be more effective for evaluation of our proposed
Chinese text detection and recognition models as the labels
in our dataset are more comprehensive.

FIGURE 6. The training samples. (a) The examples of the artificial image
part. (b) The examples of the natural image part.

B. TRAINING DETAILS
1) TRAINING SAMPLES
The training samples to train the proposed Chinese text
structure feature extractor in the text recognition model are
composed of two parts (examples are shown on Fig. 6). One
part is the artificial Chinese character scene images gener-
ated by our proposed synthetic data engine (Section IILE).
There are 96,000 artificial character images generated with
1500 Chinese characters(64 images each) which are com-
posed of the most commonly used characters and the char-
acters in the multilingual datasets. The other part is the
scene character images extracted from the training sets of
the multilingual datasets. The models evaluated in different
datasets are trained with different scene training sets. There
are 6000 character images extracted in Ren’s dataset and
7000 character images extracted in Zhou’s dataset.

The training samples to train the text detection model with
the proposed Chinese text structure feature extractor are the
image patches extracted by the multilingual datasets using
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multi-scale sliding window method. In Ren’s dataset, there
are approximately 25,000 training samples being extracted
and selected. The number of simple text samples, complex
text samples and background samples is 3000, 6000 and
16000, respectively. The text region percentage in a simple
text sample, complex text sample and background sample
is over 80%, 25% to 66% and less than 10%, respectively.
In Pan’s dataset, there are approximately 35,000 training sam-
ples being extracted and selected, in which 5000 are simple
text samples, 9000 are complex text samples and 21,000 are
background samples.

2) DEEP MODELS

The proposed Chinese text feature extractor is mainly com-
posed of one convolutional layer, two convolutional block
sets and one TSCD block set in sequential. Each block set
contains three blocks. The convolutional layer has 16 filters
with 3 x 3 window size. The convolutional blocks in the first
set all have 32 filters and 3 x 3 window size, while those
in the second set all have 64 filters and the same window
size. The output features of each convolutional block set are
down-sampled by 2 x 2 max-pooling. Each layer in the TSCD
blocks has 128 filters in total, which are distributed to eight
text structure component types according to their proportions.
The output features of the TSCD block set are down-sampled
by average-pooling with pool-size of 4 x 4 and output as
the extracted features of the proposed Chinese text feature
extractor.

The proposed Chinese scene text recognition model is
composed of the Chinese text feature extractor, a fully con-
nected layer and a softmax classifier in sequential. The fully
connected layer has 2048 units. The softmax classifier has
1500 classification categories corresponding to the 1500 Chi-
nese characters.

The proposed Chinese scene text detection model is also
composed of the Chinese text feature extractor, a fully con-
nected layer and a softmax classifier in sequential. The fully
connected layer has 512 units. The softmax classifier has
two classification categories corresponding to text region and
background region.

3) TRAINING STEPS
The proposed Chinese text feature extractor is trained in the
scene text recognition model. And the fully connected layer
and the softmax classifier in the recognition model in the
recognition model are trained at the same time. Firstly the
recognition model is trained by using all the character images
in the artificial part. Then it is further trained by using all the
scene character images and 7500 artificial character images,
which are randomly selected from the artificial part and each
character has five samples. The two-step training balances the
large amount of artificial character samples and the smaller
amount but more realistic scene character samples to ensure
the recognition accuracy.

Then the trained Chinese text feature extractor is applied
in the scene text detection model to train the fully connected
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layer and the softmax classifier of in the model. During
the model training, the parameters in feature extractor are
fixed and only the fully connected parameters are updated.
In this way, the features extracted by our proposed Chinese
text feature extractor can be used in both text detection and
recognition models as a unified feature.

C. CHINESE SCENE TEXT RECOGNITION

The proposed Chinese text structure feature extractor is com-
pletely trained in text recognition model. So the performance
of the Chinese scene text recognition model is the key evalua-
tion of the proposed feature extractor. And the trained feature
extractor will be directly applied to the Chinese scene text
detection model, the quality and accuracy of its extracted fea-
tures almost determine the performance of the text detection
model. Therefore, we firstly conduct several experiments to
evaluate effectiveness of the proposed feature extractor in text
recognition.

The synthetic data engine we designed in Section III.D
generates numerous high quality artificial Chinese character
images for training the text recognition model. Its effective-
ness is evaluated by training the text recognition model with
different training set formations.

The Chinese text recognition model with the proposed
Chinese text structure feature extractor is evaluated on two
text recognition datasets. One of them is an all natural text
image dataset [6] in which all the text images are taken from
natural. The other dataset [40] is a partly natural text image
dataset which contains a number of artificial text images like
Internet ADs. Their details are shown in Section IV.A.

TABLE 2. Chinese text recognition results.

Model Ren’s dataset | Zhou’s dataset
S 0.38 0.45
e A 042 0.70
Y A+S 0.80 081
. S 0.32 0.35
E;Svlvi‘;il A 042 071
A+S 0.79 0.78
Proposed S 0.31 0.32
feature A 0.44 0.72
extractor A+S 0.88 0.86
ABBYY 0.40 0.41

Table II summarizes the Chinese scene text recognition
evaluation results with different training set formations and
deep models. The ABBYY, which is a well-known OCR
system, is evaluated as baseline. ““S,” “A” and “A+S” repre-
sent different training set formations. “S”’ represents only the
scene character images extracted from the respective training
sets are used in training and “A” represents only the artificial
character images generated by the synthetic data engine are
used. “A4-S” represents the artificial and scene character
images are all used to train the deep model. The TSCD layer
model is the Chinese scene text recognition CNN model with
TSCD layer in our previous work [39]. The residual network
model is a normal 20-layer model with three convolutional
block sets, each set contains three blocks. The proposed
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feature extractor model is the scene text recognition model
with our proposed Chinese text structure feature extractor,
whose detail is shown in Section IV.B.

In the evaluation results, the text recognition model our
proposed Chinese text structure feature extractor achieves
better results in both datasets than other models and the OCR
system. The proposed feature extractor shows its advantage
in extracting accurate features for recognition.

It is observed from the results that the text recognition
models trained with “S”” performs much worse than the lead-
ing results on both datasets, which demonstrates the scene
characters images extracted from available datasets are far
from enough to train a creditable deep text recognition model.
And the models with residual design perform worse than the
shallow TSCD layer based model when trained with *“S.”
These results show that the residual design in deep model is
prone to over-fitting with small training set.

When using the artificial character images, there is a huge
gap between the results on the two datasets. It is because
Zhou’s dataset contains a number of artificial text images,
which is similar to the generated images. So its performance
has huge improvement. And as the images in Ren’s dataset
are all scene images, the “A” models perform better than the
“S” models but still much worse than the leading results.
Models trained with “A” training set formation have similar
recognition performances. The results of TSCD layer model
and residual network model are almost equal. The proposed
model achieves better recognition accuracies in both dataset,
which preliminary shows effectiveness of the proposed Chi-
nese text structure feature extractor.

The text recognition models trained with “A+S” have
considerable improvements than “A,” especially in Ren’s
dataset, which shows the importance of adding scene charac-
ter images to train a creditable deep model. Among the mod-
els, TSCD layer model and residual network model achieve
similar results on both datasets. The TSCD layer model per-
forms slightly better than the residual network model, which
indicates priori knowledge structure has larger influence than
very deep network in text recognition. The model with our
proposed Chinese text structure feature extractor achieves
much better accuracies than the other two models in “A+S,”
which demonstrates that the TSCD layer and the residual
network are organically combined in the proposed feature
extractor.

D. CHINESE SCENE TEXT DETECTION

The scene text detection model with our proposed Chinese
text structure feature extractor is evaluated on two multilin-
gual text datasets. Ren’s dataset contains language labels for
every text lines, thus the Chinese text detection model can
be evaluated more accurately by focusing on the Chinese
text lines. Pan’s dataset does not contain language labels
but has been widely used in many text detection algorithm
evaluations. On Pan’s dataset, the text detection model is
evaluated in wider language environment and compared to
more text detection algorithms.
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TABLE 3. Text detection results on Ren’s dataset.

precision | recall | f — measure
CNN 0.73 0.74 0.73
CSAE 0.79 0.78 0.78
Residual network 0.78 0.81 0.79
TSCD layer 0.81 0.76 0.78
CSAE + TSCD layer 0.85 0.81 0.83
Proposed 0.87 0.82 0.84

Table III summarizes Chinese scene text recognition evalu-
ation results with different deep models. The CNN model is a
baseline model contains two convolutional layers, two down-
sampling layers, and a fully connected layer. The CSAE
model uses an unsupervised learning method, which is pro-
posed by us in [6], to pretrain the CNN model. The TSCD
layer model has a TSCD layer in place of the second convo-
lutional layer in the CNN model. And the CSAE + TSCD
layer model uses the CSAE unsupervised learning method to
pretrain the TSCD layer model. The residual network model
is a normal 20-layer model with three convolutional block
sets, each set contains three blocks. The proposed model is
the scene text detection model with our proposed Chinese
text structure feature extractor, whose detail is shown in
Section IV.B. The evaluation method in this experiment is
the same one we used in our previous work [39], which is
based on the evaluation method of ICDAR 2011 and specially
designed for one-language text detection evaluation.

In the Chinese scene text detection evaluation results of
different deep models, the text detection model with our
proposed Chinese text structure feature extractor achieves the
best performance of precision 0.87 and recall 0.82. The CSAE
unsupervised learning method is applied to extract more accu-
rate stroke features by pretraining the model. The residual
network is also applied to extract more accurate stroke fea-
tures by computing feature residuals. Their evaluation results
are similar, but the deconvolution computing in the CSAE is
much more complex than the residual computing in the resid-
ual network model. The TSCD layer model also achieves sim-
ilar overall measurement as the CSAE and residual network
models do. And it can be noted that it has larger improvement
in precision than recall, which demonstrates the uniqueness of
Chinese text structure features extracted by the TSCD layer.
Compared with the model that combines the CSAE method
and the TSCD layer, the model with our proposed Chinese
text structure feature extractor achieves better results, even in
the case where the feature extractor is not fine-tuned in the
detection model. It indicates that the design of the proposed
feature extractor has good combination of the TSCD layer
and residual network. The results also demonstrate that the
extracted Chinese structure features are applicable to both
text detection and recognition.

The proposed Chinese scene text detection model is eval-
uated on Pan’s dataset which contains many Chinese text
regions and has been widely used in multilingual text detec-
tion. It enables the proposed model to be compared with more
text detection algorithms in wider language environment.
As most text regions in Pan’s dataset are Chinese text regions,
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FIGURE 7. The Chinese text information extraction result examples.

the performance degradation of the proposed model is lim-
ited. In this evaluation, the proposed Chinese text struc-
ture feature extractor in the text detection model is also
trained in the text recognition model in Ren’s dataset and not
fine-tuned.

TABLE 4. Text detection results with different algorithms.

precision | recall | f — measure
The proposed algorithm 0.82 0.72 0.77
Pan’s algorithm [41] 0.65 0.66 0.65
Yin’s algorithm [43] 0.83 0.69 0.75
Tian’s algorithm [44] 0.85 0.78 0.81
Liu’s algorithm [45] 0.63 0.67 0.65

Table IV summarizes the evaluation results of the proposed
text detection model and some text detection algorithms on
Pan’s dataset. Although many text regions in the dataset
do not contain Chinese texts, which has negative effects
on both of the measurements, the proposed model achieves
the second best result. Compared to Tian’s algorithm, our
model has obvious weakness in recall, which is resulted by
the unique Chinese structure we used in the model would
cause many English text regions to be detected as background
regions. The result implies that the uniqueness of the features
extracted by proposed Chinese text structure feature extractor
would not be as effective in other language environments.
Compared with Liu’s algorithm, which is the best Chinese
text detection algorithm on Pan’s dataset, our proposed model
achieves better results on both measurements, especially on
precision. The results indicate that the Chinese text structure
feature has advantages in text detection.

E. CHINESE SCENE TEXT INFORMATION EXTRACTION

We design a Chinese scene text information extraction sys-
tem, which could be regarded as an embryonic form, by sim-
ply connecting the text detection and recognition models.
In this system, a text image is firstly divided to many image
patches by a multi-scale sliding window method. Secondly,
the image patches are classified by the text detection model.
Then the image patches are merged into text lines by sev-
eral geometric and heuristic rules such as similar colors
and horizontal distances. After the text lines are detected,
they are divided to image patches again by a single-scale
sliding window method. Then the characters in the text line
are recognized individually by the text recognition model.
Finally, the characters are connected into recognized text
lines according to their positions and recognize scores.
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In the evaluation, three types of the embryonic sys-
tem, which are constructed with CNN models, TSCD layer
models and the proposed models, are evaluated on Ren’s
dataset [6] as it contains real and well labeled scene text
regions. The system with the proposed models achieves
the best result P/R/F of 0.67/0.58/0.62, compared to the
result of 0.64/0.52/0.57 with the TSCD layer models and
0.48/0.39/0.43 with normal CNN models. Some examples
of successful results are shown in Fig. 7. It can be noted
that using text structure features (the TSCD layer and the
proposed feature extractor), the system performances are
significantly improved, which shows the potential of text
structure features in unifying text detection and recognition.
And the system performers better with the proposed feature
extractor than the TSCD layer, which demonstrates the fea-
tures extracted by the proposed feature extractor are more
accurate than those extracted by TSCD layer based models.

V. CONCLUSION

In this paper, we present a novel Chinese text structure fea-
ture extractor for both text detection and recognition. It well
simulates the key mechanisms in the three-layer Chinese
text cognition model of human, which enables human detect
and recognize texts at the same time. In the Chinese text
structure feature extractor, text structure component detector
layer, which simulates the structure component layer in the
psychological model, and residual network, which simulates
the bidirectional information transmission in the psycholog-
ical model, are combined by a TSCD block. The design of
TSCD block incorporates the design ideas of the TSCD layer
and the residual network, which not only integrates them into
a whole, but also enables them to complement each other.
Therefore, the features extracted by the TSCD block based
Chinese text structure feature extractor are applicable to both
Chinese text detection and recognition as we human do.
Experimental results demonstrate that the proposed Chinese
text structure feature extractor is effective in both Chinese
scene text detection and recognition due to its high accuracy
and completeness in Chinese text structure feature extraction.
It is also observed that adding artificial training samples
is essential in training the proposed feature extractor in a
text recognition model as the existing training samples are
limited. The feature extractor trained in the text recognition
model is effective in a text detection model even it is not fine-
tuned for detection. And an embryonic form of Chinese scene
text information extraction system using the feature extrac-
tor in both stages achieves promising results. Therefore, the
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proposed feature extractor is suitable to Chinese text infor-
mation extraction algorithms as a unified feature extractor for
both text detection and recognition.
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