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ABSTRACT Twitter sentiment analysis offers organizations ability to monitor public feeling towards the
products and events related to them in real time. The first step of the sentiment analysis is the text pre-
processing of Twitter data. Most existing researches about Twitter sentiment analysis are focused on the
extraction of new sentiment features. However, to select the pre-processing method is ignored. This paper
discussed the effects of text pre-processing method on sentiment classification performance in two types
of classification tasks, and summed up the classification performances of six pre-processing methods using
two feature models and four classifiers on five Twitter datasets. The experiments show that the accuracy and
F1-measure of Twitter sentiment classification classifier are improved when using the pre-processing
methods of expanding acronyms and replacing negation, but barely changes when removingURLs, removing
numbers or stop words. The Naive Bayes and Random Forest classifiers are more sensitive than Logistic
Regression and support vector machine classifiers when various pre-processing methods were applied.

INDEX TERMS Twitter, sentiment analysis, text pre-processing.

I. INTRODUCTION
Twitter, with over 313 million1 monthly active users and over
500 million tweets per day,2 has now become a goldmine
for organizations and individuals who have a strong social,
political or economic interest in maintaining and enhancing
their clout and reputation. Sentiment analysis offers these
organizations the ability to monitor different social media
sites in real time.

Sentiment analysis is the process of automatically detect-
ing whether a text segment contains emotional or opinionated
content, and it can furthermore determine the text’s polarity.
Twitter sentiment classification aims to classify the sentiment
polarity of a tweet as positive, negative or neutral.

Tweets are usually composed of incomplete, noisy and
poorly structured sentences, irregular expressions, ill-formed
words and non-dictionary terms. Before feature selection, a
series of pre-processing (e.g., removing stop words, remov-
ing URLs, replacing negations) are applied to reduce the
amount of noise in the tweets. Pre-processing is performed

1http://en.wikipedia.org/wiki/Twitter
2http://blog.Twitter.com/2014/the-2014-yearontwitter

extensively in existing approaches, especially in machine
learning-based approaches [1]–[4]. However, few studies
focus on the effect of pre-processing method on the perfor-
mance of Twitter sentiment analysis. This paper concentrates
on exploring various pre-processingmethods for elevating the
performance of Twitter sentiment analysis.

This paper evaluated the effects of various pre-processing
methods on sentiment classification, including removing
URLs, replacing negation, reverting repeated letters, remov-
ing stop words, removing numbers and expanding acronyms.
We used two feature models and four classifiers to identi-
fying tweet sentiment polarity on five Twitter datasets. The
experimental results show that the performance of senti-
ment classification improves after expanding acronyms and
replacing negation, but barely changes when removingURLs,
removing stop words or numbers.

The remainder of this paper is structured as follows.
Related studies and background are discussed in Section II.
The evaluation approach is presented in Section III. The
experimental results are presented in Section IV. Discussion
is covered in Section V. Finally, in Section VI, we conclude
the paper.
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II. RELATED WORK AND BACKGROUND
Most existing approaches [1]–[8] to identify the sentiment
polarity of tweets apply text pre-processing (e.g., POS,
removing URLs, expanding acronyms, replacing negative
mentions, stemming, removing stop words) to reduce the
amount of noise in the tweets. The hypothesis is that data pre-
processing reduces the noise in the text, and it should help to
improve the performance of the classifier and speed up the
classification process.

Haddi et al. [9] explored the role of text pre-processing in
movie reviews sentiment analysis. The experimental results
show that the accuracy of sentiment classification may be
significantly improved using appropriate features and rep-
resentation after pre-processing. Saif et al. [4] studied the
effect of different stop words removal methods for polarity
classification of tweets and whether removing stop words
affects the performance of Twitter sentiment classifiers. They
applied six different stop words identification methods to
six different Twitter datasets and observed how removing
stop words affects two supervised sentiment classification
methods. They assessed the impact of removing stop words
by observing fluctuations on the level of data sparsity, the
size of the classifier’s feature space and its classification per-
formance. Using pre-compiled lists of stop words negatively
impacted the performance of Twitter sentiment classification
approaches. Saif et al. [5] found that pre-processing led to
a significant reduction of the original feature space. After
pre-processing, the vocabulary size was reduced by 62%.
However, they did not discuss the effect on the performance
of Twitter sentiment classifiers. Bao et al. [10] explored
the effect of pre-processing methods on Twitter sentiment
classification. They evaluated the effects of URLs, negation,
repeated letters, stemming and lemmatization. Experimen-
tal results on the Stanford Twitter Sentiment Dataset show
that sentiment classification accuracy increases when URL
features reservation, negation transformation and repeated
letters normalization are employed, but decreases when stem-
ming and lemmatization are applied. Zhao [11] evaluated
the accuracy of URLs, stop words, repeated letters, nega-
tion, acronym and numbers in the binary Twitter sentiment
classification task. The experiments show that the accuracy
of sentiment classification rises after expanding acronym
and replacing negation, although hardly change when
removal URL, removal numbers and removal stop words are
applied.

From the above reviews, there is a lack of proper and
deep analysis of the impact of text pre-processing on Twitter
sentiment classification. To fill this gap, this paper focus
on evaluating the effects of text pre-processing on Twitter
sentiment classification using different feature models and
machine learning classifiers on five Twitter datasets in two
types of classification task.

III. PRE-PROCESSING ANALYSIS SETUP
To assess the effect of various pre-processingmethod, six pre-
processing methods are applied to sentiment classification

using four different classifiers on five Twitter datasets. The
complete analysis setup is composed as follows.

A. PRE-PROCESSING
The pre-processing methods that are assessed in this paper
are as follows:

— Replacing negative mentions. Tweets consist of various
notions of negation. In general, negation plays an important
role in determining the sentiment of the tweet. Here, the
process of negation is transforming ‘‘won’t’’, ‘‘can’t’’, and
‘‘n’t’’ into ‘‘will not’’, ‘‘cannot’’, and ‘‘not’’, respectively.

— Removing URL links in the corpus. Most researchers
consider that URLs do not carry much information regarding
the sentiment of the tweet. Here, Twitter’s short URLs are
expanded to URLs and are tokenized. Then, the URL match-
ing the tokens are removed from tweets to refine the tweet
content.

— Reverting words that contain repeated letters to their
original English form. Words with repeated letters, e.g.,
‘‘coooool’’, are common in tweets, and people tend to use
this way to express their sentiments. Here, a sequence of
more than three similar characters is replaced by three char-
acters. For example, ‘‘cooooool’’ is replaced by ‘‘coool’’.
Using three characters distinguish words like ‘‘cool’’ from
‘‘cooooool’’.

— Removing numbers. In general, numbers are of no use
when measuring sentiment and are removed from tweets to
refine the tweet content.

— Removing stop words. Stop words usually refer to the
most common words in a language, such as ‘‘the’’, ‘‘is’’, and
‘‘at’’. Most researchers consider that stop words play a neg-
ative role in the task of sentiment classification, and they are
removed before feature selection by researchers. The classic
method of removing stop words is the method based on pre-
compiled lists. Multiple lists exist in the literature [12], [13].
The classic Van stoplist [12] is selected in this paper.

— Expanding acronyms to their original words by using
an acronym dictionary. Acronyms and slang are common
in tweets but are ill-formed words. It is necessary to
expand them to their original words. This paper expands the
acronyms and slang to their original words using the acronym
dictionary Internet Slang Dict.3 Internet Slang Dict consists
of slang and acronyms that users have created as an effort to
save keystrokes. Terms have originated from various sources,
including Bulletin Boards, AIM, Yahoo, IRC, Chat Rooms,
Email, and Cell Phone Text Messaging. Each acronym corre-
sponds to an explanation. Example, ‘‘∗4 u’’ is ‘‘Kiss for you’’,
‘‘2 mro’’ is ‘‘tomorrow’’.

B. FEATURE MODELS
1) WORD N-GRAMS FEATURES MODEL
Word n-grams features are the simplest feature for Twitter
sentiment analysis. Researchers report state-of-the-art perfor-
mance for sentiment analysis on Twitter data using a unigram

3Acronym list. [Online]. Available: http://www.noslang.com/dictionary/
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model [14], [15]. In this work, word unigram and bigram
feature (referred to N-grams model) is one of the feature
models.

2) PRIOR POLARITY SCORE FEATURE MODEL
A prior polarity score is a lexicon-based sentiment feature,
and some approaches [16]–[18] commonly use it as a sen-
timent feature for tweet sentiment analysis. We used the
AFINN4 lexicon and extended it using Senti-Wordnet [19] to
obtain the prior polarity score of the tweet. The prior polarity
score of a tweet is the sum of the sentiment score of each word
in the tweet. The sentiment score of eachword is computed by
measuring the PMI (point-wise mutual information) between
the term and the positive or negative category of the tweet
using the formula:

SenScore(w) = PMI (w, pos)− PMI (w, neg)

Where w is a term in the lexicon, PMI(w, pos) is the PMI
score between w and the positive class, and PMI(w, neg) is
the PMI score between w and the negative class. Therefore,
a positive SenScore (w) suggests a stronger association of
word w with positive sentiment and vice versa.
In this work, the prior polarity score feature (referred to

Prior polarity model) is another feature model.

C. TWITTER SENTIMENT CLASSIFIERS
To assess the effect of pre-processing on sentiment clas-
sification, we used four popular supervised classifiers in
the literature of sentiment analysis, Support Vector Machine
(SVM, parameter c is 100, gamma is 0.5, kernel is linear,
other parameters are the default values), Naive Bayes (NB),
Logistic Regression (LR, default parameters), and Random
Forest (RF, parameter max_depth is 30, n_estimators is 4000,
other parameters are set to the default values). This paper
uses the GridSearch search for these parameters as the opti-
mal parameters and uses scikit-learn library to perform the
classifier.

D. BASELINE AND EVALUATION CRITERIA
Two classification tasks are performed: a binary task of classi-
fying sentiment into positive and negative classes and a 3-way
task of classifying sentiment into positive, negative, and neu-
tral classes. The binary task is performed on all five datasets
and the 3-way task is performed on four datasets using SVM,
NB, LR, and RF classifiers. The baselinemethod is the classic
method (C-Method) respectively using the N-grams and the
Prior polaritymodel, whichwas applied all six pre-processing
methods, including removing URLs, removing stop words,
removing numbers, reverting words that contain repeated
letters to their original form, replacing negativementions, and
expanding acronyms to original word.

The accuracy and F1-measure are used to evaluate the
overall sentiment classification performance. The effect of

4Afinn-111. [Online]. Available: http://www2.imm.dtu.dk/pubdb/views/
publication details.php?id=6010

text pre-processing is evaluated by the gain or loss of accuracy
and F1- measure. In the binary task, the F1-measure is the
average of positive and negative classification F1-measure.
In the 3-way task, the F1-measure is average of the posi-
tive, neutral, and negative classification F1-measure. We use
10-fold cross validation, which is a technique that is
useful to evaluate a classification algorithm for a given
corpora, splitting and evaluating the training set several
times.

E. DATASETS
Pre-processing may have different impacts in various con-
texts. Words and URLs that do not provide any discriminative
power in one context may carry some semantic information
in another context. This paper studies the effects of pre-
processing on five different Twitter datasets that have been
used in other sentiment analysis literature.

The Stanford Twitter Sentiment Test (STS-Test) dataset
was introduced by Go et al. [14]. It has been manually anno-
tated and contains 177 negative, 182 positive and 139 neutrals
tweets. Although the Stanford test set is relatively small, it
has been widely used in the literature [5], [20] for different
evaluation tasks.

SemEval2014 dataset was provided in SemEval2014
Task9.5 The dataset consists of tweet id’s which have been
annotated with positive, negative and neutral labels. Some of
the tweets were not available for downloading. This leaves us
with 11042 tweets for testing.

The Stanford Twitter Sentiment Gold (STS-Gold) dataset
was introduced by Saif et al. [21]. The dataset has been
manually annotated both the tweet-level and the entity-level
by three graduate students.

The Sentiment Strength Twitter Dataset (SS-Twitter) con-
sists of 4242 tweets manually labeled with their positive and
negative sentiment strengths. The dataset was constructed by
Thelwall et al. [17] to evaluate SentiStrenth.
The Sentiment Evaluation Dataset (SE-Twitter) was intro-

duced by Sacha Narr et al. [22]. The dataset consists of
6745 tweets that have been human-annotated with sentiment
labels by three Mechanical Turk workers.

Table 1 displays the distribution of tweets in the five
selected datasets according to these sentiment labels.

TABLE 1. Total number of tweets and the tweet sentiment distribution in
all datasets.

5Dataset.Online Available: http://alt.qcri.org/semeval2014/task9/index.
php?id=data-and-tools
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IV. EXPERIMENTAL RESULTS
This section reports the results obtained before and after sev-
eral types of pre-processing methods are applied individually.
The baseline (C-Method) is the method that was applied all
six pre-processing methods. The impact of pre-processing is
assessed by observing fluctuations (increases and decreases)
on classification performance of the sentiment classification
task, which is measured in terms of accuracy and average
F1-measure. The accuracy improvement of one pre-
processing method was calculated as:

Accuracyimprovement = Accuracybaseline − Accuracycompared

The average F1-measure improvement of one pre-
processing method was calculated as:

F1improvement = Average F1baseline − Average F1compared

For example, for removing URLs method, the compared
method is the method that was applied other five pre-
processing except for removal of URLs.

Table 2 reports the effect of the removal of URLs on
classification performance and is the result of a comparison
of the performance of the baseline and the method that was
applied other five pre-processing method except for removal
of URLs. It can be observed from Table 2 that the perfor-
mance of every classifier in the N-grams model does not
change after removing the URLs. In the Prior polarity model,
removing URLs slightly reduces the accuracy and average
F1-measure of SVM on the STS-Test datasets and slightly
improves on the SemEval2014 dataset, and fluctuation range
is limited to 0.3%. In the binary classification task, a small

loss in accuracy and average F1-measure is encounteredwhen
using NB in the Prior polarity model on the SemEval2014
dataset. In the binary classification task, the accuracy and
average F1-measure of LR do not change on all datasets
in the Prior polarity model. In the 3-way classification task
the performance of LR fluctuates from −0.18% to 0.11%.
The performance of RF fluctuates before and after removing
URL, and the range is from −0.50% to 0.29% in the Prior
polarity model on all datasets. One factor of the fluctuating of
RF performance is the initial random value of the classifiers.

Table 2 indicates that URLs do not contain useful infor-
mation for sentiment classification. This conclusion is not
consistent with the experiment results of Bao et al. [10]. Their
experiments results on Stanford Twitter Sentiment Dataset
show that URLs features reservation have a positive impact
on classification accuracy.

To estimate true value of removal of URLs, removal of
numbers, removal of stopwords, we check the effect of inten-
tionally neutral modifications. We used random deletion of
one word as neutral modifications. For assessment of the
effect of removal URLs,we use random deletion of one word
to replace the removal of URLs to evaluate the effect of
the removal of URLs. Table 3 is the result of a comparison
of the performance of the baseline and the removal URLs
replaced by random deletion of one word in the baseline
method. It can be observed from Table 3 that randomly
deleting one word significantly reduce the accuracy and F1-
measure of sentiment classification. The accuracy decreases
by up to 10.61% on STS-Gold using NB classifier in the
N-grams model, and the F1-measure decreases by up to

TABLE 2. Gain/Loss in accuracy and Average F1-measure for removing URLs relative to not removing URLs Method using four classifiers for binary and
3-way sentiment classification on all datasets.
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TABLE 3. Gain/Loss in accuracy and Average F1- measure for removing URLs relative to the removal URLs replaced by removing one word Method using
four classifiers for binary and 3-way sentiment classification on all datasets.

TABLE 4. Gain/Loss in accuracy and Average F1- measure for removing stop words relative to not removing stop words Method using four classifiers for
binary and 3-way sentiment classification on all datasets.

11.56% on the SemEval2014 using NB in the Prior polarity
model. The accuracy and F1-measure of all classifiers reduce
in the N-grams model. The performance of NB and RF fluc-
tuate from −3.24% to 11.56%. From Table 2 and Table 3,
it can be seen that the removal of URLs is an effective pre-
processing method. The removal of URLs can reduce the
vocabulary size effectively, whereas almost no impact on the
performance of two types of classification tasks.

Table 4 is the result of a comparison of the performance of
the baseline and the method that was applied other five pre-
processing except for removal of stop words on all datasets.
Table 4 shows that there is no effect of removing stop words
on the performance of all classifiers in the N-grams model,
except for RF. In the Prior polarity model, removing stop
words causes fluctuation of the performance of all classifiers
on the different datasets. On the STS-Test dataset, the perfor-
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TABLE 5. Gain/Loss in accuracy and Average F1- measure for removing stop words relative to removing stop words replaced by removing one word
Method using four classifiers for binary and 3-way sentiment classification on all datasets.

mance of all classifiers drop after removing stop words in the
binary classification task, and improve after removing stop
words in the 3-way classification task. In the Prior polarity
model, the accuracy and average F1-measure of SVM fluctu-
ates from−0.57% to 0.64%, and RF fluctuates from−0.86%
to 0.69%, and NB fluctuates from −0.77% to 1.8% . The
performance of NB classifier is more sensitive. In the Prior
polarity model, the performance fluctuation of classifiers is
due to the fact that the deleted stop words have a sentiment
polarity value in the sentiment dictionary.

Table 5 is the result of a comparison of the perfor-
mance of baseline and the removal stop words replaced
by random deletion of one word in the baseline method
on all datasets. Table 5 indicates that random deleting one
word reduce the accuracy and F1-measure of all classifiers
on all datasets except for SemEval2014 dataset. On the
SemEval2014 dataset, there is improvement in the perfor-
mance of sentiment classification for the Prior polaritymodel,
but there is little change in the N-grams model. From Table 4
and Table 5, it can be observed that removing stop words is
an effective pre-processing method while using the N-gram
model. The removal of stop words can reduce the vocabulary
size in the N-gram model effectively. In the Prior polarity
model, the length of the feature vector is not affected by the
word space. Deleting stop words does not reduce the feature
vector space.

Table 6 is the result of a comparison of the performance
of the baseline and the method that was applied other five
pre-processing method except for removal of numbers on all
datasets. From Table 6, it can be observed that removing
numbers does not affect the performance of all classifiers
on all datasets in the Prior polarity model, except RF. In the

Prior polarity model, the performance of RF fluctuates from
−0.18% to 0.3%, the fluctuation range is limited to 0.3%.
One factor of the fluctuating of RF performance is the initial
random value of the classifiers. The performance of SVM
obtains a small improvement after removing numbers on all
datasets in the N-grams model. The accuracy and F1-measure
of LR classifier change do not exceed 0.5% in the N-grams
model. In the N-grams model, the performance of NB and
RF are fluctuation in two types of classification task. The
maximum increase of accuracy and F1-measure of NB is
0.25% and 0.28% respectively on the SE-Twitter dataset, and
the maximum reduction of accuracy and F1-measure of NB
is−2.23% and−2.95% respectively on the STS-Gold dataset
in the binary classification task. The maximum reduction of
accuracy and F1-measure of RF is −0.83% on the STS-Test
dataset and −1.01% on the STS-Gold dataset respectively in
the binary classification task, and the maximum increase of
accuracy and F1-measure of RF is 0.17% and 0.19% respec-
tively on the SS-Twitter in the 3-way classification task.

Table 7 is the result of a comparison of the performance
of the baseline and the removal number replaced by deletion
one word randomly in the baseline C-Method on all datasets.
Table 7 indicates that random deleting one word reduces the
accuracy and F1-measure of sentiment classification. From
Table 6 and Table 7, it can be observed that removing numbers
almost does not impact on the performance of two types of
classification tasks. Removing number is an effective pre-
processing method.

Table 8 is the result of a comparison of the performance of
the baseline and the method applied other five pre-processing
except for reverting words that contain repeated letter on all
datasets. It can be observed from table 8 that the performance
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TABLE 6. Gain/Loss in accuracy and Average F1- measure for removing numbers relative to not removing numbers Method using four classifiers for
binary and 3-way sentiment classification on all datasets.

TABLE 7. Gain/Loss in accuracy and Average F1- measure for removing numbers relative to removing numbers replaced by removing one word Method
using four classifiers for binary and 3-way sentiment classification on all datasets.

of all classifiers does not change except for RF in the 3-way
classification task, and the NB is more sensitive to reverting
repeated letters than other classifiers in the Prior polarity
model. In the N-grams model, after reverting repeated let-
ters, the performance of LR and RF obtain increase on all
datasets in the binary classification task, and the performance
of NB drops on the STS-Gold and SemEval2014 datasets
in the binary classification task. In the binary classification
task, the performance of SVM is fluctuation, after reverting

repeated letters. The maximum increase of the accuracy and
F1-measure of SVM is 0.79% and 1.4% respectively on the
SS-Twitter dataset in the Prior polarity model, and the max-
imum reduction of the accuracy and F1-measure of SVM is
−0.76% and −0.77% respectively on the SE-Twitter dataset
in the N-grams model.

Table 9 is the result of a comparison of the performance
of the baseline and the method applied other five pre-
processing except for expanding acronym on all datasets.
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TABLE 8. Gain/Loss in accuracy and Average F1- measure for reverting repetition relative to not reverting repetition Method using four classifiers for
binary and 3-way sentiment classification on all datasets.

TABLE 9. Gain/Loss in accuracy and Average F1- measure for expanding acronym relative to not expanding acronym Method using four classifiers for
binary and 3-way sentiment classification on all datasets.

Table 9 shows that the performance of all classifiers do not
change except for RF in the 3-way classification task and
the performance of LR and SVM is improvement in the two
feature models after expanding acronyms in two types of task.
The accuracy and F1-measure of NB reach the maximum
of 6.85% and 6.08% improvement in the N-grams model
and drop 8.06% and 7.61% in the prior polarity model on
the STS-Gold dataset, respectively. In the binary classifica-
tion task, expanding acronyms promotes the accuracy and

F1-measure of RF on the SE-Twitter, SS-Twitter and STS-
Gold datasets but decreases these values by 0.19% and 0.17%
on the SemEval2014 dataset in the N-grams model, and
decreases by 1.34% and 1.4% on the SE-Twitter, and by
0.57% and 0.21% on STS-Test datasets in the Prior polarity
model, respectively.

Table 10 is a comparison of the performance of the baseline
and the method that was applied other five pre-processing
method except for replacement of negative mentions on all
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TABLE 10. Gain/Loss in accuracy and Average F1- measure for replacing negation relative to not replacing negation Method using four classifiers for
binary and 3-way sentiment classification on all datasets.

datasets. Table 10 shows that there is a significant increase in
the accuracy and F1-measure of all classifiers after replac-
ing negation in the N-grams model on all five datasets
in two types of classification task, except for NB on the
STS-Gold dataset. After replacing negation, the maximum
improvement of accuracy is 8.23% using the SVM classifier
and the improvement of the F1-measure is 10.21% using
the RF classifier on the SemEval2014 dataset. In the Prior
polarity model, the performance of all classifiers improves
after replacing negation on the SS-Twitter, SemEval2014 and
STS-Test datasets, and the performance of NB drop on the
STS-Gold dataset. However, the performance of LR, NB and
RF drops on the SE-Twitter dataset in the Prior polarity model
in the binary task. The performance of SVM increases on all
datasets in two types of classification task.

V. DISCUSSION
The experimental results show that removing URLs barely
affects the performance of classifiers in the two feature mod-
els on all datasets. This indicates that URLs do not contain
useful information for sentiment classification. Table 4 shows
that there is few effects on the performance of classifiers in
the N-grams model before and after removing stop words.
One of the reasons might be that stop words appear in tweets
frequently. In the Prior polarity model, removing stop words
leads to the fluctuation of classifier performance because a
stop words contains different sentiment polarity. The results
in Table 4 suggest that it is necessary to remove stop words
for sentiment classification. It can be observed from Table 6
that removing numbers has no effect on the accuracy of
sentiment classification in the Prior polarity model because
the numbers are neutral. In theN-gramsmodel, the removal of

numbers causes fluctuation of classifier performance, except
for SVM. The performance of SVM improves on all datasets
after removing numbers. Therefore, removing numbers is
useful to improve the performance of sentiment classifica-
tion using SVM. The effect of removing repeated letters on
the performance of classifiers is different on each dataset,
which suggests that removing repeated letters influences the
polarity and semantic features of words in tweets. Expanding
acronyms improves the performance of classifiers on most
datasets. Expanding acronyms to their original words is a
more formal expression than an acronym. The results in
Table 10 show that the performance of classifiers increases
after replacing negation on all datasets in most cases because
negation contains important sentiment polarity features.
In the N-grams model, removing URLs and removing stop
words reduce the vocabulary size, and there is no change
in the performance of all classifiers, but removing numbers
affects the performance. In the Prior polarity model, remov-
ing numbers does not affect the performance of classifiers.
The performance of SVM increases after replacing nega-
tion and expanding acronym, therefore, replacing negation
and expanding acronym are effective pre-processing method
while using SVM classifier. Reverting words that contain
repeated letter causes performance to fluctuate, therefore, the
pre-processing method is not recommended. From Table 3,
Table 5, and Table 7, it can be observed that the random dele-
tion of words causes a significant decline in the performance
of the classification because the randomly deleted word may
be a missing key word, causing decision polarity or damage
to the sentence semantic relationship.

The experimental results show that the same pre-
processing method affects the performance of sentiment
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classifiers similarly, whereas the NB and RF classifiers are
more sensitive than LR and SVM classifiers. One factor that
may affect the results of sentiment classification is the choice
of the sentiment classifier and the features used for classifier
training.

In the future, we will continue our evaluation using dif-
ferent stoplists and acronym dictionaries and will investigate
the reasons for the fluctuation of sentiment classification
performance using different classifiers on various datasets.

VI. CONCLUSION
This paper studies that six different pre-processing methods
affect sentiment polarity classification in the Twitter. We
conduct a series of experiments using four classifiers to ver-
ify the effectiveness of several pre-processing methods on
five Twitter datasets. Experimental results indicate that the
removal of URLs, the removal of stop words and the removal
of numbers minimally affect the performance of classifiers;
furthermore, replacing negation and expanding acronyms can
improve the classification accuracy. Therefore, removing stop
words, numbers, and URLs is appropriate to reduce noise but
does not affect performance. Replacing negation is effective
for sentiment alalysis. We select appropriate pre-processing
methods and feature models for different classifiers for the
Twitter sentiment classification task.
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