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ABSTRACT With more consumers using online opinion reviews to inform their service decision making,
opinion reviews have an economical impact on the bottom line of businesses. Unsurprisingly, opportunistic
individuals or groups have attempted to abuse or manipulate online opinion reviews (e.g., spam reviews) to
make profits and so on, and that detecting deceptive and fake opinion reviews is a topic of ongoing research
interest. In this paper, we explain how semi-supervised learning methods can be used to detect spam reviews,
prior to demonstrating its utility using a data set of hotel reviews.

INDEX TERMS Online review spam, semi-supervised learning, unlabeled reviews, PU learning,
Co-training, EM algorithm, label propagation and spreading.

I. INTRODUCTION
Opinion spamming is becoming more sophisticated and, in
some cases, organized, due to the potential to profit from such
activities. For example, some businesses reportedly recruited
online users (e.g. professional fake review writers) to post
fake opinions. These opinions can be used to market and
promote a particular business, spread rumors and damage
the reputation of a competing business, or influence online
users’ opinions and views about a particular topic (e.g. during
elections) [1].

Unlike other forms of spam [2]–[4], it is challenging to
identify fake opinions, as one may need to also understand
the context of the postings in order to determine whether the
particular opinion is deceptive [5]–[7]. For example, how can
one reliably determine whether the online review postings
about a particular business (e.g. reviews about a restaurant)
reflect the actual experience of the users who had posted
the reviews? One could, perhaps, examine the online review
posting history of these users and make a determination
whether a particular user is posting multiple (near) dupli-
cate reviews about different businesses in a particular time
frame. However, the latter scenario may only be a small
percentage of deceptive online opinions from review sites [8].

Also, how does one determine whether postings about a
particular politician accurately reflect the feelings of the elec-
torate, and the postings are not written by a single individual
or group of individual purporting to be different persons – a
practice also known as astroturfing [1], [6], [7])?

While supervised learning has been traditionally used to
detect fake reviews [9]–[15], supervised learning approaches
suffer from several limitations. For example, unless one can
be assured of the ‘‘quality’’ of the reviews used in the train-
ing dataset, we will have a garbage-in-garbage-out situation.
In addition, the amount of labeled data points used to train
the classifier can be difficult to obtain and update, given
the dynamic nature of online reviews. In [14], the authors
highlighted that human are poor in labeling reviews as fake
or genuine. This complicates the task of finding ground truth
for given instances accurately. Due to lack of reliable data and
the dynamic nature of online reviews, unsupervised methods
(see [16]–[19]) or methods based on heuristic rules
(see [12], [20]–[22]) have also been used to detect deceptive
online reviews.

Some limitations in supervised learning methods could be
addressed using automatic labeling, a process known as semi-
supervised learning. In the latter, a large number of unlabeled
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data points are used, instead of labeled data points. As such,
labeled data points can be sparsely present and using those
points, labels of the unknown instances are automatically
generated first, which can then be used to train a classifier
and evaluate a given review.

Thus, in this paper, we use several semi-supervised
learning approaches to improve the classification, as well as
incorporating three new dimensions in the feature vector (i.e.
Parts-of-Speech features, Linguistic andWord Count features
and Sentimental Content features) to obtain better results.
We then evaluate the proposed approach using a dataset com-
prising both positive and negative reviews.

In the next section, we review and analyze related
work. Section III-A describes the proposed approach and
experiment setup. We present and discuss our findings in
Section IV, before concluding the paper in Section V.

II. RELATED WORK
Deceptive online review detection is generally considered a
classification problem [9], [14], and one popular approach
is to use supervised text classification techniques [9], [10],
[13]–[15]. These techniques are robust if the training is per-
formed using large datasets of labeled instances from both
classes, deceptive opinions (positive instances) and truthful
opinions (negative examples). However, it is challenging
in practice to obtain such large and accurate training sets.
Ott et al. [14] explained that identification of deceptive online
reviews is often performed using prior human knowledge,
which increases the probability of mislabeled reviews due to
the potential for subjectivity during the labeling process.

Therefore, in studies such as those of [14], [23]–[25],
synthetic datasets of deceptive reviews are used. In these
approaches, the classification of reviews is performed by
investigating the psycholinguistic and structural differences
between deceptive and non-deceptive reviews.

It is also easier to collect a large amount of unlabeled
reviews, in comparison to labeled reviews required in the
training of supervised techniques. Thus, if we have a large
number of unlabeled reviews, a viable approach is to use
semi-supervised techniques. For example, Li et al. [26]
used review and reviewer features to design a two-view
semi-supervised method, by employing the framework of
co-training algorithm [27] to detect spam reviews. In this
approach, the co-training algorithm uses the large amount of
unlabeled examples to train the algorithm [28]. More recently
in 2016, Zhang et al. [29] presented a co-training approach,
Co-training for Spam review identification (CoSpa), to
identify spam reviews. In the approach, spam reviews are
identified by two views, namely: the set of lexical terms
derived from the textual content of the reviews and the set of
Probabilistic Context-Free Grammars (PCFG) rules derived
from a deep syntax analysis of the reviews. Using Support
Vector Machine (SVM) as the base classifier, the authors
developed two strategies, namely: CoSpa-C and CoSpa-U.
Experimental results demonstrated that both variants outper-
form the SVM classifier when applied on PCFG rules on

lexical tokens. The work in [30] introduced a three-view
semi-supervised method, tri-training, which uses labeled
data. The annotated data is increased by adding unlabeled
data incrementally in a feedback fashion. In the context of
deceptive review spam identification, each given review has
three types of features, namely: review features, reviewer
features, and store features.

However, the use of co-training in classification suffers
from several drawbacks. For example, the manually labeled
reviews used in co-training can be unreliable due to human
involvement and subjectivity (e.g. [14] reported only a 60%
accuracy rate). The use of only positive and unlabeled data
leads to poor performance in co-training algorithms [31].
Such approach also does not consider the features of deep
syntax and psychological linguistics of review text, which can
help improve the effectiveness of deceptive review detection.
Thus, in this paper, a two-view co-training approach using
these features is proposed.

Positive Unlabeled (PU) learning is another semi-
supervised learning approach [32], [33], which can be used
to build an accurate classifier even without having labeled
negative training examples. Several PU learning techniques
have been applied successfully in document classification
with promising results [34]–[37]. Hernández et al. [38] first
used this technique to detect review spam. Specifically, the
authors proposed PU-LEA, which adapts the PU-learning
approach [32], [33]. PU-learning reportedly achieves an
F-measure of 83.7% with Näive Bayes, using only 100 posi-
tive examples. While this is better than the findings reported
by Li et al. [26], where 6000 labeled instances and co-training
were used, it is difficult to make a conclusive statement
as both approaches use different datasets. The dataset of
Ott et al. [14] may not provide an accurate indication of real
world performance [39]. Also, their assumption regarding
continual refining of negative instances over iterations will
not always hold in practice, as pointed out by Li et al. [40].
Li et al. [41] then showed that PU-LEA identified much
fewer positive examples from the unlabeled set. In addition,
the authors attempted to detected review spams in Chinese-
language reviews of restaurants from Dianping.com. In their
approach, LPU [42] was used, also considering the fact that
unknown set is really an unlabeled set rather than the non-fake
review set. According to the authors, PU learning not only
outperforms SVM but also detects a large number of poten-
tially fake reviews hidden in the unlabeled set. The authors
used publicly available PU learning system. However, data
from Dianping.com were filtered and it is known that using
filtered fake reviews is not as effective and efficient [43].
Moreover, the authors only used the Unigrams and Bigrams
features, without considering other relevant features.

Li et al. [41] studied the problem of fake review detection
using the Collective PU (CPU) learning framework, and they
proposed a collective classification algorithm, Multi-typed
Heterogeneous Collective Classification (MHCC), designed
to work in a heterogeneous network of reviews, users and IPs.
The authors reported that their approach not only outperforms
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TABLE 1. Summary of semi-supervised algorithms.

baseline approaches but, more importantly, detects a large
number of potential fake reviews hidden in the unlabeled set.
It was also reported that the models use language independent
features, and hence they can be generalized to any other
languages.

Ren et al. [44] proposed the Mixing Population and Indi-
vidual Property PU Learning (MPIPUL) model, which is
designed to deal with easily mislabeled (spy) examples in
unlabeled reviews not addressed by previous techniques.
The process begins with the identification of some reliable
negative examples from the unlabeled dataset, followed by
the generation of some representative positive examples and
negative examples using Latent Dirichlet Allocation (LDA).
Then, the remaining spy examples that cannot be explicitly
identified as positive or negative are assigned two similarity
weights. The weights are used to evaluate their probabilities
and determine whether they belong to the positive or negative
class. Finally, spy examples and their similarity weights are
incorporated into a SVM classifier.

Hernández et al. [45] attempted to detect both positive and
negative deceptive reviews, by taking a more conservative
approach than the original PU-learning approach. Specifi-
cally, the authors selected reliable negative examples (i.e.,
genuine reviews) from unlabeled ones as well as analyzing
the role of opinion polarity. Their evaluations found that the
proposed PU-learning method consistently outperformed the
original PU-learning approach, with an average improvement
of 8.2% and 1.6% over the original approach in the detection
of positive and negative deceptive opinions respectively.

In this paper, we present a comprehensive approach with
extended feature sets using five popular semi-supervised
learning techniques, in order to support larger and varied
datasets.

III. PROPOSED APPROACH AND EXPERIMENT SETUP
A. SEMI-SUPERVISED METHODS ADAPTED FOR
REVIEW SPAM DETECTION
The following feature points were chosen to be extracted and
used for the experiments from the dataset:

• Sentiment Polarity
• Parts of Speech (POS) tags
• Linguistic Inquiry and Word Count (LIWC)
• Bigram frequency counts

In this paper, we implemented and evaluated four
different state-of-the-art semi-supervised learning models
(see Sections III-A1 to III-A4). Table 1 summarizes the algo-
rithms evaluated in this article for review spam detection.

1) CO-TRAINING ALGORITHM
Co-training is a method which allows the combination of
labeled and unlabeled instances to form a labeled training
dataset. This method is primarily based on a PAC-style learn-
ing algorithm proposed by Blum et al. [27]. The method
is originally deployed for classifying web spam data, and
assumes each example in the dataset to consist of two views
of data. Each view is a distribution of features that make
up the example. The idea is to train two classifiers on each
view and then classify instances on the unlabeled category
to enlarge the training set. The condition here is that the
two views should not be directly co-relatable with each
other.

Initially, a collection of data points is chosen, of which
some are labeled (L) and the others are unlabeled (U ). TheU
set is then iteratively exhausted by incrementally learning and
classifying member instances to the L set. First, u instances
are considered at random from U and inserted into a set U ′.
Each instance is a composition of two views, x1 and x2. The
algorithm then runs for k iterations or until the set U is
exhausted. In each iteration, a classifier h1 is trained on only
the x1’s view of the instances in L, and another classifier h2 on
only the x2’s view of the instances in L. Then, each classifier
is allowed to label p positive and n negative instances, which
are added to the set L. Finally, 2(p+n) examples are randomly
sampled from U and are used to replenish U ′.
The co-training algorithm is described in Algorithm 1.

2) EXPECTATION MAXIMIZATION ALGORITHM
The Expectation Maximization algorithm, first proposed by
Karimpour et al. [46], is designed to label unlabeled data
to be used for training. The algorithm operates as follows:
a classifier is first derived from the labeled dataset. This
classifier is then used to label the unlabeled dataset. Let
this predicted set of labels be PU . Now, another classifier
is derived from the combined sets of both labeled and unla-
beled datasets and is used to classify the unlabeled dataset
again. This process is repeated until the set PU stabilizes.
After a stable PU set is produced, we learn the classifi-
cation algorithm with the combined training set of both
labeled and unlabeled datasets and deploy it for predicting test
dataset.

Here, the learning of the algorithm with the conjunction of
the labeled and predicted labeled sets is the Expectation step
(E-step) and the prediction of the labels of the unlabeled set
is the Maximization step (M-step). The pseudocode for EM
learning is described in Algorithm 2.
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Algorithm 1 Co-Training Algorithm
INPUT: Labeled instance set L, and unlabeled instance
set U .
OUTPUT: Deployable classifier, C.

1: Create set of unlabeled examples, U ′, by randomly sam-
pling u examples from U;

2: for each feature vector x in L ∪ U do
3: partition x to tuple of views, (x1, x2);
4: end for
5: for k iterations do
6: h1← train(x1) ∀(x1, x2) ∈ L;
7: h2← train(x2) ∀(x1, x2) ∈ L;
8: Let h1 label p positive and n negative examples from

U ′;
9: Let h2 label p positive and n negative examples from

U ′;
10: Add labeled examples to L;
11: Randomly sample 2(p+ n) examples from U to U ′;
12: end for

Algorithm 2 EM Algorithm
INPUT: Labeled instance set L, and unlabeled instance
set U .
OUTPUT: Deployable classifier, C.

1: C ← train(L);
2: PU = ∅;
3: while true do
4: PU = predict(C,U );
5: if PU same as in previous iteration then
6: return C ;
7: end if
8: C ← train(L ∪ PU );
9: end while

3) LABEL PROPAGATION AND SPREADING
Label propagation is first proposed for semi-supervised
learning by Zhu et al. [47]. In this model, the learning
algorithm is a graph-based algorithm, where each node
stores some information about its label. The graph is con-
structed by ordering suitable vector feature based on a
suitable similarity metric, such as Manhattan distance or
Euclidean distance. Each node can be either labeled or
unlabeled. In the process, label information is broadcasted
across the graph dynamically and finally, all nodes are
labeled.

Label propagation is useful when definite values are avail-
able that can give a meaningful ordering of the data instances.
However, in practice, such data points are either faulty or
incomplete. For example, many real-world feature vectors
have missing data entries. Label propagation, as such, is less
useful. To overcome this problem, label spreading algorithm
is used that allows soft clamping of data and finding spectral

TABLE 2. Performance metrics for co-training based approach.

TABLE 3. Performance metrics for EM algorithm based approach.

clusters in the graph, and hence is more resistant to noise than
label propagation (refer to [48]).

4) POSITIVE UNLABELED LEARNING
PU learning generates a two-class classifier based on posi-
tively labeled or unlabeled examples. The uniqueness of this
approach is its ability to identify hidden positives from the
set of unlabeled examples when negative training data is not
supplied or available. PU learning has two variations based
on the usage of unlabeled data in the process. Both variations
make use of positive examples to produce the final classifier.
While one family of methods utilizes only a few examples
from the unlabeled set [32], [33], [49], the other generates
classifier uses the entire unlabeled dataset [36], [37].

Hernández et al. [38] applied this algorithm for decep-
tive review detection using half the datasets used here.
Although [38] achieved an F-Score of 0.837 using just 100
positive instances for training, the results published did
not disclose the accuracy or feature characteristics of their
methods, which made it difficult to compare performance.
We remark that both datasets also have different sentimental
polarities.

Our approach in this paper is as follows: a set of labeled
positive data points and a set of unlabeled data points are used
for training. We first train a classifier with the conjunction of
the positive labeled set and the existing unlabeled set. Then,
this classifier is used to label the instances of the current
unlabeled set. The positively labeled instances are extracted
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Algorithm 3 PU Algorithm
INPUT: Positively labeled instance set P and unlabeled
instance set U .
OUTPUT: Deployable classifier, C.

1: i← 1;
2: |W0| ← |U |;
3: |W1| ← |U |;
4: while |Wi| ≤ |Wi−1| do
5: Ci← train(P,Ui);
6: UL

i ← predict(Ci,Ui);
7: Wi← extract_positives(UL

i );
8: Ui+1← Ui −Wi;

9: i← i+ 1;
10: end while
11: return Ci;

TABLE 4. Performance metrics for label-propagation approach.

TABLE 5. Performance metrics for label-spreading approach.

from the completed labeling. After the extraction, the next
unlabeled set is created by removing the extracted positives
from the current unlabeled set. This process is repeated until
the current unlabeled set becomes smaller in size than its
previously generated unlabeled set. After this loop is termi-
nated, the classifier obtained in the last iteration is returned
for classification purposes. This process not only labels the
unlabeled dataset, but also incrementally develops the final
classifier.

The PU learning is described in Algorithm 3.

B. DATASET DESCRIPTION
In this paper, the ‘gold standard’ dataset byOtt et al. [14], [50]
is used in our evaluations. The dataset comprises 1,600 review
texts on 20 hotels in the Chicago area, USA, which have
800 deceptive reviews and 800 genuine reviews. For the
evaluations, a tag of ‘1’ denotes deceptive reviews, highlight-
ing that they are treated as the positive instances, whereas
‘0’ denotes genuine reviews. In the dataset, 400 are written
with a negative sentimental polarity and 400 depict a posi-
tive sentimental polarity. These reviews were obtained from
various sources. The deceptive reviews were generated using
Amazon Mechanical Turk (AMT) and the rest obtained from
various online reviewing websites such as Yelp, TripAdvisor,
Expedia, and Hotels.com.

For the evaluations, the dataset is partitioned in a fixedway.
Of the 1600 examples in the corpus, two sets of examples
were created, namely: the training set and the test set. The
proportions partition the corpus in ratios of 75:25, 80:20, and
90:10 according to the 4-fold, 5-fold and 10-fold partitioning
schemes, respectively. The examples in each set are chosen
using stratified random sampling on the complete corpus such
that half the examples are deceptive and half are honest in
each set.

IV. FINDINGS AND DISCUSSION
As previously discussed, the available dataset was partitioned
into subsets with sizes in the ratios of a : (100− a), where a
assumes values in {75, 80, 90}. In each process described,
(0.2 × a)% instances were taken as labeled training dataset
and the rest as unlabeled training dataset. Also, four variations
of classifiers were used across all evaluations, namely the
k-Nearest Neighbor classifier (k-NN), the Logistic Regres-
sion classifier, the Random Forest classifier and the Stochas-
tic Gradient Descent classifier. For the k-NN classifier, the
value of ‘k’ was chosen as 4. Also, for the Random Forest
classifier, 100 worker instances were used for evaluations.

The algorithms implemented and their results are presented
in Sections IV-A to IV-D.

TABLE 6. Performance metrics for PU learning based approach.

A. CO-TRAINING ALGORITHM
Although Blum et al. [27] used two-dimensional feature
vectors for web spam data for classification, the dataset used
in this paper hasmuchmore sophisticated feature vectors with
more than 15 dimensions. Thus, each half of a feature vector
was considered as a view and the algorithm was applied as
such. For the runs, the values of the parameters were set as
p = 1, n = 3, k = 30 and u = 75 as derived from [27].
For the evaluations, the best score obtained was 76.50%

accuracy and an F-Score of 0.775. In this particular evalua-
tion, the dataset was divided in a 75:25 partition for training
and test dataset. Of the training dataset, 20% of the instances
were chosen as labeled and the rest as unlabeled. The k-NN
classifier was used for the evaluations, and the findings are
presented in Table 2.
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B. EXPECTATION MAXIMIZATION ALGORITHM
In [46], the authors used the EM algorithm for classification
ofweb spam data similar to [27]. The principles of application
remain the same for this paper. For the evaluations, the best
results were obtained when the training set was partitioned
in the ratio of 75:25. An accuracy of 83% and an F-Score of
0.833 were obtained with the use of the k-NN classifier. The
various performance indicators for the experiments using the
EM algorithm are presented in Table 3.

C. LABEL PROPAGATION AND SPREADING
For Label Propagation, the best score obtained had an accu-
racy of 82.5% and an F-Score of 0.827. For Label Spreading,
the best score with similar accuracy and an F-Score of 0.824
was obtained, which is comparable to that of Label Propaga-
tion algorithm. In both evaluations, k-NN kernel was used for
the algorithms. Tables 4 and 5 present the evaluation findings
for Label Propagation and Spreading, respectively.

D. POSITIVE UNLABELED LEARNING
The PU algorithm was implemented and evaluated using
the dataset described in Section III-B. The best results were
obtained when the dataset was partitioned 80% for training
and 20% for testing. Out of the 80% training data comprising
1280 instances, 256 positively labeled instances were chosen
as labeled instances and the remaining instances were treated
as unlabeled. This is considerably close to the 200 positively
labeled instances used in [45] for the same purpose. Because
of additional variations in our dataset, a balanced mix of
320 data points was chosen for testing purposes as compared
to 160 used in [38] and the same in [38], [45] which reported
a maximum F-Score of 0.837 when applied only on the set
of deceptive reviews with the mentioned dataset partitioning
scheme and an undisclosed accuracy of classification. The
authors in [45] reported a maximum F-Score of about 0.796
when applied on a mixed polarity training dataset like the one
used in this work but having unequal numbers of deceptive
and honest opinions. In our evaluations, an F-Score of 0.8365
was obtained with the partitioning scheme described, using
the Logistic Regression classifier as the base classifier.

An accuracy of 83.75% was obtained, which outperforms
the human accuracy reported by Ott et al. [14] and in [38].
We also noted that in [38], an F-Score of 0.811 was reported
for the same scheme in the truthful opinion class, whereas
our system reports an overall score of 0.837 when applied on
a mixed set of instances consisting of balanced proportions
of deceptive and genuine reviews. Performance metrics for
experiments conducted for PU Learning based approach are
presented in Table 6.

The performance measures of the proposed algorithm are
compared to those described in Table 7, where CFG denotes
Context Free Grammar, MCS Maximum Content Similarity
and ANR Average number of reviews per day. Also, ‘−’
denotes unspecified detail. The comparison spans across var-
ious applications of semi-supervised learning in detection

of fake reviews, web spam detection, etc. The comparison
emphasizes on the performance of each approach in the con-
text of dataset used and features considered. It also compares
the judgment of computational complexity and requirements,
the experimental conditions that yielded the best results as
mentioned in the respective literature, etc. The entries in
Table 7 are ordered as per the F-score of performance.

V. CONCLUSION AND FUTURE WORK
With the increasing influence of online opinion and reviews
on users, the capability to detect deceptive online reviews is
crucial.

In this paper, we demonstrated how four popular
semi-supervised learning approaches can be used to improve
the F-score metric in classification. By incorporating new
dimensions in the feature vector, namely: Parts-of-Speech
features, Linguistic and Word Count features and Sentimen-
tal Content features, we obtained better results. The dataset
used in our evaluations was ‘‘richer’’ than previously used
datasets in the sense that it contains reviewswith both positive
and negative opinions. Using our approach, we achieved an
F-score of 0.837 using PU Learning based classification. This
demonstrated the usefulness of the feature vectors used in this
paper.

Future research along this direction includes implementing
and evaluating the proposed approach in the real-world, for
example, using the approach on data collected from various
websites in real-time. Also, minimal meta-data are consid-
ered in this work during classification. Future investigation
may include a better integrating of minimal meta-data. Apart
from textual content, associated multimedia content can also
be considered for further study.

ABBREVIATIONS
ANR : Average Number of Reviews per day
CFG : Context-Free Grammar
CoSpa : Co-training for Spam review identification
CPU Learning : Collective Positive and Unlabeled Learning
EM Algorithm : Expectation Maximization Algorithm
LDA : Latent Dirichlet Allocation
LELC : Learning by Extracting Likely positive and negative

micro-Clusters
LIWC : Linguistic Inquiry and Word Count
LPU : Learning from Positive and Unlabeled Examples
MCS : Maximum Content Similarity
MHCC : Multi-typed Heterogeneous Collective Classification
MPIPUL : Mixing Population and Individual Property PU Learning
PCFG : Probabilistic Context-Free Grammar
POS : Part of Speech
PU Learning : Positive and Unlabeled Learning
SPUL : Similarity-based PU Learning
SVM : Support Vector Machine
TF-IDF : Term Frequency-Inverse Document Frequency
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