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ABSTRACT In the context of signal processing, the comparison of time histories is required for different
purposes, especially for the model validation of vehicle safety. Most of the existing metrics focus on the
mathematical value only. Therefore, they suffer the measuring errors, disturbance, and uncertainties and can
hardly achieve a stable result with a clear physical interpretation. This paper proposes a novel scheme of time
histories comparison to be used in vehicle safety analysis. More specifically, each signal for comparison is
decomposed into a trend signal and several intrinsic mode functions (IMFs) by ensemble empirical mode
decomposition. The trend signals reflect the general variation and are free from the influence of high-
frequency disturbances. With the help of dynamic time warping, the errors of time and magnitude between
trends are calculated. The IMFs, which contain high-frequency information, are compared on frequency,
magnitude, and local features. To illustrate the full scope and effectiveness of the proposed scheme, this

paper provides three vehicle crash cases.

INDEX TERMS Time-history, model validation, Ensemble Empirical Mode Decomposition (EEMD),

dynamic time warping (DTW), vehicle crash.

I. INTRODUCTION

Time histories can present the variation of signals over time
and are often used to record the detailed processes of events.
In some areas, such as pattern recognition, fault diagnosis,
data mining and numerical simulations, an objective, proper
and accurate comparison is in great request [1]. An integrated
scheme of comparison contains the pre-process, discrepancy
calculation and optional post-process (e.g. the evaluation
of discrepancies). Typically, the fundamental problem is to
define a proper comparison metric, which refers to mathemat-
ical measures that quantify the level of agreement between
different signals, for the discrepancy calculation [2]. Accord-
ing to the features of signals and the purposes of comparison,
the metrics should be diverse in different applications.

One of the purposes of time histories comparison is to
validate computational models, a critical topic of numeri-
cal simulation, which is particularly rigorous in the field of
vehicle safety. More specifically, the validation process is to
assess to which degree that the simulation can replicate the
corresponding physical event [3]. In the context of vehicle
safety, the crashes are usually recorded by electronic and
photographic instruments [4], [5]. And model validation is
normally conducted by quantitative comparisons of response
signals, i.e. the accelerations during crashes and simulations,

which are measured by accelerometers. Therefore, both engi-
neering and academic researchers developed many compar-
ison metrics to achieve an accurate and reliable validation
for simulations of vehicle safety. However, as far as the
authors’ knowledge, these developed metrics focus on the
mathematical value only and ignore the physical meaning of
the comparative signals.

In this paper, the existing metrics are presented firstly
with respect to their advantages and disadvantages. Then a
signal processing methodology is proposed to be involved
in the comparison process. More specifically, the signals are
decomposed by the Ensemble Empirical Mode Decomposi-
tion (EEMD) algorithm in different frequency domains. This
makes it possible to introduce more features into the detailed
comparison, which will consequently improve the perfor-
mance of comparisons. Although emphasizes on the appli-
cation in vehicle safety, the proposed metric is universal and
can be introduced into related fields.

The remainder of this paper is organized as follows.
Section II reviews and analyses the existing metrics. A dis-
cussion about the comparison metrics is also given in this
section. In Section III, the proposed comparison scheme and
related technologies are presented in detail. The next section
shows some case studies of the vehicle crashes to show the
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TABLE 1. Norm-based metrics.
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performance of the proposed scheme. The conclusions are
presented in the last section.

Il. A REVIEW OF THE EXISTING COMPARISON SCHEMES
Up to now, various comparison schemes have been proposed
and employed by researchers to validate the vehicle safety
simulations. In these methods, the stochastic metrics focus
on the distribution of the residuals between the signals from
test and simulation, see for instance [6]-[8] and the refer-
ences therein. Although they consider the uncertainties of
parameters, the features of original signals are lost. For this
reason, only the deterministic metrics will be introduced and
discussed in this section.

A. BASIC METRICS

The basic metrics refer to those metrics which involve only
one error measure. Compare to the composite metrics, the
basic metrics can only reflect the difference on one particular
aspects of time histories.

L1 and L, norms of residual signals are the most popular
metrics. Generally, they are used to measure the magnitude
errors. As a common mathematical tool, the norm can also
be used to measure the errors on other aspects, such as time
error and frequency error. The shortage of using norms can
be listed in twofold: 1) the norms are not normalized and
2) the norms are highly depended on the number of time
points. To overcome this shortage, many uniformed metrics
are proposed. Some typical ones are listed in Table 1. (Note:
r; means the reference signal, ¢#; stands for the test and n is the
number of sample points.)

Different from the norm methods considering the errors,
the coefficient of correlation

n n n
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reflects on how much degrees a signal can be determined by
the other one. However, this method is too sensitive to the
time error. So the cross-correlation coefficient (also called
sliding dot product) is modified from the coefficient of cor-
relation, shown in Eqn. (2), as shown at the bottom of the
next page. It is a good measure of time delay (i.e., phase
errors) [9], [10] and used in some composite metrics.

Each of these basic metrics can hardly describe the
difference effectively, but they provide some tools to develop
composite metrics. To achieve better performance, a compos-
ite metric may consider the discrepancy on various aspects,
including the magnitude, phase or time-of-arrival (TOA),
frequency or slope, shape, etc. Different measures will be
designed specifically for each kind of features and combined
into a comprehensive assessment. According to different fea-
tures involved, composite metrics can be divided into several
groups.

B. MAGNITUDE-PHASE-COMPOSITE (MPC) METRICS
MPC metrics measure the discrepancies on two axes, i.e. the
amplitude axis and time axis. Four typical MPC metrics are
listed in Table 2.

For the magnitude discrepancy, the first three metrics from
Geer share the same measure, while the Russell’s measure
modifies it to be symmetric. The symmetry keeps the same
measure no matter to select which signal as the reference.
But this advantage is not significant in model validation as
the signal of the real test is commonly chosen as a reference.
The measure of phase discrepancy in S&G and Russell is
an improvement of that in Geer with a more clear meaning.
All of these MPC metrics use the root-sum square of magni-
tude and phase as the composite result.

Reference [2] compared these metrics mentioned above
(except the cross correlation coefficient) with a case study
and analyzed the results. As a conclusion, the S&G metric
is recommended for the use in roadside safety simulations,
such as [11] and [12]. Referencing this suggestion, a com-
puter program for the verification and validation of numerical
simulations in roadside safety is developed as RSVVP [13].

C. NORMALIZED INTEGRAL SQUARE ERROR (NISE)

NISE is proposed by Donnelly et al. [14] to quantify the
difference between repeated tests. NISE takes the phase,
magnitude and shape discrepancies into account with corre-
sponding formulations as follows:

2¢n‘ (ns)
M = §) — —— 3
NISE = P (ny) I+ U 3)
zwrt (ny) — 21//”
P = 4
e = 28 ®
Snise = 1 — p (ny) (5)

where Y, = Y r2 /N, Yy = 312 /N, Yy = Y rutn /N, 1y
is the “‘steps” to compensate for the error in phase and p (1)
is the cross-correlation in Eqn. (2).
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TABLE 2. Typical MPC metrics.
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The composite metric can be expresses as:

2¢y
wrr + wtt
Obviously, the measure of shape is cancelled out in Cyysg.

In addition, the magnitude measure is possible to be negative
and then decrease the comprehensive metric.

Q)

Cnise = Mnise + Pnise + Snise = 1 —

D. ENHANCED ERROR ASSESSMENT OF RESPONSE

TIME HISTORIES (EEARTH)

EEARTH is a comprehensive scheme to evaluate the differ-
ence of time histories. The core idea is the EARTH, presented
in [1] and [15]. The EARTH metric is the composition of the
measures of magnitude, phase and slope. Comparing to other
metrics, the EARTH involves the slope as a description of the
feature of frequency and therefore improves the assessment
significantly. Another valuable idea of EARTH is that to keep
the independence of each measure, which means to avoid
the influence from other two factors when calculating each
measure. Especially, the dynamic time warping (DTW) is
employed in the magnitude measure to remove the influence
of local time error.

Based on EARTH, the EEARTH scheme proposed by [16]
makes the following improvements: 1) translate the origi-
nal measures into intuitive scores between 0 and 100% and
2) involve an integrated calibration process which incorpo-
rates physical-based thresholds and knowledge of subject
matter experts (SMEs). The EEARTH is selected into ISO
standard ISO/TR16250 and used in many cases, such as [17].

E. SUMMARY AND DISCUSSION

Besides the metrics presented previously, some other metrics,
such as Correlation and Analysis (CORA) [18], are also
proposed in existing literatures. By studying these metrics,
a short summary will be given in this subsection.

1) In general, to make an object and accurate comparison,
various features are considered by different metrics.
In these features, the magnitude and phase errors are
most concerned by researchers. The magnitude error
has clear physical meaning and should be measured
undoubtedly. However, for vibration signals, the mag-
nitude error will be influenced significantly by the time
lag. For this reason, the magnitude measure used in
EEARTH has superiority.

2) The measures for phase error are based on the cross-
correlation coefficient in most related metrics. Unfortu-
nately, the concept of phase error comes from periodic
signals. For non-periodic signals, the cross-correlation
coefficient based measures may only qualify the global
phase error. That means the local time error is lost in
the comparison.

3) Some metrics also try to define the difference of shape.
But both the NISE and CORA suffer critical problems.
In fact, the shape error can be divided into the errors
on magnitude and time axes. In other words, shape
error is superfluous if the magnitude and time errors
are measured properly.

4) Only EEARTH try to compare the frequency of signals
and employ the slope as a substitute. Although not
given directly, the frequency, i.e. the oscillation rate of
signals is an intuitional information in the comparison.

5) According to the experience of SMEs, some local fea-
tures are of great value in comparisons, such as the peak
values and times [19]. However, they are not included
in the existing metrics.

Ill. AN EEMD AIDED COMPARISON OF TIME HISTORIES

In this section, a novel scheme of time histories compari-
son is presented in this section. Vehicle crash is a complex
process and therefore crash signals contain high frequency

n—n
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FIGURE 1. Base signals in the example.

oscillations and uncertainties. According to [20], a crash
impulse can be splitted into a ““base’ and several ‘“‘shocks,”
which represent the low and high frequency components
respectively. Generally, the “‘base’ reflects the global trend of
crash signal and can be decomposed as time and magnitude
orthogonally. And the “‘shocks” may contain the frequency
and local features of original signal, which should be analysed
and checked to achieve a comprehensive result. In fact, the
“shocks” of crash signals have two different catalogues. The
first catalogue ““shocks” occur in a specified period and keep
zero in other time, which can be called as “pulse”. While
the others are sustained oscillations existing in the whole
duration. The basic idea of the proposed scheme is to compare
the “base” and ‘““‘shocks’ separately and get more meaningful
comparison.

To illustrate the proposed scheme, a pair of signals are used
as an example. Each signal consists three components:

X=S8S+P+0 7

where, S, P and O refer to the “base”, “pulse” and “oscilla-
tion”, respectively. In this example, the base pulses are shown
as Fig. 1, whose peak points are M; = (0.40s, 1000) and
M, = (0.64s,900). As shown, the test signal are later and
smaller than the reference.

The P and O are given as follows:

{PC = A1 (0 *sin (01 ) 0367 <150467 o
Py = As () # sin (5071) 0.400 < ¢ < 0.480
and
!OC — A5 (1) * sin (307t — 1) ©
O, = A4 (t) x sin (257t — 1)

where A; (1) = 180sin? (107 (t — 0.367)), Ar (1) =
200sin® (12.57 (t — 0.367)), and A3 (t) = 60 + 12sin (571)
and A4 (t) = 80 4 10sin (4rrt). The subscript ¢ refers to the
reference signal and m refers to the test signal. The signals
for comparison are shown in Fig. 2. Comparing with the
reference signal, the test signal has a phase error of 14.54%
and a magnitude error of —9.78%, which are calculated by
S&G metric.
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FIGURE 2. Example signals for comparison.

A. PRE-PROCESSING OF SIGNALS

As many other schemes, the pre-processing of signals is
required before comparisons. For a pair of time histories, one
of them (generally the signal measured from full car test) is
selected as reference signal, and the other one is test signal.
Typically, the pre-processing includes:

« Filtering: the influence of noise from measurements
should be removed by the filtering of raw data. The
digital filters can be designed for different purposes in
vehicle safety according to the standard SAE J211.

« Re-sampling: two signals should share the same sam-
pling interval.

« Synchronizing: ensure two crash signals start at the same
stage. This step is always operated manually.

o Trimming: For the convenience and accuracy of com-
parison, the trimming process cuts off the unconcerned
period and ensure two signals have the same length.

The Matlab based interactive interface RSVVP provides
a friendly tool for pre-processing. More information can
reference to [13] and will not be discussed in this paper.

B. ENSEMBLE EMPIRICAL MODE

DECOMPOSITION (EEMD)

To extract the trends of crash responses, original signals
should be decomposed according to the frequency. The
wavelet transformation (WT) has been applied in the model
validation [21] and vehicle crash studies [22]. However, the
crash responses are nonlinear and non-stationary signals in
most cases and the selection of mother wavelet for crash
signals is difficult. For this reason, Ensemble Empirical
Mode Decomposition (EEMD) is employed in the proposed
scheme.

According to Huang and Wu [23], a signal can be decom-
posed into a set of Intrinsic Mode Functions (IMFs), which
represent the natural oscillatory modes embedded in the sig-
nal. The instantaneous frequency and amplitude of each time
point on IMFs is of physics meaning. The goal of Empirical
Mode Decomposition (EMD) is to acquire the IMFs of signal.
Different from Fourier Transform and Wavelet Transform,
EMD does not suppose any base function and conducts the
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decomposition according to the local time scale character
of signals. EMD is a self-adaptive time-frequency analysis
method for nonlinear and non-stationary signals and therefore
suitable for the analysis of crash signals. Given a signal x (¢),
the procedure of extracting IMFs is called shifting process,
shown as Algorithm 1.

Algorithm 1: Shifting Process of EMD

Step1: Setp=1,h, (1) =x();q=0,7,() = hy (7).

Step 2: Extract the local maxima and minima of signal r, (¢)
and construct the upper and lower envelops of r, (¢)
by interpolation method (generally the cubic spline
function).

Step 3: Calculate the mean of the upper and lower envelops,
recorded as my (t). Set ryq1 (t) = ry (t) — my (1).

Step 4: Calculate the standard division between r, (¢) an

%ﬂmw=ZMM—%ﬂﬂ7Zﬁm
Step 5: If SD < threhold, then stop the shifting process; or
else repeat Steps 2~4 until SD < threhold. After the
shifting process, the residual signal 7; (¢) is the IMF),.
Step 6: Repeat the shifting process (Steps 1~5) for signal
hp11 (t) = hy (t) — IMF), to get other IMFs until the
IMF, has only one or no extrema.

EEMD is an improvement of EMD to overcome the mode
mixing problem caused by intermittence [24]. In EEMD
method, some trial decompositions of noised signals are
conducted. The noise here is white noise with finite ampli-
tude. The true IMF component is defined as the mean of an
ensemble of trials. Because the noise in each trial is different,
the added noise will be filtered by EMD process. With this
improvement, EEMD can perform a stable decomposition of
original signal. Each IMF from EEMD may fall into a specific
frequency interval.

For model validation purposes, only first X IMFs should be
treated as “oscillations” and the rest IMFs and residual are
summated as ““trend”. Then the original signal is written as

k
X = Y IMF; + T, where T is the trend signal. k is decided

by thlf;ériterion that the integration of IMF|; ~ IMFy are
nearly zero.

In this example, signals are decomposed into a trend and
two IMFs. Fig. 3 shows the result of trend extraction. It can
be seen that trend signals can represent base pulses perfectly.

After EEMD, the reference and test signals are presented
as:

k
CH =2 citTc()
i:kl (10)
M®=2m+mm
=
Generally, T, (t) and T;, (t) have same number of peaks and
valleys. This condition ensures the DTW process in next
subsection have a clear physical interpretation.
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FIGURE 3. Trends of original signals.

C. COMPARE THE TRENDS OF CRASH SIGNALS

The trend signal can be treated as a result of low-pass filtering
of original signals and a good representation of base signal.
In the comparison of trends, two errors, i.e. Time of Arriv-
ing (TOA) and magnitude, are proposed.

The difference of trends can be divided into horizon-
tal (i.e. time) and vertical (i.e. value) directions. To make
an orthogonal decomposition of discrepancy, dynamic time
warping (DTW) is involved. DTW makes an optimal match
between two time histories by expanding or compressing time
axes. The cost function of DTW is defined in Eqn. (11) to
punish the distance and local shape between two points.

d )= (=) + (T () = T, )) 14T, () = AT "
(an

where dTc (i) = Tc () = Te (i— 1), dTy () = Tu () —
Twm (j— 1) and « is an adjustable parameter. Fig. 4 shows
correspondence of the trends after DTW. It can be seen that
two signals are matched well. Especially, the discrepancy are
exactly decomposed along time and value axes.

Comparing with the original signal, the trends are more
suitable for DTW process. Fig. 5 shows the warping result of
original signals. It can be seen that, local oscillations influ-
ence the matching significantly and lead unsuitable warping
of signals. For example, the peak point of two signals, i.e.
M| and M; are rematched to N and N2 respectively, which
are obviously unreasonable.

After the DTW, each time point of test signals has one or
several corresponding points in reference signals. Assuming
Ty, (i) are corresponding to T, (p) ~ T, (g) (p < q), the error
of TOA of T, (i) is

et =i-"21 (12)
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And the error of magnitude is
q
> Te(k)
. . k=p
e,() =T, - 13
0 =T () = = (13)
Then the discrepancy ratio over the whole time is
g, = 21Ol 'e; @l (14)
n
ey (i
g Zle s
2 1Te ()]

where 7 is the length of time history. And the comprehensive
error is

E=,/(E} +E2) (16)

In the example, E; = 10.10%, E, = 12.28% and
E = 15.90%. This result is consistent to the observation and
Sprague & Geers metric.

D. COMPARE THE IMFs OF CRASH SIGNALS

The IMFs are series of high frequency oscillations and present
the local features of original signals. According to [25], these
IMFs are of physical meaning in crash processes. For this
reason, comparing the IMFs can achieve more information of
vehicle crashworthiness structure. In the proposed scheme,
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FIGURE 6. Comparison of IMF1.

the error of magnitude and frequency will be compared for
validation. However, considering some components in vehi-
cle structure may work in a specified duration, the working
period of each IMF should be checked firstly.

According to the property of EEMD, the IMF x (¢) is an
amplitude modulated-frequency modulated (AM-FM) signal,
ie.,

x (1) =A(r)cos (¢ (1) 7)

with A(t) > 0, ¢(t) > 0. To separate the ampli-
tude modulation component A () and frequency modulation
component ¢ (¢), Huang proposed a normalization scheme
in [26]. Fig. 6 and Fig. 7 show the IMFs of example signals.
As shown, the amplitude functions A (¢) are the envelop of
IMFs, which are shown by dark line.

The working period is duration z, ~ t;, when A (¢) satisfied
A (t) > Ay. The threshold Ay, is

Amp =0 %A (1) (18)

where A is the average of A (¢) and 6 is the predefined
parameter.

In the example case, the refernece IMF1 has working
period 0.381 ~ 0.518s and test IMF1 0.376 ~ 0.522s. The
first pair of IMFs are corresponding to the pulse components.
The working period of IMF2s are the whole period, which
indicates that IMF2s are corresponding to the oscillations.

The errors of IMFs should be calculated only in corre-
sponding working periods of IMFs. The magnitude error of
IMFs is defined as the difference of average amplitude, i.e.,

_ Ami (t) - Aci (t)

Ea,- =
Aci (t)

19)

where A,,; () and A; (¢) are the average amplitude of i-th pair
of IMFs.
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The instantaneous frequency of x (i) can be calculated by

do (1)
dt

fn)= (20)
In the examples, the calculated average frequency of refer-
ence IMFs are 17.82Hz and 15.00Hz and of test IMFs are
22.881Hz and 12.95Hz.
The discrepancies of frequency are defineded as
Efz zfmi__fci (21)
fci

where f,,; (t) and f,; (¢) are the average frequency of i-th pair
of IMFs.

It should be noted that, it is possible that a IMF has no
valid working period, which indicates the original signal
has no component in the corresponding frequency range.
For a pair of IMFs, if both IMFs have no working period,
this pair of IMFs can be skipped for comparison. However,
if only one IMF has no working period, it may indicate
that the component of corresponding frequency is miss-
ing in the original signal. In the application of crashwor-
thiness, this may be related to some difference in vehicle
structure.

In a short summary, the error metrics of proposed com-
prehensive comparison scheme are listed in Table 3 with the
comparison result of example case. In addition, the working
period of IMFs are in Table 4.

IV. CASE STUDY

To demonstrate the proposed scheme, three cases of vehicle
crash with different conditions will be employed. Accord-
ing to relative regulations, a new type of vehicle should be
checked in full car crash tests before marketing. Generally,
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TABLE 3. Comprehensive comparison metrics.

Metrics Results
Trend Time Error 10.49%
Value Error 12.55%
Comprehensive 16.35%
IMF1  Magnitude Error  -13.54%
Frequency Error  28.39%
IMF2  Magnitude Error  28.20%
Frequency Error  -13.63%
TABLE 4. Working periods of IMFs.
Reference Test
IMF1  start 0.381s 0.376s
end 0.518s 0.522s
IMF2  start 0s 0s
end 1s ls
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FIGURE 8. Crash responses of left rear seat in 56km/h front crash.

these tests are executed by the New Car Assessment Pro-
gram (NCAP). To ensure the tests reliable and meaningful,
the crashes should be performed in some specified condi-
tions. For example, the FMVSS200 series standards, pub-
lished by The National Highway Traffic Safety Administra-
tion (NHTSA), set the passive safety rules for vehicle crash
tests in the US.

In the tests, accelerometers are located on the concerned
positions of vehicle body and dummies, such as brake caliper,
left rear seat and the head of dummy. These accelerations are
recorded as crash responses, which will be used for safety
analyses of vehicles. Another source of crash responses are
CAE simulations in finite element or multibody software.
In this section, the crash responses from CAE software will
be compared with those from full car crash, as the common
cases of model validation purpose. For simplicity, all signals
in this section are sampled by 10kHz and filtered properly.

A CASE 1

This case is employed to show the basic use of proposed
scheme. Fig. 8 shows the crash responses of left rear seat
of Toyota Yaris during a 56 km/h front crash. The first sig-
nal (reference signal) comes from NHTSA Test 5677 while
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another two are from CAE simulations. The FE model of
Yaris is published by NCAC and simulated by two different
FE softwares. It can be seen that the simulated signals are
consistent but have some errors with real crash test. Thus the
errors of two simulations are hoped to be similar.
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FIGURE 9. Comparison of trends in Casel.

Each signal is decomposed as a trend and three IMFs in the
EEMD. The trends are shown in Fig. 9. After DTW, the trends
are rematched as the dashed lines. As shown, both CAE1 and
CAE?2 trends match the reference trend very well except in
the peak area.

Figure 10 is the comparison of IMFs. It is easy to find a
visible discrepancy betweens IMFs, which is corresponding
to the error during 0.015~0.03s of original signals. Other two
pairs of IMFs have no significant discrepancy.

Table 5 lists the calculated errors of this case. Based on this
table, some notes can be summarised:

1) By checking the errors, both simulation results match

the full car crash test very well.

2) Comparing with the result of S&G, the proposed trend
comparison achieves smaller error on time axes and
bigger magnitude error. This is consistent with the
inspection.

3) According to the IMF comparisons, two simulation
results have some errors on details. The most impor-
tant error happens during 0.015~0.035s of IMF1. This
means neither of these two simulations can describe
local oscillations well. However, this is not reflected
by the given metrics. This is because the time span for
comparison is large and the error only exists on a short
period. So it is of importance to trim crash responses
properly in the pre-processing process.

4) The errors of two simulation results are quite similar.
This is reasonable as they are using the same FE model
of vehicle. In addition, the common shortage of the two
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FIGURE 10. Comparison of IMFs in Casel.

TABLE 5. Comparison results of Case 1.

Simulation 1 Simulation 2

Trend Time Error 2.50% 2.49%

Value Error 11.70% 16.91%

Comprehensive 8.46% 12.08%

IMF1  Frequency Error 135.50% 88.52%

IMF2  Frequency Error 7.11% -4.44%

IMF3  Frequency Error 75.82% -1.75%
S&G Phase Error 7.6% 9.7%
Magnitude Error -0.6% 1.4%
Comprehensive 7.6% 9.8%

simulations are the lost of oscillations. This error can be
seen as the problem of FE model, instead of FE solver.

B. CASE 2

Three signals shown in Fig. 11 are the crash responses of
engine top in front crashes, which come from FE simula-
tions. The initial speeds are 56km/h, 48km/h and 40km/h
respectively. The proposed scheme is supposed to check the
similarity among them.

For the sake of convenience, the crash response of 56km/h
crash is set as reference signal. Table 6 presents the results of
comparison. Three points are concluded as follows:

1) The main errors exists on the value of magnitude, i.e.
the energy of crash. The calculated errors of 40km/h
response are bigger than 48km/h response as expecta-
tion. An interesting observation is that the error value
is related to the square of velocity.
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FIGURE 11. Simulated responses of engine top in 56km/h front crashes.

TABLE 6. Comparison results of Case 2.

48km/h Crash ~ 40km/h Crash
Trend Time Error 2.87% 5.15%
Value Error 32.83% 28.15%
Comprehensive 23.30% 20.24%
IMF1  Frequency Error 94.34% 76.49%
IMF2  Frequency Error 39.99% 105.56%
S&G Phase Error 24.9% 40%
Magnitude Error -36.6% -48.5%
Comprehensive 44.3% 62.9%
TABLE 7. Comparison results of Case 3.
Test 6221  FE simulation
Trend Time Error 6.01% 3.77%
Value Error 7.34% 1.25%
Comprehensive 6.70% 2.81%
IMF1  Frequency Error -40.28% -34.65%
IMF2  Frequency Error -39.33% -22.63%
IMF3  Frequency Error 41.09% 133.66%
S&G Phase Error 6.8% 6.3%
Magnitude Error -9.2% -1.7%
Comprehensive 11.4% 6.6%

2) There are very small error of trends on time axes, which
is similar to the visual inspection. And comparing to
48km/h crashes, the response of 40km/h crash has a
little bigger error of time.

C. CASE3

Except the acceleration signals, some other time histories
can also be compared by the proposed scheme. This case
will show an example of comparison of reaction forces from
barrier, which is of meaning in vehicle crash analysis. The
force signals ares measured in NHTSA Test 5677 (reference),
NHTSA Test 6221 and an FE simulation. The crash condition
is front crash to a rigid wall in 56km/h. NHTSA Test 5677
used Toyota Yaris for test. While Test 6221 used Toyota Yaris
3-Door Liftback, which is alittle different on weight and body
shape. The FE simulation used the model of Toyota Yaris in
NHTSA Test 5677. Figure 12 shows the force signals and
Table 7 lists the comparison result.
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FIGURE 12. External forces in 56km/h front crashes.

It can be seen that the results of Test 6221 and FE simula-
tion are quite similar. The trends of them match the reference
very well, but the details contain errors. The local error of
Test 6221 mainly exists in the frequency component, while
that of FE simulation exists on the magnitude aspect. This
shows the proposed scheme can distinct small difference
again.

V. CONCLUSION

This paper presented an EEMD aided comparison scheme for
time histories. Different from other existing methods, each
signal for comparison is decomposed into a trend signal and
several IMFs. The trend signals and each pair of IMFs are
compared separately. The advantages of the proposed scheme
are as follows:

1) The trend signal represents the based mode of original
signal and is not influenced by high frequency distur-
bance. The comparison of trend signals will provide a
robust result to describe the overall difference between
test and reference signal.

2) In the comparison of trends, the DTW process helps to
find the corresponding relationship between the nodes
of reference and test signals. Based on this, the metric
of trend comparison contains two orthogonal discrep-
ancy (i.e. the error of time and value) with clear physi-
cal meaning.

3) Each pair of IMFs contains the local information on a
specific frequency interval. So the comparison of them
is to check the local information. A large error of IMF
always refers to the lost of local features, such as peak
and local vibration.

4) Another advantage of the proposed scheme is that it
involves more features into comparison. This makes it
possible to provide a comprehensive result. Especially,
the measurement of each feature has clear physical
meaning. Therefore the proposed scheme is closed to
the comparison of SME:s.

5) In different application areas, some parameters in the
proposed method should be adjusted properly. For the

527



IEEE Access

Z. Wei et al.: An EEMD Aided Comparison of Time Histories and Its Application in Vehicle Safety

model validation in vehicle safety engineering, the typ-
ical values are given in this paper. Another problem to
be improved in the future is that some details cannot be
reflected by the given metric and need further analysis
of IMFs.
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