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ABSTRACT Multi-input multi-output (MIMO) holds great potential in the high-speed transmission of visi-
ble light communication (VLC). However, as for the current MIMO-VLC techniques, the error performance
is improved by wasting spatial resources, which just drops the core advantage within an MIMO structure.
Moreover, they cannot change over the channel, which greatly limits their application range. In this paper,
a general design criterion of the channel-adaptive space-collaborative constellation (CASCC) is established
for MIMO-VLC systems. Specifically, we not only consider the channel into our criterion, but also build
relations among the light-emitting diodes to exploit the spatial resources instead of wasting. Under the
criterion, a regular CASCC is particularly designed for 2 × 2 MIMO-VLC in terms of the basic four-point
constellation and the high-order constellation. Correspondingly, a fast maximum likelihood (ML) detection
algorithm for CASCC is proposed. Simulation results show that our proposed CASCC obtains better error
performance and wider application range compared with the conventional MIMO-VLC schemes. Moreover,
the fast ML algorithm reduces the computational complexity without any performance loss.

INDEX TERMS Visible light communication, inter-channel interference, space-collaborative,
channel-adaptive, fast ML algorithm.

I. INTRODUCTION
In recent years, high-speed transmission of visible light
communication (VLC) has attracted substantial attention
[1]–[3]. For illumination purpose, multiple lamps are com-
monly utilized [4]–[6], thus bringing a natural combination
of multi-input multi-output (MIMO) and VLC. However, the
nonnegative channel and signal in VLC make the majority
of techniques in radio frequency (RF) communication inap-
plicable to MIMO-VLC systems. Among those techniques,
repetition coding (RC) emits the same signal from all the
light-emitting diodes (LEDs) [7], which can achieve good
symbol-error-rate (SER) performance for high correlation
MIMO-VLC channels. However, without introducing any
channel multiplexing, RC requires large signal constellation
to obtain high spectral efficiency. By contrast, spatial mod-
ulation (SM) activates merely one of the multiple available
lamps to transmit signal at any time instance [8]–[10], which
achieves higher spectral efficiency than RC at the expense of
the spatial resources. Moreover, spatial multiplexing (SMP)

is exploited to transmit independent data from all the LEDs.
Although SMP attains better performance, it could not attain
the expected gains unless the channel correlation is low
enough [11].

However, as forMIMO-VLC systems, there exist twomain
problems among the above-mentioned techniques.
• Firstly, the error performance is improved by wasting
spatial resources to reduce channel correlation, whereas
just drop the core advantage within MIMO structure.

• Secondly, they can not change over the channel and a
scheme performing good under a channel may perform
badly under another channel. Therefore, for geometrical
MIMO-VLC, they have a narrow application range.

For VLC, the signals are modulated into the light beams.
Typically, the overlapped light beams often cause high
channel correlation [12], which is inevitable by merely sac-
rificing spatial resources. As a promising technique, a space-
collaborative constellation (CC) for 2 × 2 MIMO-VLC was
proposed in [15]. By building relations amongst the LEDs,
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it obtained better SER performance over RC, SM and SMP.
However, since it still could not change over the channel, the
error performance changed greatly when the channel moved.
Furthermore, [16] designed an optimal constellation with the
channel considered, which results showed its better error
performance over RC, SM. However, the constellation size
in [16] was 2. For high spectral efficiency, it is essential to
design the high-order constellation.

Inspired by the above-mentioned factors, in this paper, we
establish a general design criterion of the channel-adaptive
space-collaborative constellation (CASCC) for MIMO-VLC
systems. Specifically, we not only consider the channel into
our model, but also build relations among the LEDs to exploit
the spatial resources. Then, under the criterion, a regular
CASCC is particularly designed for 2 × 2 MIMO-VLC sys-
tems in terms of the basic 4-point constellation and the high-
order constellation. For simplifying the design, we transform
the model from 8 variables to 2 variables by developing some
mathematical properties. Correspondingly, a fast maximum
likelihood (ML) detection algorithm for CASCC is proposed.
Finally, the performance of the CASCC and fast ML algo-
rithm are discussed by simulation analysis in detail.

Note that we list the key notations throughout the paper in
Table I for conciseness.

TABLE 1. Key notations used in this paper.

II. SYSTEM MODEL AND CONSTELLATION CRITERION
A. SYSTEM MODEL
In this paper, let us consider a MIMO-VLC system with
Nt LEDs as transmitters and Nr photo-detectors (PDs) as
receivers. As shown in Fig. 1, the input information is mod-
ulated to form an input data vector x =

(
x1, x2, · · · , xNt

)T
∈

SNt , where S is a given modulation constellation at the
transmitter. Then the received signal vector y is given by

y = Hx+ n, (1)

FIGURE 1. The MIMO-VLC system model with H known at the transmitter.

where n denotes Nr × 1 real valued additive white Gaus-
sian noise (AWGN) with zero mean and covariance matrix
σ 2INr [1], [3]. H is a Nr × Nt channel matrix and known at
the transmitters.1 Typically, we consider an indoor scenario
with the line of sight (LOS) characteristic [11], and hij is non-
negative and real, which is determined by [1], [3]

hij=


Ar (m+1)

2πD2
ij

cosm (φ) cos (ψ) , 0 ≤ ψ ≤ 9c

0, ψ > 9c,

(2)

where φ is the angle of emergence with respect to the trans-
mitter axis and ψ is the angle of incidence with respect to
the receiver axis. The Lambertąŕs mode order m is related to
the half power semiangle 8 1

2
via m = − ln 2

ln(cos8 1
2
) . Ar denotes

the effective area of the detector and 9c is the field-of-view
(FOV) semiangle of the detector. Dij depicts the distance
between the jth LED and ith PD.

In VLC, there are three power measurements: the electrical
power, the optical power and the peak power. Due to that they
can be mutually converted [18], let us consider the common

average electrical power, P̄e =
E[‖x‖22]
Ts

, x ∈ S, where E[·] is
an expectation operator and Ts is the symbol period [18]. If
|S| = L, the total electrical power at the transmitter is PT =
|S|P̄e =

∑
s∈S ‖s‖

2
2.

B. CONSTELLATION CRITERION
Our design criterion forMIMO-VLC systems is mainly based
on two major features as follows:
• Channel Adaptive:Although MIMO-VLC channel is
time-invariant, it changes with the geometrical loca-
tions of transmitters and receivers. To widen the appli-
cation range, the channel-adaptive constellation should
be designed. Our objective function is based on the
Euclidean distance (ED) of constellation at the receiver,
‖Hs−Hŝ‖2, instead of that at the transmitter, ‖s− ŝ‖2.

• Space Collaborative: Initially, incorporatingMIMO and
VLC is for high data rate by using the spatial resources.
To exploit rather than sacrificing the spatial resouces, we
build relations within the LEDs and thus design a space-
collaborative constellation, of which each dimension
maps the corresponding LED.

1Note that the availability of CSIT is not a strong assumption in OWC,
whose coherence time is typically much larger than the symbol duration [19].
Thus, estimation and feedback of the channel state can be achieved in
negligible time without considerably affecting performance.
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Then, we conclude the criterion of CASCC as follows.
Criterion 1: For MIMO-VLC systems, our constellation

structure is

R = HS, (3)

where H � 0, S = [s1, s2, ..., sL], si =
(
si1, si2, · · · , siNt

)T
is the constellation at the transmitter, R = [r1, r2, ..., rL],
ri =

(
ri1, ri2, · · · , riNr

)T is the corresponding constellation
at the receiver. |S| = L represents the constellation size and
p = log2 L denotes its constellation order. si depicts the ith
spatial constellation point and s(i, j) expresents the jth LED
of the ith point, i ∈ {1, ...,L}, j ∈ {1, ...,Nt }.
Then, relying on the constellation structure, our optimiza-

tion criterion is formulated as finding the optimal S at the
transmitter that maximizes dRm of R at the receiver, subject
to the fixed total electrical power PT of S, i.e.,

argmax
S

dRm = min
s 6=ŝ,s,ŝ∈S

‖Hs−Hŝ‖2

s.t.


∑
s∈S
‖s‖22 = PT

S � 0.
(4)

III. OPTIMIZATION MODEL OF CONSTELLATION DESIGN
In this section, our criterion is exemplified for 2× 2 MIMO-
VLC, i.e., Nt = Nr = 2. We firstly formulate the optimiza-
tion model, then develop some mathematical preliminaries
and finally get the simplified optimization model.

A. ORIGINAL OPTIMIZATION MODEL
Since four adjacent constellation points are often viewed as
the basic unit of constellation, we will design CASCC in two
aspects: firstly to design the basic 4-point constellation SB,
and then to extend SB to the high-order constellation SE .
Note that the quadrilaterals for SB, RB are denoted as Qx ,

Qy. Notation � represents the feasible set for SB meeting the
constraints in (4). Two statements regarding SB are made as

• Constellation Mapping. Let 1R2×4 = H1S2×4, where
1R2×4 = [1ra,1rb,1rc,1rd ] = [r2 − r1, r3 −
r2, r4− r3, r1− r4],1S2×4 = [1sa,1sb,1sc,1sd ] =
[s2 − s1, s3 − s2, s4 − s3, s1 − s4]. So, there is a one-to-
one mapping between1R2×4 and1S2×4 viaH, so is S
and R in (3). Note that the subscripts {1, 2, 3, 4} above
are for SB,RB, while {a, b, c, d} are for 1S, 1R.

• Partition of Feasible Set �. Due to that Qy includes two
cases: a diamond that ‖1ra‖2 = ‖1rb‖2 = ‖1rc‖2 =
‖1rd‖2 or the opposite, set� can be partitioned intoN1
and N2, i.e.,

� = N1 ∪N2,N1 ∩N2 = ∅. (5)

Qy mapped by each element in N1 is a diamond, while
Qy mapped by each element inN2 is the opposite. To get
a regular constellation easy to be extended or detected,
we focus on the region of N1.

Then, the optimization model could be rewritten as:

Model 1: For 2 × 2 MIMO-VLC H(� 0), we formulate
our optimization model for the basic constellation SB =[
s1 s2 s3 s4

]
, si = [si1, si2]T as:

argmax
SB

dRm = min
s 6=ŝ,s,ŝ∈S

‖Hs−Hŝ‖2

s.t.

{
‖s1‖22 + ‖s2‖

2
2 + ‖s3‖

2
2 + ‖s4‖

2
2 = PT

SB ∈ N1.
(6)

B. MATHEMATICAL PRELIMINARIES
In this subsection, we will make some mathematical prelim-
inaries for transforming Model 1. Note that all the proofs of
the following Lemmas are given in Appendices.
Lemma 1: In N1, the quadrilateral Qx of the optimal con-

stellation SB is a parallelogram. Moreover, the slopes of all
sides are nonnegative.
Lemma 2: In N1, the origin is included in the optimal

constellation SB, i.e. (0, 0)T ∈ SB.
The above Lemmas 1 and 2 are about the special struc-

ture of constellation SB. Next, by analyzing the channel,
we transform the constraints and the objective function of
Model 1, respectively. Note that the diamond Qy (∈ N1) can
be expressed by two parameters of the side length lf and the
angle αf between two adjacent sides as shown in Fig. 2(b).

FIGURE 2. The constellation maps for SB at the transmitter (a) and RB at
the receiver (b) via 2× 2 MIMO-VLC channel H.

1) CHANNEL ANALYSIS
Using Perron-Frobenius Theorem [20], we have HTH =

V3VT , where V =
[
cosϕ − sinϕ
sinϕ cosϕ

]
for ϕ ∈

[
0, π2

]
and

3 = diag
{
λ21, λ

2
2

}
with λ1 ≥ λ2 ≥ 0 being the singular

values of H.
• As for λ1, λ2. There exist two situations of λ1 ≥ λ2 > 0,
λ1 > λ2 = 0.

• As for ϕ. There exist three cases about ϕ. Case I: 0 <
ϕ < π

2 , Case II: ϕ = 0 and Case III: ϕ = π
2 .

2) TRANSFORMATIONS OF CONSTRAINTS
We analyze the constraints from λ1 ≥ λ2 > 0, λ1 > λ2 = 0,
as follows.
Lemma 3: For the channel meeting λ1 ≥ λ2 > 0, we

transform the constraints of 8 variables in (6) to the expres-
sions of two parameters βa, βd , under different cases of ϕ.
For Case I, two parameters βa, βd are subject to
−
λ2 tanϕ
λ1
≤ tanβa ≤

λ2 cotϕ
λ1

, −λ2 tanϕ
λ1
≤ tanβd ≤

λ2 cotϕ
λ1
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and cosβa > 0, cosβd < 0. As for αf , if αf 6= 0 and α2 = 0,
then tanαf =

λ2 cosϕ−λ1 sinϕ tanβd
λ2 sinϕ+λ1 cosϕ tanβd

. If αf 6= 0 and α1 = π
2 ,

then αf = π
2 −arctan λ2 cosϕ−λ1 sinϕ tanβa

λ2 sinϕ+λ1 cosϕ tanβa
. If αf 6= 0, α1 6= π

2

and α2 6= 0, then we have tanαf =
ξ sin(βa−βd )

cosβa cosβd+sinβa sinβd
,

where ξ = (h12h21−h22h11)
λ1λ2

. Obviously, ξ = 1 or -1.
For Case II, the parameters βa, βd are subject to βa ∈

[0, π2 ] and βd ∈ [π, 3π2 ]. As for αf , if αf 6= 0 and α2 = 0,
then tanαf =

λ2 cosβd
λ1 sinβd

. If αf 6= 0 and α1 = π
2 , then

αf =
π
2 − arctan λ2 cosβa

λ1 sinβa
. If αf 6= 0, α1 6= π

2 and α2 6= 0,
then αf matches the same expression as Case I.
For Case III, the parameters βa, βd are subject to βa ∈

[ 3π2 , 2π ], βd ∈ [π2 , π]. As for αf , if αf 6= 0 and α2 = 0,
then tanαf =

−λ1 sinβd
λ2 cosβd

. If αf 6= 0 and α1 = π
2 , then αf =

π
2 + arctan λ1 sinβa

λ2 cosβa
. If αf 6= 0, α1 6= π

2 and α2 6= 0, then αf
matches the same expression as Case I.
Lemma 4: For the channel of λ1 > λ2 = 0, there exist no

feasible constellations to Model 1, regardless of the value ϕ
in [0, π2 ].

3) TRANSFORMATIONS OF OBJECTIVE FUNCTIONS
Because the minimum ED dRm of Qy may be at the sides or
diagonals, we divide SetN1 intoM1 for the former case and
M2 for the latter case, i.e.,

N1 =M1 ∪M2, M1 ∩M2 = ∅. (7)

Apparently, tanαf ≥
√
3 for M1 and 0 ≤ tanαf <

√
3

for M2. Correspondingly, Model 1 can be decomposed into
two submodels. We denote the minimum ED ofQy forM1 as
dRm1 and forM2 as dRm2. Note that the manners under three
cases of ϕ are similar, so we merely take Case I as example
in the follwing Lemma 5.
Lemma 5: For Case I, with fixed total power PT , we have

l2f =
PT
2T
, (8)

where T = cos2βa+cos2βd−cosβa cosβd
λ21

+
sin2βasin2βd−sinβa sinβd

λ22
.

For the submodel inM1, dRm1 = lf . The relation of dRm1
with βa, βd is T = PT

(2d2Rm1)
, and the corresponding objective

function is simplified as minimizing T .
For the submodel inM2, the relation of dRm2 with βa, βd

is d2Rm2 =
PT (1−cosαf )

T , and the objective function is simpli-
fied as maximizing dRm2.

C. SIMPLIFIED OPTIMIZATION MODEL
Based on the above lemmas, Model 1 with 8 variables in
SB can be transformed to two submodels with 2 introduced
variables. Since the same methods are applied to three cases
of ϕ, we take Case I as example here.

For conciseness, we convert the parameters βa, βd above
to x, y by the relations of

x , tanβa, y , tanβd . (9)

Owing to cosβa > 0, cosβd < 0 in Lemma 3, we get
cosβa =

1√
1+x2

, cosβd =
−1√
1+y2

,

sinβa = x√
1+x2

, sinβd =
−y
√

1+y2
. Furthermore, tanαf and

T in Lemma 3 are transformed to tanαf =
ξ (x−y)
1+xy ,

T =
1

λ21

(
1

1+ x2
+

1
1+ y2

+
1√

(1+ x2)(1+ y2)

)

+
1

λ22

(
x2

1+ x2
+

y2

1+ y2
+

xy√
(1+ x2)(1+ y2)

)
.

Then, Model 1 is finally simplified as the following two
submodels.
Submodel 1: (ForM1) Find the solution xopt1, yopt1, dRm1

to the optimization submodel:

argmin
x,y

T

s.t.


−
λ2 tanϕ
λ1

≤ x ≤ λ2 cotϕ
λ1

−
λ2 tanϕ
λ1

≤ y ≤ λ2 cotϕ
λ1

tanαf =
ξ (x−y)
1+xy ≥

√
3.

(10)

Submodel 2: (ForM2) Find the solution xopt2, yopt2, dRm2
to the optimization submodel:

argmax
x,y

d2Rm2 =
PT (1− cosαf )

T

s.t.


−
λ2 tanϕ
λ1

≤ x ≤
λ2 cotϕ
λ1

−
λ2 tanϕ
λ1

≤ y ≤
λ2 cotϕ
λ1

0 ≤ tanαf =
ξ (x − y)
1+ xy

<
√
3.

(11)

Algorithm 1 Design of the Basic Constellation SB
1) Through the eigenvalue decomposition HTH =

V3VT , get λ1, λ2, ϕ and ξ of H.
2) Get the specific Submodel 1, and find the correspond-

ing optimal solution xopt1, yopt1, dRm1.
3) Get the specific Submodel 2, and find the correspond-

ing optimal solution xopt2, yopt2, dRm2.
4) choose the larger one of dRm1, dRm2 and get 1Sopt

from the relations of x, y with βa, βd in (9).
5) From1Sopt , we can get the optimal basic constellation

SB =
[
s1 s2 s3 s4

]
, where

s1 = [0 0]T , s2 = 1saopt ,

s4 = −1sdopt , s3 = 1saopt −1sdopt . (12)

IV. CONSTELLATION DESIGN AND FAST
DETECTION ALGORITHM
A. CONSTELLATION DESIGN
In this subsection, we give our designs of CASCC in terms
of the basic constellation SB and the high-order constellation
SE as follows:
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Algorithm 2 Design of the Extension Constellation SE
The extension constellation SE , |SE | = 2p, includes two
cases: even p and odd p.

1) Even p. For m ∈ [1, 2p], we have g =
√
2p, r =

⌈
m
g

⌉
and v = m− (r − 1) g. Then{

SE (1,m) = (v− 1) s21 + (r − 1) s41
SE (2,m) = (v− 1) s22 + (r − 1) s42.

(13)

2) Odd p. Extend SB to SE , (m ∈ [1, 2p]), as
i) Find w that meets (w− 1)2 ≤ 2p ≤ w2.
ii) For m ∈ [1,w2], r =

⌈m
w

⌉
, v = m − (r − 1)w, and

calculate SE (:,m) as (13).
iii) Compute the ED of SE (:,m) to the origin, denoted
as em. Sort em, m ∈ [1,w2] and remove w2

− 2p

points that have the larger em from w2 points. Then,
the remaining 2p points form SE .

FIGURE 3. At the transmitter, the constellation extension from the basic
constellation SB (a) to the extension constellaion SE (b).

1) DESIGN OF SB
The basic constellation SB can be designed as:

2) DESIGN OF SE
Inspired by the relation of 4QAMwithMQAM,we designSE
based on two vectors s2 = [s21, s22]T and s4 = [s41, s42]T of
SB. Fig. 3 shows our sketch for the constellation extension.
Then, we can summarize the design of the extension constel-
lation in Algorithm 22 at next page.

B. FAST MAXIMUM LIKELIHOOD DETECTION
According to the ML principle, each received signal vector yi
can be detected by

ŷi = argmin
r∈R
‖yi − r‖2. (14)

The search region in (14) is the whole R. For transmission,
the constellation size |R| for the spectral efficiency B should
be 2B. Then, the number of 2-norm ‖ · ‖2 in (14) are expo-
nential to the spectral efficiency, i.e., 2B, which causes high
computational complexity for detection.

2Note that we mainly consider the energy-efficiency into the extension
here, while more factors can be considered for the future work.

Next, we propose a fast ML detection algorithm, which
differs from (14) in the search region. We reduce the search
region by analyzing the following features of R in (3).
• Another type expression of R. It is evident that R is
known at the receiver. As shown in Fig. 4(a), R is
regular and can be expressed by two basic vector br1 =
[br11, br12]T = Hs2, br2 = [br21, br22]T = Hs4. So,
br1,br2 are also known at the receiver.

• The reduced search region. According to (3), if there
exist no noises, each transmitted signal vector xi from
S should map the corresponding vector zi of R via H.
Then, for the practical channel with noises, the received
signal vector yi are very likely to scatter the zi-adjacent
region Gi in R. Here, zi ∈ Gi. Particularly, it is easy to
get Gi from the regular and known R.

In Fig. 4, (a) depicts br1,br2, while (b)(c)(d) give three
basic cases of Gi. When zi is at the corner, |Gi| includes 4
elements. When ẑi lies in the edge, |Gi| has 6 elements. When
ẑi is at the inner , |Gi| includes 9 elements. The other cases are
just a simple conversion of the basic cases. From two features
above, we give the fast detection in Algorithm 3.

Algorithm 3 Fast ML Detection Algorithm
1) For ith receiver vector yi, make an initial detection as

ẑi =
(
round(

yi(1)
br11

), round(
yi(2)
br22

)
)T

. (15)

As the function round(x), if x ≥ 0, round(x) is the
integral most close to x. If x < 0, round(x) = 0.

2) From R, it is easy to get the search region Gi based on
the locations of ẑi. Then compare yi with the elements
in Gi, and the detected signal

ŷi = argmin
r∈Gi
‖yi − r‖2. (16)

C. SOME REMARKS
We make some remarks about our constellation and fast
algorithm.

1) COMPUTATIONAL COMPLEXITY OF DETECTION
ALGORITHM
Let us denote the number of 2-norm ‖ · ‖, addi-
tions/subtractions, multiplications as Ne, Na and Nm, respec-
tively. For the spectral efficiency B, the number of 2-norms
for yi in (14) is 2B. By contrast, the number of 2-norms for
yi in (16) is |Gi| (≤ 2B). Then, for conventional ML detection
in (14),

Ne = 2B, Nm = NeNt ,

Na = Ne(2Nt − 1)+ Ne logNe. (17)

For Algorithm 3,

Ne =

∑2B
i=1 |Gi|
2B

, Nm = NeNt + 2,

Na = Ne(2Nt − 1)+ Ne logNe. (18)
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Taking Fig. 4 for example, B = 4 andNt = 2. In Fig. 4(a), the
number existing (b) is 4, the number existing (c) is 8, and the
number existing (d) is 4. Finally, Ne for Algorithm 3 is Ne =
4∗4+8∗6+4∗9

16 = 6.25, whereas Ne = 16 in (14). Moreover,
the larger spectral efficiency, the more advantage of our fast
detection algorithm. More analysis about the complexity and
error performance are given in Section V.

2) UTILIZATION OF SPATIAL RESOURCES
Different from the existing techniques, CASCC exploits the
spatial resources by building relations amongst LEDs. Fig. 2
shows the sketch map of CASCC in (3). Fig. 5(a) and (b)
plots the maps of SM and RC in our space-collaborative
constellation coordinate. SM is build on two LED axes and
RC on the diagonal, whereas our CASCC extends the feasible
region to the first octant.

FIGURE 4. The maps for R (a) and three basic cases of search
regions (b) at the corner, (c) at the edge, (d) at the inner.

FIGURE 5. The maps of SM (a) and RC (b) in our constellation coordinate.

3) OPTIMALITY ANALYSIS OF CASCC
Within our analysis, we explore the region of N1 to develop
a regular constellation, thus SB is optimal within N1. As the
case of λ1 > λ2 = 0 is not included in N1, our CASCC
is not applicable to the channel scenario of λ1 > λ2 = 0,
as Lemma 4. In contrast to CC in [16], since it does not
consider the channelH, CC is not optimal at the receiver and
thus obtains less gains than our CASCC. Furthermore, due
to that the EDs among adjacent constellation points of SM
are not equal, the SER is often approximated by union bound
methods [7], making it difficult to make a rigorous com-
parison of CASCC and SM. As an exploration, we provide
Theorem 1, the proof of which is postponed into Appendix E .
Note that we do not compare CASCC with RC here, with
the performance between RC and SM having been analyzed
in [7].
Theorem 1: For 2 × 2 MIMO-VLC systems, our

CASCC in Designs 1 and 2 achieves gains over SM for

H subject to

|det(H)|
h21h11 + h12h22

≥
√
3, H ,

[
h11 h21
h12 h22

]
, (19)

which is sufficient but unnecessary. Specifically, 0 ≤ α ≤

2−
√
3 for the symmetric channel H ,

[
1 α
α 1

]
.

V. COMPUTER SIMULATIONS
In this section, we analyze the performance of our CASCC
and fast ML algorithm by simulations, compared with con-
ventional schemes for MIMO-VLC systems.

Let us consider an indoor 2 × 2 MIMO-VLC scenario as
the simulation environment. In (2), let Ar = 1cm2, 8 1

2
=

60◦, 9c = 60◦. The average transmission electrical power
is identical in each schemes with SNR defined as PT

2σ 2
. Here,

we use Matlab for simulations. LED1 and PD1 are fixed in
(0, 0, 0) and (0, 0, 3m), respectively, while LED2 and PD2
randomly move. Here, we take two channels for examples,
shown in the following Table 2.

TABLE 2. Two channel scenarios under different locations.

Following Algorithm 1, we get

SB1 =
[
0 1.3335 1.3335 0
0 0.0330 0.4866 0.4536

]
, (20)

SB2 =
[
0 1.1775 1.1775 0
0 0 0.7833 0.7833

]
, (21)

with the same PT = 4 for H2 and H1, respectively. Then,
following Algorithm 2, we can extend the basic constellations
SB1, SB2 to the high-order constellations.
1) Constellation Analysis. Fig. 6(a) shows the constellation

comparisons amongst CASCC, SM, RC and CC under H1
with L = 24, Fig. 6(b) depicts that under H1 with L = 25,
and Fig. 6(b) plots the similar comparisons under H2 with
L = 25. Table 3 lists comparisons of dRm among different
schemes under H1, H2 with the same PT = 4. For 2 × 2
MIMO-VLC systems, our CASCC is adapted to different
channels, while SM, RC and CC are uniform. The dRm of
CASCC underH1 andH2 is 1.4082 and 1.1775, respectively,
which is larger than the other schemes. The increased ED
makes CASCC outperform SM,RC andCC.Note that as dRm
changes with the total power PT and constellation size L, the
data for parameters in Table 3 are different from the cases in
Fig. 6.
2) Complexity and Performance Analysis of Detection.

Here, we analyze the complexity and performance analysis
of our fast ML detection algorithm. From (17) and (18),
we list the computational complexity between conventional
ML detection in (14) and our fast Algorithm 3, under dif-
ferent spectral efficiency in Table II. Observed from the
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FIGURE 6. Constellation structure comparisons among four schemes
under different channels and different constellation sizes. (a) Under H1
with L = 24. (b) Under H1 with L = 25. (c) Constellation structure
comparisons among four schemes under different channels. (d) Under H2
with L = 25.

TABLE 3. Comparisons of dRm for H1, H2 with same PT .

FIGURE 7. Performance comparisons of conventional detection in (14)
and fast detection Algorithm 3 under different scenarios.

results, the low-complexity of our fast ML algorithm is
mainly from the deduced search region. Moreover, the more
spectral efficiency, the more evident advantage of our Algo-
rithm 3. On another way, Fig. 7 shows the error perfor-
mance comparisons of conventional ML detection with fast

FIGURE 8. Performance comparisons of CASCC, RC, CC and SM, under H1,
at R = 4, 5bit/s/Hz.

FIGURE 9. Performance comparisons of CASCC, RC, CC and SM, under H1,
at R = 8, 9bit/s/Hz.

Algorithm 3, under different channel and different spectral
efficiency. We can observe that our fast ML algorithm effi-
ciently reduces the search region of 2-norm without any error
performance loss. Of particularly note is that with rising of
B, the complexity of our fast ML algorithm only increases a
little.
3) BER Performance Analysis of CASCC. Finally, using

our fast ML algorithm, we make the error performance
comparisons of our CASCC, with conventional MIMO-
VLC schemes, such as CC [15], RC and SM. As shown
in Figs. 8 and 9, CASCC achieves 3.6dB, 6.1dB, 13.2dB,
16.3dB gains over SM at a targeted SER of 10−5 under
H1 at 4, 5, 8, 9bit/s/Hz, respectively. The higher spectral
efficiency, the more gains CASCC achieves over SM at the
given channel, which is similar to the RC case. Additionally,
CASCC obtains 7.1dB, 7.9dB, 7.6dB, 7.8dB gains over CC
at a targeted SER of 10−4 under H1 at 4, 5, 8, 9bit/s/Hz,
respectively. There is no obvious change of gains with the
increase of B, different from SM, RC. In another way, as
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TABLE 4. Complexity comparisons for detection algorithms under different scenarios.

FIGURE 10. Performance comparisons of CASCC, RC, CC and SM, under
H2, at R = 8, 9bit/s/Hz.

FIGURE 11. Performance comparisons of CASCC, RC, CC and SM, under
H2, at R = 8, 9bit/s/Hz.

shown in Figs. 9 and 11, under H1 and H2, CASCC achieves
13.8dB, 16.1dB gains over SM at B = 8bit/s/Hz and a tar-
geted SER of 10−5, whereas CASCC obtains 7.8dB and
2.7dB gains over CC at B = 9bit/s/Hz and a targeted SER of
10−4. Moreover, with the increase of the channel correlation,
the superiority of CASCC over SM decreases but remains
evident, and the superiority of CASCC over CC becomes
larger instead. Note that SM performs even better than CC
under H1 at B = 4bit/s/Hz. In addition, the advantages of
CASCC under different channels show that our constellation

has a wider application range compared with conventional
schemes.

VI. CONCLUSION
In this paper, we have established a general design criterion
of CASCC for MIMO-VLC systems. Under the criterion, we
particularly designed a regular constellation for 2×2MIMO-
VLC systems in terms of the basic 4-point constellation and
the high-order constellation. Correspondingly, we proposed
a fast ML detection algorithm without any SER performance
loss. In view of the resource utilization, CASCC exploits
the spatial resources by building relations amongst LEDs.
Furthermore, our objective function is based on the receiver,
and thus the proposed constellation design can be utilized to
different channels. Simulation results have indicated that our
proposed CASCC obtains better error performance and wider
applicable range over conventionalMIMO-VLC schemes. As
to the future research, it is possible to explore the CASCC for
larger-size MIMO-VLC systems.

APPENDIX
For conciseness, we list some key notations before all the
proofs. The quadrilaterals for SB, RB are denoted as Qx , Qy.
The diamond Qy (∈ N1) can be expressed by two param-
eters of the side length lf and the angle αf between two
adjacent sides. Let 1R2×4 , H1S2×4, where 1R2×4 =

[1ra,1rb,1rc,1rd ] = [r2− r1, r3− r2, r4− r3, r1− r4],
1S2×4 = [1sa,1sb,1sc,1sd ] = [s2 − s1, s3 − s2, s4 −
s3, s1−s4]. Subscripts {1, 2, 3, 4} above areSB andRB, while
{a, b, c, d} are for 1S and 1R.

A. PROOF OF LEMMA 1
Owing to that Qy in N1 is a diamond and R = HS above, it
is easy to know that Qx is a parallelogram. The ED of ri and
rj is∥∥ri − rj

∥∥2
=

(
h211 + h

2
12

)
(si1 − sj1)2 + (h221 + h

2
22)(si2 − sj2)

2

+ 2(h11h21 + h12h22)(si1 − sj1)(si2 − sj2). (22)

So, N1 can be partitioned, i.e., N1 = �1 ∪ ... ∪ �k ..., and
all elements from a subset have the equal |1si1|, |1si2|, i ∈
{a, b, c, d}. Taking�k as example, the performance of1si1 ·
1si2 ≥ 0 with ML detector is superior to the other cases at
given H, which can be suitable for all the subsets. Therefore,
the searching region of the optimal solution to Model 1 can
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be reduced to the constellation set of nonnegative slopes of
side lengths.

B. PROOF OF LEMMA 2
Qx in our proposed structure is a parallelogram. The case of
S without the origin is notated asG1(m1,m2,m3), where the
vectors ofm1,m2 denote the two adjacent side and the vector
m3 depicts the middle diagonal ofm1 andm2. Similarly, the
case of S including the origin is denoted as G2(n1,n2,n3).
Let us assume the local optimal constellation forG1 as SG1 =
[m1_opt ,m2_opt ,m3_opt ,m4_opt ].

Based on the geometrical principles, we have ‖m1_opt‖
2
+

‖m2_opt‖
2
+ ‖m3_opt‖

2 < PT for G1 and ‖n1‖2 +
‖n2‖2 + ‖n3‖2 = PT for any values of parameters
n1_opt , n2_opt , n3_opt in G2. Obviously, there always exist
σ1, σ2 σ3 ≥ 0 that meet

∑3
i=1 ‖mi_opt + σi‖

2
= PT . That is

to say, a case of parameter values

n1 = m1_opt + σ1,n2 = m2_opt + σ2,n3 = m3_opt + σ3,

(23)

exists for G2. Apparently, such a case achieves better BER
performance than G1. Therefore, the origin must be in the
optimal constellation Sopt , i.e., [0, 0]T ∈ Sopt .

C. PROOF OF LEMMAS 3 AND 4
Using Perron-Frobenius Theorem [20], HTH = V3VT . Let
1R2×4 , H1S2×4, where 1R2×4 = [1ra,1rb,1rc,
1rd ] = [r2 − r1, r3 − r2, r4 − r3, r1 − r4], 1S2×4 =
[1sa,1sb,1sc,1sd ] = [s2−s1, s3−s2, s4−s3, s1−s4]. For
simplicity, let b = [b1, b2]T , 1sa, a = [a1, a2]T , 1sd ,
α1 , |βd |, α2 , |βa|, then dia = α1 − α2.
Then, D4×4 , 1RT

2×41R2×4 = 1ST2×4H
TH1S2×4. Let

G , [ga, gb, gc, gd ] = VT1S, (24)

where gi = [gi1, gi2]T for i ∈ {a, b, c, d}. Then D = GT3G.
According to our proposed structure, the diagonal elements
of D4×4, denoted as Dii, i ∈ {a, b, c, d} are equal. So, with
D = GT3G, we get

l2f = Dii = (gi1λ1)2 + (gi2λ2)2, i ∈ {a, b, c, d}. (25)

If we use the polar coordinate, Let

gi1 ,
lf
λ1

cosβi, gi2 ,
lf
λ2

sinβi, (26)

where βi ∈ [0, 2π ]. Due to the linearity of VLC channel, Qx
in our proposed structure is a parallelogram, i.e., ‖1sa‖2 =
‖1sc‖2, ‖1sb‖2 = ‖1sd‖2.

1) PROOF OF LEMMA 3
For case I, we have

1si = Vgi =


lf
λ1

cosϕ cosβi −
lf
λ2

sinϕ sinβi
lf
λ1

sinϕ cosβi +
lf
λ2

cosϕ sinβi

, (27)

for i ∈ {a, b, c, d}. Based on Lemmas 1 and 2, the nonnega-
tive constraint of SE can be equivalently transformed as

1sa,1sb � 0 and 1sc, 1sd � 0. (28)

Further, it can be rewritten as the constraints to βa, βd in
Lemma 3 for Case I. As for αf , when αf 6= 0 and α2 = 0,
then tanαf = tanα1 =

1r4y
1r4x

.When αf 6= 0 and α1 = π
2 , then

αf =
π
2 − arctan 1r1y

1r1x
.When αf 6= 0, α1 6= π

2 and α2 6= 0,
then let [b1, b2]T , 1sa, [a1, a2]T , 1sd for simplicity.
From 1R = H1S, we have tanα1 = h12a1+h22a2

h11a1+h21a2
, tanα2 =

h12b1+h22b2
h11b1+h21b2

. Using triangle formulas, we get tanαf =

(h12h21−h22h11)(a1b2−a2b1)
a1b1(h212+h

2
11)+(a2b1+a1b2)(h12h22+h21h11)+a2b2(h

2
22+h

2
21)
. Based on

HTH = V3VT , we get

h211 + h
2
12 = λ

2
1cos

2ϕ + λ22sin
2ϕ,

h221 + h
2
22 = λ

2
1sin

2ϕ + λ22cos
2ϕ,

h21h11 + h12h22 = λ21 cosϕ sinϕ − λ
2
2 sinϕ cosϕ,

|h12h21 − h11h22| = λ1λ2. (29)

Substituting (27) and (29) into tanαf , we get the results in
Lemma 3 for Case I. For Case II, we have

1si = Vgi =


lf
λ1

cosβi
lf
λ2

sinβi

 . (30)

For Case III, we attain

1si = Vgi =

−
lf
λ2

sinβi
lf
λ1

cosβi

 . (31)

for i ∈ {a, b, c, d}. Owing to that the derivations for Case II
and Case III are same as that Case I, it is omitted here. This
completes the proof of Lemma 3.

2) PROOF OF LEMMA 4
For Case I, with the relation of S and 1S, we have

PT = ‖s1‖22 + ‖s2‖
2
2 + ‖s3‖

2
2 + ‖s4‖

2
2

= ‖1sa‖22 + ‖1sd‖22 + ‖1sa(1)−1sd (1)‖22
+‖1sa(2)−1sd (2)‖22. (32)

Combining (32) with (27), we can find the relation of lf with

βa, βd as l2f =
PT
2T , where T =

cos2βa+cos2βd−cosβa cosβd
λ21

+

sin2βasin2βd−sinβa sinβd
λ22

.

For M1, dRm1 = lf and so the relation of dRm1 with
βa, βd is T = PT

(2d2Rm1)
. For M2, denote the smaller diagonal

as dw, i.e., dRm2 = dw. Based on
l21

2(1−cosαf )
= lf 2 =

PT
2T , the

relation of dRm2 with βa, βd is d2Rm2 = d2w =
(1−cosαf )

T . This
completes the proof of Lemma 4.
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D. PROOF OF LEMMA 5
For λ1 > λ2 = 0, with D = GT3G,

l2f = (gi1λ1)2. (33)

From G = VT1S, we have

1si = Vgi =


lf
λ1

cosϕ − gi2 sinϕ

lf
λ1

sinϕ + gi2 cosϕ

 , (34)

for i ∈ {a, b, c, d}. According to 1sa,1sb � 0 and
1sc,1sd � 0, if ϕ ∈ (0, π2 ), we have

−lf · tanϕ
λ1

≤ g12 ≤
lf · cotϕ
λ1

lf · cotϕ
λ1

≤ g42 ≤
−lf · tanϕ

λ1
≤ g12.

(35)

However, there exists no g42 meeting the constraints above,
which situation also happens to the cases of ϕ = 0 and
ϕ = π

2 . Therefore, the case of λ1 > λ2 = 0 is not in the
region of N1, as concluded in Lemma 5.

E. PROOF OF THEOREM 1
Theorem 1 is proofed in two steps.
Step 1) Proof that CASCC outperforms SMwhenM1 6= ∅.

Denote a and x as the minimum ED for 2p-SM and 2p-PAM.
For even p, we have Aa2 = PT , A =

2p−1(2p−1+1)(2p+1)
6 , and

Ux2 = PT , U =
(2p/2−1)(2(p/2+1)+1)2p+1

6 at given PT . It is easy
to getA > U though themathematical induction and thus a <
x. With similar method applied to the case of odd p, we could
also obtain a < x. Additionally, PAM∈ M1 when M1 6= ∅.
Therefore, it could be known that CASCC outperforms over
SM under the given PT .
Step 2) Proof that M1 6= ∅ is equal to |det(H)|

h21h11+h12h22
≥
√
3.

Denote (λ2 cotϕ
λ1

,−
λ2 tanϕ
λ1

) as PointK1, and (−
λ2 tanϕ
λ1

,
λ2 cotϕ
λ1

)
as Point K2. Obviously, M1 6= ∅ for Submodel 1 is equal to
max( ξ (x−y)1+xy ) ≥

√
3, which is stated in terms of ξ = 1 and

ξ = −1.
i) When ξ = 1. Let f (x, y) = x−y

1+xy . In one way, differenti-
ate f (x, y) with respect to x and y. Then we get

fx(x, y) =
1+ y2

(1+ xy)2
> 0, fy(x, y) =

−1− x2

(1+ xy)2
< 0,

(36)

which means no extreme value for f (·). In another way,
analyze the boundary of region in Lemma 3. Then we find
that f (x, y) gets its maximum value at K1 and its minimum
value at K2, i.e.,

fmax = f (K1) =
λ1λ2(tanϕ + cotϕ)

(λ21 − λ
2
2)

,

fmin = f (K2) = −fmax ≤ 0. (37)

Based on (29), we can get fmax =
|det(H)|

h21h11+h12h22
.

ii) When ξ = −1. Let g(x, y) = −x+y1+xy . It can be observed
that g(x, y) = −f (x, y). Then we have gmin = g(K1) and

gmax = g(K2) =
|det(H)|

h21h11+h12h22
. Therefore, CASCC outper-

forms SMwhen |det(H)|
h21h11+h12h22

≥
√
3. This completes the proof

of Theorem 1.
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