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ABSTRACT Maximizing network lifetime is a major objective for designing and deploying a wireless sensor
network. Clustering sensor nodes is an effective topology control approach helping achieve this goal. In this
paper, we present a new method to prolong the network lifetime based on the improved particle swarm
optimization algorithm, which is an optimization method designed to select target nodes. The protocol takes
into account both energy efficiency and transmission distance, and relay nodes are used to alleviate the
excessive power consumption of the cluster heads. The proposed protocol results in better distributed sensors
and a well-balanced clustering system enhancing the network’s lifetime. We compare the proposed protocol
with comparative protocols by varying a number of parameters, e.g., the number of nodes, the network area
size, and the position of the base station. Simulation results show that the proposed protocol performs well
against other comparative protocols in various scenarios.

INDEX TERMS WSN, clustering, energy efficiency, network lifetime, PSO.

I. INTRODUCTION
Awireless sensor network (WSN) is a self-organizedwireless
network system consisting of a number of sensors, which
gather information from their surrounding environments and
transmit it to a data sink or a base station (BS) [1]. In WSN
applications, the main objective is to monitor and collect
sensor data and then transmit the data to the BS. Sensors in
different regions of the field can collaborate in data collection,
and provide more accurate reports about their local regions.
Most deployed WSNs measure physical phenomena like
temperature, pressure, humidity, or location of objects [2],
to improve the fidelity of reported measurements, and data
aggregation reduces the communications overhead in the
network, leading to significant energy savings [3], [4]. The
characteristics of low-cost, low-power, and multifunctional
sensors have rendered WSNs very attractive [5]. Nowadays,
with the development of cloud technology [6], WSNs have
been rapidly deployed many practical applications, including
home security, battle-field surveillance, monitoring move-
ment of wild animals in the forest, healthcare applications [7],
etc. Recently, extensive research efforts have been dedicated
to explore new roles for WSNs in remote and inaccessible
environments [8].

In a sensor network, each node is both a sensor and a
router, and its computing capability, storage capacity and
communications ability are limited [9]–[11]. Moreover, in
many WSN applications, sensor nodes are deployed in harsh
environments, which makes the replacement of failed nodes
either difficult or expensive. Thus, in many scenarios, a wire-
less node must operate without battery replacement for an
extended period of time [12]. Consequently, energy efficiency
is the most critical issue when designing a network routing
protocol with the objective of prolonging the network life-
time[5], [13], [14].

Energy consumption can be efficiently managed through
adjusting the network topology and regulating the nodes’
transmission power levels in the routing protocol [15], [16].
The clustering technique is useful in reducing power usage
in routing protocols [17]. In a clustering architecture, sensor
nodes are organized into clusters, where the sensor nodes
with lower energy can be used to perform sensing tasks, and
send the sensed data to their cluster head at a short distance
[18]–[21]. A node in a cluster can be chosen as the cluster
head (CH) to eliminate correlated data from the members
of the cluster, with the objective of reducing the amount
of the aggregated data transmitted to the BS [22], [23].
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The clustering approach is able to increase network longevity
and to improve energy efficiency by minimizing over-
all energy consumption and balancing energy consumption
among the nodes during the network lifetime [24], [25].
Moreover, it is capable of alleviating channel contention
and packet collisions, resulting in better network throughput
under high load [26], [27].

This paper focuses on energy efficiency routing protocols
forWSNs with the aim of prolong network longevity. To con-
textualize our research, we first discuss a few key related
protocols in Section I-A, and then outline our contributions
in Section I-B.

A. RELATED WORK
Under the constrains of limited energy, bandwidth and com-
putation capabilities, many routing protocols are designed
to improve network efficiency. The LEACH protocol [28]
is one of the most well-known WSN clustering protocols,
which selects a CH based on a predetermined probability of
rotating the CH role among the sensor nodes so as to avoid
fast depletion of the CH’s energy. However, the selection of
CHs is random. As a result, a node with low energy may be
chosen as the CH, and the CHs may not evenly distributed.
Furthermore, the LEACH protocol requires that the trans-
mission between the CHs and the BS be completed via a
single hop, which consumes a large amount of energy and
destroy the energy balance of nodes if the CHs are located
far away the BS. The LEACH-centralized (LEACH-C)
protocol is proposed as an improvement over LEACH, which
uses a centralized clustering algorithm to form the clusters.
LEACH-C enhances network performance through creating
better clusters by dispersing the CHs throughout the network.
The information on the residual energy of the nodes is taken
into account in the probability formula, so the nodes with
higher energy are more likely to be selected as the CHs.
However, LEACH and LEACH-C are unable to use intelli-
gent the CH selection methods, and the distribution of CHs
is random, resulting in overload energy consumption. As a
result, BCDCP [21] is proposed to form more balanced clus-
ters. In BCDCP, each cluster head servers an approximately
equal number of member nodes so as to avoid cluster head
overload, and the CHs utilize CH-to-CH routing to transfer
data to the BS.

The above protocols focus only on uniform energy con-
sumption of the nodes. To further prolong network lifetime,
some location-aware protocols are proposed to reduce the
transmission costs among the nodes. In the HEED proto-
col [17], cluster heads are selected based on the nodes’ resid-
ual energy plus a secondary parameter, such as the nodes’
proximity to its neighbors or node degree. The cluster heads
send data to the BS via multi-hop communications. HEED
ensures that only one CH within a certain range achieves the
uniform CH distribution across the network. Therefore, the
head nodes consume a great deal of power in the HEED pro-
tocol, resulting in their quick depletion of energy. The EECS
protocol [29] leads to a fair distribution for cluster heads, in

which cluster heads are selected based on the residual energy
and location of nodes. In EECS, a competitive algorithm is
suggested for the CH selection phase, and a fixed competition
range is specified for each volunteer node. Any node that
finds itself more powerful than the others in its competition
radius will introduce itself as a CH and broadcasts to all the
other nodes. However, this algorithm causes a potential prob-
lem in dense networks for having too many nodes competing
for being a CH. The TCAC protocol [30] improves the perfor-
mance of the EECS protocol, which dynamically controls the
nodes’ transmission power levels tominimize network energy
consumption while ensuring inter-cluster connectivity. The
selected CHs send the data to the BS directly. The Haus-
dorff clustering method [31] introduces a greedy algorithm
to select cluster heads based on the location, communication
efficiency and network connectivity, while the clusters are
formed only once. Therefore residual energy of the nodes
consume quicklywhen the clusters are organized inefficiently
at the first time. In [32], a LECP-CP protocol is proposed,
and the core of which includes a novel cluster head election
algorithm and an inter-cluster communication routing tree
construction algorithm, both based on the predicted local
energy consumption ratio of nodes.What’s more, the protocol
also provide a more accurate and realistic cluster radius to
minimize the energy consumption of the entire network.

In most applications, the BS is far from the sensor network,
and thus the cluster heads have to consumemuchmore energy
than the other nodes. Thus, task allocation can be done in
such a way that the sensor nodes paly a significant role in
improving energy efficiency. For example, relay nodes can be
used to balance the heavy consumption of the cluster heads.
In SEECH [33], some nodes with higher residual energy are
selected as the relay nodes, and the CH chooses the closest
relay node as its next hop. Thus, the CH collect and aggre-
gates data from all the cluster members, and then transfers
the data to the relay node, which relays the data to the BS.
In this way, the relay node can share the CH’s data transmis-
sion, and thus helps offload the CH’s energy consumption.
However, two or more CHsmay choose the same relay nodes,
which will expedite the energy depletion of the selected relay
nodes. In addition, extra energy consumption is required
when a CH chooses its relay node. Moreover, the location of
nodes is not taken into consideration in the selection of relay
nodes.

B. CONTRIBUTIONS
Although the aforementioned protocols are able to prolong
network lifetime to some extent, there is no guarantee that
the selected node is best fit as a cluster head. There are
two main reasons. Firstly, some nodes with lower energy are
probabilistically determined as the cluster heads, which will
exacerbate the energy consumption of these nodes. Secondly,
some nodes are not suitable to be at the center of a cluster
because of their location. If a node near the boundary of the
network is selected as a cluster head, energy consumptionwill
increase because the cluster head is far from the BS.
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In our previous work, we have used a non-linear optimiza-
tion method in the algorithm to select cluster heads [34].
In this paper, we propose a new clustering protocol using
an improved particle swarm optimization (PSO) algorithm.
Firstly, we use relay nodes to offload the energy consumption
of the CHs. Different from these protocols, in our paper, every
cluster head has a corresponding relay node in our protocol,
which has two benefits: 1) the cluster heads do not need to
consume additional energy to choose their next-hop node;
2) channel contention which arises when choosing relay
nodes by the cluster heads can be avoided. In addition, the
selection of the relay nodes is based on not only the residual
energy, but also the distance to the corresponding cluster head
and the BS. Then, two fitness functions are generated which
determine whether a node is selected as a cluster head or a
relay node, in consideration of both their location and residual
energy. The selection of the cluster heads and relay nodes as
is formulated an NP-hard problem. And an improved PSO
algorithm is proposed to achieve the optimum solution.

The remainder of this paper is organized as follows.
In Section II, we describe the model used in this work. The
proposed clustering protocol is described and formulated as
an optimization problem in Section III. Section IV proposes a
node-updating algorithm based on PSO. Section V analyzes
several properties of our algorithms. Experimental results and
discussions are provided in Section VI. Finally, concluding
remarks are drawn in Section VII.

FIGURE 1. Sensor node components and radio energy model.

II. SYSTEM MODEL
A. NETWORK MODEL
A wireless sensor network consisting of N sensor nodes
is considered, which is deployed in a field to monitor the
environment continuously. Fig. 1 illustrates the components
of a sensor node, including the microcontroller unit, com-
munication unit and power management unit. The following
assumptions about the sensor network and sensor nodes are
made:

1) Each sensor node has the same ability to operate either
in the sensing mode to perceive environmental parame-
ters, or in the communication mode to send data among
one another or directly to the BS, and each node can
gather data packets from the cluster members when
acting as the CH;

2) Each node has a data link capable of handling all data
traffic;

3) Each node is assigned an index according to its
location;

4) The sensor nodes and the BS are stationary after
deployment, which is typical for sensor network
applications;

5) Initial energy is fair for each sensor node, and the
network is considered homogeneous;

6) All the nodes are left unattended after deployment. That
is, it is impossible to recharge battery;

7) All the nodes measure the environmental parameters
at a fixed rate and send data periodically to the target
nodes;

8) Each node has a fixed number of transmission power
levels. The nodes are capable of adjusting their trans-
mission power in accordance with the distance to the
desired recipient;

9) The links between nodes are symmetric. A node can
estimate the distance to another node only based on the
received signal power;

10) The sensed information is highly correlated, so the
cluster head aggregate the data gathered from its cluster
into a fixed-length packet; and

11) The BS is externally powered.

B. ENERGY CONSUMPTION MODEL FOR WSN NODES
A simplifiedmodel shown in Fig. 1 is considered in this paper
for communication energy consumption in consideration of
path losses [5], [28]. Either the free space (d2 power loss)
or the multipath fading (d4 power loss) channel model is
employed, according to the distance between the transmitter
and receiver. Power control can be used to compensate for
this loss. If the distance is less than a threshold d0, the
free space model is used; otherwise, the multipath model is
adopted. The required energy for transmitting a k-bit packet
over distance d is

ETX (k, d) =

{
k × Eelec + k × Efs × d2, if d ≤ d0
k × Eelec + k × Emp × d4, if d > d0

(1)

where ETX is the transmission energy, Efs is the energy used
for reception, d is the distance between two nodes or between
a node and the sink, Eelec is the energy dissipated per bit to
the transmitter or receiver circuit, which depends on factors
such as channel coding, modulation, filtering, and spreading
of the signal. Efs and Emp depend on the transmitter amplifier
model, k is the length of the data transmitted, and d0 is the
transmission distance threshold given by

d0 =

√
Efs
Emp

. (2)

To receive a k-bit message, the radio consumes the follow-
ing energy

ERX (k) = k × Eelec. (3)
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C. NETWORK LIFETIME MODEL
In most applications, a network would still function effec-
tively when some nodes fail. Especially when a large number
of sensor nodes are deployed in an area, a node has several
adjacent neighbors equipped with the same sensing equip-
ment, so that the network will be able to cope with the failure
of some nodes. Thus, the time until the first node died (FND)
is not the only metric to evaluate the network lifetime [1], [2].
As a result, the lifetime that a part of nodes die (PND) is
a more effective metric when evaluating the performance
in scenarios of high node density [3], [4]. We describe the
lifetime of the network as follows:

T kN = T [ξ =
k
N
]. (4)

where N is the number of sensors in the network. k is the
number of alive nodes. The equation shows that the definition
of PND lifetime is time until the fraction of alive nodes falls
below a predefined threshold ξ .

III. CLUSTERING PROTOCOL
In our protocol, nodes are classified into the CHs, relay
nodes (RNs) and common nodes (CNs). The operation of
the protocol includes two phases, i.e., the clustering setup
phase and data transmission phase. The two phases are per-
formed in each round of the network operation and repeated
periodically. In the clustering setup phase, the clusters, CHs
and RNs as well as the path between each cluster and the
sink (or the BS) are determined, and then the network is
organized. In the data transmission phase, the CHs collect
data from all the cluster members and transfer to the relay
nodes which then relay the data to the BS according to the
topology determined in the previous phase. Fig. 2 depicts the
general topology of the protocol. The selection of the CHs
and RNs is described in detail in Sections A and B.

FIGURE 2. The topology of the proposed protocol.

A. CLUSTER HEADS’ SELECTION
We assume that there are N sensor nodes randomly deployed
in the field, which are divided into n clusters. We define
the set of cluster heads as CH = {CH1,CH2, . . . ,

CHj, . . . ,CHn}, and the set of non-CH nodes as C̃H .
In the proposed protocol, the CHs are responsible for

coordinating among the nodes within their cluster, aggregat-
ing intra-cluster data, and communicating with its RNs. The
energy levels and locations of the nodes are taken into consid-
eration in selecting the CHs. The BS tends to select the cluster
heads with higher residual energy and better locations (near
the BS), and forms the clusters with an equal distribution
of the sensor nodes. This process can be formulated as an
optimization problem and mathematically expressed as

FCH = α × RCHenergy + (1− α)× RCHlocation. (5)

As shown in (5), FCH consists of two parts. The constant
α indicates the contribution of RCHenergy and RCHlocation in the
fitness function FCH . RCHenergy is the ratio of CHs’ average
residual energy to non-CH nodes’ average residual energy,
in the current round, which can be expressed as:

RCHenergy =
ECH
E C̃H

=

∑
∀nodej∈CH E

res
CH (j)/|CH |∑

∀nodei∈C̃H E
res
C̃H

(i)/|C̃H |
(6)

where ECH is the average residual energy of the CHs, while
E C̃H is the average residual energy of the non-CH nodes.
|CH | and |C̃H | represent the numbers of the CHs and non-
CH nodes, respectively. By maximizing RCHenergy, nodes with
higher energy levels tend to be chosen as the CHs.
RCHlocation is the ratio of the average distance between the

non-CH nodes and the BS to the average distance between
the CHs and the BS, which can be expressed as

RCHlocation =
DC̃H
DCH

=

∑
∀nodei∈C̃H d(nodei,BS)/|C̃H |∑
∀nodej∈CH d(nodej,BS)/|CH |

(7)

where d(nodei,BS) denotes the Euclidean distance between
node i and the BS. By maximizing the object function
RCHlocation, it is expected that the cluster formation and the CHs’
selection of the WSN can be optimized so as to improve the
energy efficiency of the sensor network.

In practical applications, the sensor nodes are powered
by battery. A node’s residual energy can be indicated by its
present battery voltage. This information can be indicated in
the data packet. The location of the nodes can be obtained by
implementing localization services as discussed in [35].

If a node has more residual energy and is closer to the BS, it
is more likely to be selected a CH. This problem can be seen
as an NP-hard problem. As such, we propose an improved
PSO algorithm to solve it, which is described in detail in
Section IV.

B. RELAY NODES’ SELECTION
To reduce the excessive energy consumption of the cluster
heads, relay nodes are used in our protocol to share data
transmission task with the CHs. A sensor node ought to
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be selected as a relay node if it meets the following two
criteria. Firstly, the relay nodes and cluster head must have
a higher energy level, since they consume much more energy
compared with common nodes. Second, the node should have
a superior location between the cluster node and the BS so
as to minimize the transmission energy, which is the most
dominant energy consumption in the WSN. Different from
other protocols, the selection of relay nodes in our protocol is
related to the cluster heads, each ofwhich has a corresponding
relay node. As a result, the communications costs between the
cluster heads and relay nodes can be reduced.

We define the set of relay nodes as RN = {RN1,RN2, . . . ,

RNz, . . . ,RNm}, and the set of common nodes as CN . Similar
to cluster selection in Section IV.A, in order to select the relay
node, we define the following fitness function:

FRN = β × RRNenergy + (1− β)× RRNlocation (8)

where RRLenergy reflects the ratio of the relay nodes’ residual
energy to the common nodes’ residual energy which can be
expressed as:

RRNenergy =
ERN
ECN

=

∑
∀nodez∈RN E

res
RN (z)/|RN |∑

∀nodek∈CN E
res
CN (k)/|CN |

(9)

where ERN is the average residual energy of the relay nodes.
|RN | and |CN | represent the numbers of the relay nodes
and common nodes, respectively. By maximizing RRNenergy, the
nodes with higher energy nodes are more likely to be selected
as the relay nodes.

Meanwhile, the function of RRNlocation is defined as:

RRNlocation

=
LCN
LRN

=

∑
∀nodek∈CN {d(nodek ,BS)+ d(nodek ,CHj)}/|CN |∑
∀nodez∈RN {d(RNz,BS)+ d(RNz,CHj)}/|RN |

(10)

According to the equation, to select CHj’s corresponding
relay node RNz, the location of CHj and BS is taken into
consideration. Maximizing RRNlocation means reduced the trans-
mission costs between the cluster heads and relay nodes. For
example, in Fig. 3, the BS tends to choose node B, instead of
node A, C or D, as the cluster head’s relay node due to the
least transmission distance.

C. CLUSTERING INFORMATION
Fig. 4 presents the flowchart of the whole procedure, includ-
ing the clustering setup phase and data transmission phase.
The selection algorithm of cluster heads and relay nodes is
operated on the BS system like other protocols.

1) CLUSTERING SETUP PHASE
In the sensor network, each node is assigned an index (ID) in
accordance with its location, and the selection algorithm of

FIGURE 3. Relay nodes’ selection.

cluster heads and relay nodes is carried out by the BS similar
to other protocols. The procedure is as follows.
• At the beginning, each node sends a Node-MSG mes-
sage to broadcast its residual energy information and
location information, which are essential for selecting
the cluster heads and relay nodes;

• The BS selects the cluster heads by using the algorithm
in Section III.A, and broadcast a message including the
cluster heads’ ID to inform the network of the cluster
head’s location. After the cluster heads know their sta-
tus, each cluster head introduces itself to the network
by broadcasting a small advertisement message (i.e.,
CH-ADV), which uses the non-persistent carrier-sense
multiple access (CSMA) MAC protocol. The message
includes the cluster head’s ID and a header that identifies
it as an advertisement message;

• Then, similarly, the BS select the relay node by using
the algorithm in Section III.B. Once a relay node is
selected, an advertisement message (i.e., RN-ADV),
which includes its ID, the corresponding cluster head’s
ID and the header, is sent to the network by the BS to
declare its status as a relay node. Each common node
decides its cluster by choosing the cluster head that
requires the minimum transmission energy, based on
the strength of the CH-ADV message from each cluster
head. Then, a cluster is chosen;

• After each common node has decided which cluster it
joins in, it must inform the cluster head of its decision
by transmitting a JOIN-REQ message. The message is
again very short, consisting of the node’s ID, the belong-
ing cluster head’s ID and the sender’s residual energy.
In this way, clusters are formed, and the duty of each
node in the network is determined.

The cluster head in a cluster acts as the control center
for the objective of coordinating data transmissions. The
cluster head sets up a TDMA scheduler and broadcasts
the SCHEDULE-MSG message to the common nodes in
the cluster as well as the corresponding relay node. This
avoids collisions among data messages, and also allows the
radio components of each common node and relay node
to be switched off at all times, except when the common
nodes transmit messages or relay nodes receive messages.
This helps us to increase spectral efficiency and decrease
energy consumption by individual sensors. When the
TDMA scheduler is known to all the common nodes, the
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FIGURE 4. Flowchart of the network operation, including clustering setup phase and data
transmission phase.

clustering setup phase is complete and the data transmis-
sion phase begins at the same time with a deterministic
topology.

2) DATA TRANSMISSION PHASE
In this phase, the common nodes send data to their cluster
head as scheduled by the TDMA scheduler. The nodes are
all synchronized through the BS sending out synchronization

pulses to the nodes. The cluster head must be awake at
all times to receive all the data from the common nodes
in the cluster, and then it aggregates the data to enhance
the common signal and to reduce the un-correlated noise
among the signals. Afterwards, the cluster head transmits
the aggregated data to the relay node. Through analyzing
the TDMA scheduler managed by the cluster head, the sen-
sor nodes can turn on or off radio so as to save energy.
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Then the resultant data are sent from the relay node to
the BS.

IV. CLUSTER NODE UPDATING ALGORITHM BASED ON
AN IMPROVED PSO
In recent years, many optimization algorithms have been
widely used in the WSN [36], [37]. The particle swarm
optimization (PSO) algorithm is a population-based stochas-
tic optimization technique developed by Dr. Eberhart and
Dr. Kennedy in 1995, inspired by social behaviors of bird
flocking of fish schooling. The system is initialized with
a population of random solutions and searches aiming for
optima by updating generations. PSO has no evolution oper-
ators such as crossover and mutation. In PSO, the potential
solutions, called particles, fly through the problem space by
following the current optimum particles.

Owing to its simple concept and high efficiency, PSO
has become a widely adopted optimization technique and
has been successfully applied to many real-world problems,
particularly multimodal problems [38], [39]. Hence, it is
an effective algorithm to solve the clustering problems of
energy efficiency and minimal transmission distances for the
clustering setup phase. In our previous work, we use PSO
algorithm to solve software-defined network problems suc-
cessfully [40]. However, PSO performs poorly in terms
of local search with premature convergence, especially for
complex multi-peak search problems [41], [42]. In order
to deal with this specific scenario, we improved the con-
ventional PSO algorithm by adjusting the inertial weight to
avoid particles being trapped in local optima, and used the
improved PSO algorithm to maximize the fitness functions
of (5) and (8). As a consequence, more suitable cluster heads
and relay nodes are selected, which makes the protocol more
energy-efficient. This section describes how the improved
PSO algorithm is designed to optimally cluster the WSN
in the clustering setup phase. The approach consists of the
following five main steps:

1) Initialize the optimization problem and algorithm
parameters. Generate a certain number of particles.
The size of the particle is defined as M, each particle
i has a velocity vector vi = [vi1, vi2, . . . , vid ], and
a position vector xi = [xi1, xi2, . . . , xid ] is used to
indicate its current state, where i is a positive integer
indexing the particle in the swarm and d refers to the
dimensions of the problem.

2) Calculate the fitness values. The particles search in
a d-dimensional hyperspace, calculating the fitness
values of each particle based on (5) and (8). During
the search process, each particle keeps track of the
personal best (pbest) solution Pi = [pi1, pi2, . . . , pid ]
by itself and the global best (gbest) solution Pg =
[pg1, pg2, . . . , pgd ] achieved by any particle in the
swarm. Then the local best position and the global
position will be found.

3) Update velocity and position vectors. Each step influ-
ences the velocity of each particle towards its pbest and

gbest positions. The velocity of the particle is updated
as follows:

vk+1ij = wvkij + c1r1(p
k
ij − x

k
ij)+ c2r2(p

k
gj − x

k
gj), (11)

and the position of the particle is updated as follows:

xk+1ij = xkij + v
k+1
ij (12)

where vij is the jth dimension of the ith particle’s veloc-
ity and it is usually confined to the closed interval of
[vmin, vmax] to prevent the explosion of the particles.
The notation of xij, pij and pgj is similar to that of
vij. Coefficients r1 and r2 are two randomly generated
values within the range of [0, 1] for the d th dimension.
c1 and c2 are two acceleration parameters commonly
set to 2.0 or adaptively controlled according to the evo-
lutionary states. Factor w is the inertial weight, which
plays the role of controlling the impact of the previous
velocity of a particle on the current one so as to balance
between the global search (large inertial weight) and
the local search (small inertial weight).

4) Change the inertial weight. To avoid the algorithm
falling into a local optimum, we use an improved parti-
cle swarm optimization algorithm, which modifies the
inertial weight as shown in (13) so as to avoid particles
being trapped in local optima.

w = (wmax − wmin)×
Interationmax − Iterationi

Interationmax
+wmin (13)

wherewmax andwmin represent the maximum andmini-
mum inertial weights, and are always set to 0.9 and 0.4,
respectively. Interationmax is the maximum number
of allowed iterations, while Interationi represents the
current interation.

5) Go to step 3 until the termination criterion is met. The
current best solution is selected after the termination
criterion is met. This is the solution for the optimization
problem formulated.

V. PROTOCOL ANALYSIS
A. ENERGY CONSUMPTION ANALYSIS
Theorem 1: If there are N nodes distributed uniformly in an
M ×M region, the optimal number of cluster heads is nopt =
M
√
N

√
2π

√
Efs

Eelec+d4toBSEmp
, which will minimize the overall energy

consumption.
Proof: Suppose the number of clusters is n. A cluster head

has a corresponding relay node, and it is assumed that each
cluster has one relay node. The average number of nodes
in a cluster is N/n (one cluster head, one relay node, and
N/n − 2 common nodes). The area occupied by each clus-
ter is approximately M2/n. In general, this area can be an
arbitrarily shaped region with a node distribution of ρ(x, y).
We can derive the expected distance E[d] from the common
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nodes to their cluster head (xc = 0, yc = 0):

E[d] =
∫ ∫ √

(x − xc)2 + (y− yc)2ρ(x, y)dxdy

=

∫ ∫ √
x2 + y2ρ(x, y)dxdy

=

∫ ∫
r2ρ(r, θ)drdθ. (14)

The node density is assumed to be uniform throughout
the network. That is, ρ(r, θ) is a constant, which can be
computed as

ρ(r, θ) = ρ =
1

M2/n
=

n
M2 . (15)

If we assume that the cluster is a circle with a radius of
R = M/

√
nπ , the expected distance E[d] can be simplified

into

E[d] = ρ
∫ 2π

0

∫ M/
√
nπ

0
r2drdθ

=
n
M2 ·

2M3

3n
√
nπ
=

2nM
3
√
nπ
. (16)

Since the cluster head is close to the common nodes in its
cluster, presumably the energy dissipation follows the free
space model (i.e., d2 power loss). Moreover, the expected
value of d2 (E[d2]) is obtained as follows:

E[d2] =
∫ ∫

(x2 + y2)ρ(x, y)dxdy

= ρ

∫ 2π

0

∫ M/
√
nπ

0
r3drdθ

=
M2

2nπ
. (17)

Thus, according to Section II-B, the energy consumed by a
commonmode for signal transmission and receptions plus the
occasional sleep phases, can be computed as follows:

ECO = (1− ps)[ETX (k, d)+ ERX (k)]+ psEs

= (1− ps)(kEelec + kEfs ×
M2

2nπ
+ kEelec)+ psEs

(18)

where ps is the sleep probability of a common node, and Es
is the energy consumed when the node is asleep.

Each cluster head will receive signals from the nodes
belonging to its cluster, aggregate and transmit data to its
relay node. It is assumed that the distance between the cluster
head and its relay node is reasonably short, so that the free
space model (d2 power loss) is adopted. Hence, the energy
dissipated by a cluster head is

ECH = ETX (k, d)+ (
N
n
− 2)ERX (k)+

N
n
kEDA

= kEelec + kEfs
M2

2nπ
+ (

N
n
− 2)kEelec +

N
n
kEDA

(19)

where EDA is the energy dissipated per bit due to data
aggregation.

Each relay node will receive data from the cluster head
and then transmit them to the BS once in a round. Since the
relay nodes are far from the BS, the dissipation follows the
multi-path model (i.e., d4 power loss). As such, the energy
consumed by the relay node can be shown as

ERN = (1− ps)[ETX (k, d)+ ERX (k)]+ psEs
= (1− ps)[kEelec + kEmpd4toBS + kEelec)+ psEs

(20)

where dtoBS is the distance between the relay node and
the BS.

Therefore, the energy dissipated within a cluster is given by

Ecluster = ECH + ERN + (
N
n
− 2)ECN . (21)

Finally, the total energy consumed by the sensor network
is given by

Etotal = nEcluster . (22)

From the above analysis, it can be concluded that the overall
energy consumption depends upon the number of nodes, the
size of the network, and the location of the BS.

In addition, we can solve for the optimum number of
clusters by taking a derivative of (9) with respect to n:

∂Etotal
∂n

= 0 H⇒ nopt ≈
M
√
N

√
2π

√
Efs

Eelec + d4toBSEmp
. (23)

B. TIME AND MESSAGE COMPLEXITIES
Theorem 2:The overall complexity of control messages in the
network is O(N ).
Proof: At the beginning of each round, each node broad-

casts a Node-MSG message. As a result, there are N Node-
MSG messages in the network. In each round, each common
node broadcasts a JOIN-REQ message, while each clus-
ter head introduces itself to the network by broadcasting a
CH-ADV and a SCHEDULE-MSG message. Similarly, each
relay node broadcasts a RN-MSG message. We suppose the
numbers of cluster heads and relay nodes are both n. Thus,
the total number of JOIN-REQ is N − 2n, and the numbers
of CH-ADV, SCHEDULE-MSG and RN-MSG messages are
all n. Therefore, the total number of control messages in the
network is N + (N − 2n) + n + n + n = 2N + n. Thus,
the overall complexity of control messages in the network
is O(N ).
Theorem 3: The time complexity of the protocol

is O(N 1.5).
Proof: In the selection of the cluster heads, the distance

between each node and the BS is computed. Thus, the time
of distance computation is N . Similarly, to select relay nodes,
the distance between the sensor nodes (except cluster heads)
and the BS as well as the corresponding cluster head should
be computed. Therefore, the time for distance computation
time is 2(N − n). Thus, to select n cluster heads and relay
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nodes, the computation is nN + 2n(N − n) = 3nN − 2n2.
According the conclusion in Section A, the time complexity
of the protocol is O(N 1.5).

VI. EXPERIMENTAL RESULTS AND ANALYSIS
This section presents the performance evaluation results
of the proposed protocol via computer simulations. Our
approach can be used to construct energy-efficient hierar-
chies for routing protocols, in which higher tier nodes should
have more residual energy. Moreover, the protocols can also
be effective for sensor applications requiring efficient data
aggregation and prolonged network lifetime, such as envi-
ronmental monitoring applications. According to the energy
consumption in Section V, we know that the node number,
network area size and the position of the BS are the three
main parameters affecting the lifetime of the network. This
section takes them into consideration when comparing vari-
ous routing protocols to evaluate the protocol. The simulation
models and programs are developed in MATLAB. To make
results more reliable, average values are taken from 20 sim-
ulation runs. TABLE 1 lists the parameters of simulation in
details.

TABLE 1. Simulation parameters.

A. PERFORMANCE OF THE PROPOSED PROTOCOL
Our protocol aims at prolonging the lifetime of the network.
We use the scenario described in TABLE 1. Then through
calculating (23), we can get 5 as the number of CHs. As
shown in (5) and (8), the fitness functions consist of two
parts, representing the energy and location information. The
coefficients α and β are set to 0.5, which indicates an equal
contribution of energy and location.

Fig. 5 depicts the convergence rate of the fitness value
of the objective function. It can be observed that the fitness
value converges after less than 50 iterations. As a result,
we set the maximum number of iterations of the algorithm
to 50.

In Fig. 6, the total energy consumption of the network
versus both the number of alive nodes and the ‘‘round’’ is
shown in a 3D plot. An alive node is a node whose battery
is not completely depleted. As shown, the energy of the
network drops quickly as the lifetime advances, which is due
to the fact that all the nodes consume their energy to finish

FIGURE 5. Convergence of the objective function when using an
improved PSO algorithm.

FIGURE 6. Total network energy consumption versus the number of alive
nodes and the total energy consumption of the sensor network.

their own tasks. The first node dies at about 1200 rounds,
all the nodes completely deplete their energy at around
1500 rounds.

The proposed protocol uses the improved PSO to enhance
the search performance of PSO. Fig. 7 compares its perfor-
mance with that of the PSO-based protocol. The time span
from start to when the first node dead is called FND (First
Node Dead). What’s more, the rounds when half of the nodes
die is called HND (Half number of Nodes Dead). Another
measure is LND (Last Node Dead), which is the time span
from the time zero to when there is no alive node in the
network. It is shown that, comparing with the PSO-based
protocol, the FND, HND and LND of the proposed proto-
col are prolonged by 109.6%, 111.0%, and 108.0%, respec-
tively. The improved PSO algorithm modifies the inertial
weight of PSO to avoid particles being trapped in local
optima, as a consequence, more suitable cluster heads and
relay nodes are selected, which makes the protocol more
energy-efficient.
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FIGURE 7. Comparison between the proposed protocol and the
POS-based protocol.

FIGURE 8. Lifetime comparison with different protocols.

B. LIFETIME COMPARISON IN DIFFERENT NODE DENSITY
Node density is one of the factors affecting the lifetime of
the sensor network. Our proposed protocol is compared with
HEED [17], Hausdorff [31] and LECP-CP [32] with different
node densities. Fig. 8 compares the network lifetime of the
aforementioned three protocols. The number of nodes ranges
from 100 to 400. Compared to the comparative protocols, the
proposed protocol demonstrates a better performance for all
the experiments. After increasing the number of nodes, the
proposed protocol still outperforms HEED, Hausdorff and
LECP-CP.

HEED ensures only one cluster headwithin a certain range.
This results in heavy energy consumption for the cluster
heads. Hausdorff uses a greedy algorithm to select the clus-
ter heads, but the clusters are formed only once. LECP-CP
selects the cluster heads and constructs an inter-cluster com-
munications routing tree based on the predicted local energy
consumption ratio of the nodes, which gives good results.
Our protocol rotates the cluster head’s role among all the

nodes so as to balance the load. Furthermore, the relay nodes
are selected to offload the excessive energy consumption for
the cluster heads. The protocol produces a better clustering
structure of the network, and the cluster heads are distributed
more uniformly across the network. The energy consump-
tion of all the nodes are reduced because of the shorter
distances between the common nodes and their cluster heads,
as well as the short distances between the relay nodes and
the BS.

C. NETWORK LIFETIME COMPARISON IN
DIFFERENT SCENARIOS
We consider three scenarios to evaluate the lifetime per-
formance of the proposed protocol. These scenarios differ
from in the node number, network area size and the position
of the BS as shown in Table 2. We compare the perfor-
mance of the proposed protocol with LEACH, TCAC [30]
as well as SEECH [33], which uses relay nodes in the
protocol.

TABLE 2. Three different simulation scenarios.

FIGURE 9. Number of alive nodes for scenario 1.

Figs. 9, 10, and 11 plot the number of alive nodes during
simulation time in terms of rounds. As can be seen from
Figs. 9 and 10, our protocol performs constantly better than
the other three comparative protocols. In Fig. 11, In Sce-
nario 3, even though SEECH has a longer FND lifetime, our
method has a better performance in LND lifetime and PND
lifetime, which are more effective metrics when there is a
large number of sensor nodes in a network. TABLES 3 and 4
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FIGURE 10. Number of alive nodes for scenario 2.

FIGURE 11. Number of alive nodes for scenario 3.

TABLE 3. PND comparisons between the proposed algorithm and LEACH,
TCAC and SEECH.

compare these protocols in terms of the LND lifetime and
PND lifetime. These comparative results clearly demonstrate
the proposed protocol is capable of prolonging the network
lifetime.

In SEECH, two or more cluster heads may choose the same
relay nodes, which may result in fast depletion of energy for

TABLE 4. LND comparisons between the proposed algorithm and LEACH,
TCAC and SEECH.

the chosen relay node. What’s more, extra energy may be
required of the cluster head to choose its relay node. In our
protocol, every cluster head has a corresponding relay node,
so the cluster heads do not need additional energy to choose
its next-hop node, and channel contentions which occurs
in choosing relay nodes by the cluster heads is avoided.
Moreover, the proposed protocol takes account of the location
information of the sensor nodes. Therefore, the proposed
protocol performs a better result.

VII. CONCLUSION
In this paper, we proposed a new clustering protocol for the
cluster-based wireless sensor network. In our protocol, the
relay nodes are used to offload the heavy consumption of
the cluster heads. Moreover, we proposed an improved PSO
algorithm to create the cluster structure so as to minimize the
transmission distance and to optimize the energy consump-
tion of the network. In this way, the network lifetime can be
prolonged. Under a variety of node densities, network area
sizes and BS positions, it has been shown that the network can
improve energy efficiency by minimizing the overall energy
consumption and balancing energy consumption among the
nodes during the network lifetime. Our simulation results
showed that the protocol outperforms other comparative clus-
tering protocols.

REFERENCES
[1] X. Liu, ‘‘Atypical hierarchical routing protocols for wireless sensor net-

works: A review,’’ IEEE Sensors J., vol. 15, no. 10, pp. 5372–5383,
Oct. 2015.

[2] S. Ehsan and B. Hamdaoui, ‘‘A survey on energy-efficient routing
techniques with QoS assurances for wireless multimedia sensor net-
works,’’ IEEE Commun. Surveys Tuts., vol. 14, no. 2, pp. 265–278,
May 2012.

[3] O. Younis, M. Krunz, and S. Ramasubramanian, ‘‘Node clustering in wire-
less sensor networks: Recent developments and deployment challenges,’’
IEEE Netw., vol. 20, no. 3, pp. 20–25, May/Jun. 2006.

[4] Y. Mo, B. Wang, W. Liu, and L. T. Yang, ‘‘A sink-oriented layered clus-
tering protocol for wireless sensor networks,’’Mobile Netw. Appl., vol. 18,
no. 5, pp. 639–650, Oct. 2013.

[5] Q. Chen, S. S. Kanhere, and M. Hassan, ‘‘Analysis of per-node traffic load
in multi-hop wireless sensor networks,’’ IEEE Trans. Wireless Commun.,
vol. 8, no. 2, pp. 958–967, Feb. 2009.

VOLUME 5, 2017 2251



Y. Zhou et al.: Clustering Hierarchy Protocol in WSN Using an Improved PSO Algorithm

[6] M. Chen, Y. Zhang, Y. Li, M. M. Hassan, and A. Alamri, ‘‘AIWAC:
Affective interaction through wearable computing and cloud technology,’’
IEEE Wireless Commun., vol. 22, no. 1, pp. 20–27, Feb. 2015.

[7] Y. Zhang, M. Qiu, C.-W. Tsai, M. M. Hassan, and A. Alamri, ‘‘Health-
CPS: Healthcare cyber-physical system assisted by cloud and big data,’’
IEEE System J., vol. PP, no. 99, pp. 1–8, 2015.

[8] A. De La Piedra, F. Benitez-Capistros, F. Dominguez, and A. Touhafi,
‘‘Wireless sensor networks for environmental research: A survey on limi-
tations and challenges,’’ IEEE EUROCON, Jul. 2013, pp. 267–274.

[9] D. Zhang, G. Li, K. Zheng, and X. Ming, ‘‘An energy-balanced rout-
ing method based on forward-aware factor for wireless sensor net-
works,’’ IEEE Trans. Ind. Informat., vol. 10, no. 1, pp. 766–773,
Feb. 2014.

[10] B.Wang, H. B. Lim, and D.Ma, ‘‘A coverage-aware clustering protocol for
wireless sensor networks,’’ Comput. Netw., vol. 56, no. 5, pp. 1599–1611,
Mar. 2012.

[11] B. Wang, ‘‘Coverage problems in sensor networks: A survey,’’ ACM
Comput. Surv., vol. 43, no. 4, p. 32, Oct. 2011.

[12] B. Singh and D. K. Lobiyal, ‘‘A novel energy-aware cluster head selec-
tion based on particle swarm optimization for wireless sensor networks,’’
Human-Centric Comput. Inf. Sci., vol. 2, no. 1, pp. 1–18, Jun. 2012.

[13] J. Jin, A. Sridharan, B. Krishnamachari, and M. Palaniswami, ‘‘Handling
inelastic traffic in wireless sensor networks,’’ IEEE J. Sel. Areas Commun.,
vol. 28, no. 7, pp. 1105–1115, Sep. 2010.

[14] J. Aweya, ‘‘Technique for differential timing transfer over packet net-
works,’’ IEEE Trans Ind. Informat., vol. 9, no. 1, pp. 325–336, Feb. 2013.

[15] J.-D. Tang and M. Cai, ‘‘Energy-balancing routing algorithm based on
LEACH protocol,’’ Comput. Eng., vol. 39, no. 7, pp. 133–136, Jul. 2013.

[16] W. R. Heinzelman, A. Chandrakasan, and H. Balakrishnan, ‘‘Energy-
efficient communication protocol for wireless microsensor networks,’’ in
Proc. 33rd Annu. Hawaii Int. Conf. Syst. Sci., Jan. 2000, pp. 1–10.

[17] O. Younis and S. Fahmy, ‘‘HEED: A hybrid, energy-efficient, distributed
clustering approach for ad hoc sensor networks,’’ IEEE Trans. Mobile
Comput., vol. 3, no. 4, pp. 366–379, Oct. 2004.

[18] Asaduzzaman and H. Y. Kong, ‘‘Energy efficient cooperative LEACH
protocol for wireless sensor networks,’’ J. Commun. Netw., vol. 12, no. 4,
pp. 358–365, Aug. 2010.

[19] N. Gautam and J. Y. Pyun, ‘‘Distance aware intelligent clustering pro-
tocol for wireless sensor networks,’’ J. Commun. Netw., vol. 12, no. 2,
pp. 122–129, Apr. 2010.

[20] A. Manjeshwar, Q.-A. Zeng, and D. P. Agrawal, ‘‘An analytical model
for information retrieval in wireless sensor networks using enhanced
APTEEN protocol,’’ IEEE Trans. Parallel Distrib. Syst., vol. 13, no. 12,
pp. 1290–1302, Dec. 2002.

[21] S. D. Muruganathan, D. C. F. Ma, R. I. Bhasin, and A. O. Fapojuwo,
‘‘A centralized energy-efficient routing protocol for wireless sen-
sor networks,’’ IEEE Commun. Mag., vol. 43, no. 3, pp. S8–S13,
Mar. 2005.

[22] K. Akkaya and M. Younis, ‘‘A survey on routing protocols for wire-
less sensor networks,’’ Ad Hoc Netw., vol. 3, no. 3, pp. 325–349,
2005.

[23] X. Gu, J. Yu, D. Yu, G.Wang, and Y. Lv, ‘‘ECDC: An energy and coverage-
aware distributed clustering protocol for wireless sensor networks,’’
Comput. Elect. Eng., vol. 40, no. 2, pp. 384–398, Feb. 2014.

[24] J. Yu, Y. Qi, G. Wang, and X. Gu, ‘‘A cluster-based routing protocol for
wireless sensor networks with nonuniform node distribution,’’ AEU-Int.
J. Electron. Commun., vol. 66, no. 1, pp. 54–61, Jan. 2012.

[25] J. Yu, Y. Qi, G. Wang, Q. Guo, and X. Gu, ‘‘An energy-aware distributed
unequal clustering protocol for wireless sensor networks,’’ Int. J. Distrib.
Sensor Netw., vol. 2011, May 2011, Art. no. 202145.

[26] A. Chamam and S. Pierre, ‘‘On the planning of wireless sensor net-
works: Energy-efficient clustering under the joint routing and coverage
constraint,’’ IEEE Trans. Mobile Comput., vol. 8, no. 8, pp. 1077–1086,
Aug. 2009.

[27] S. K. Singh, M. Singh, and D. Singh, ‘‘A survey of energy-efficient
hierarchical cluster-based routing in wireless sensor networks,’’ Int. J. Adv.
Netw. Appl, vol. 2, no. 2, pp. 570–580, Jun. 2010.

[28] W. B. Heinzelman, A. P. Chandrakasan, and H. Balakrishnan,
‘‘An application-specific protocol architecture for wireless microsensor
networks,’’ IEEE Trans. Wireless Commun., vol. 1, no. 4, pp. 660–670,
Oct. 2002.

[29] M. Ye, C. Li, G. Chen, and J. Wu, ‘‘EECS: An energy efficient clustering
scheme in wireless sensor networks,’’ in Proc. 24th IEEE Int. Perform.,
Comput., Commun. Conf. (IPCCC), Apr. 2005, pp. 535–540.

[30] D. P. Dahnil, Y. P. Singh, and C. K. Ho, ‘‘Topology-controlled adaptive
clustering for uniformity and increased lifetime in wireless sensor net-
works,’’ IET Wireless Sensor Syst., vol. 2, no. 4, pp. 318–327, Dec. 2012.

[31] X. Zhu, L. Shen, and T. S. P. Yum, ‘‘Hausdorff clustering and minimum
energy routing for wireless sensor networks,’’ IEEE Trans. Veh. Technol.,
vol. 58, no. 2, pp. 990–997, Feb. 2009.

[32] J. Yu, L. Feng, L. Jia, X. Gu, and D. Yu, ‘‘A local energy consump-
tion prediction-based clustering protocol for wireless sensor networks,’’
Sensors, vol. 14, no. 12, pp. 23017–23040, Dec. 2014.

[33] M. Tarhani, Y. S. Kavian, and S. Siavoshi, ‘‘SEECH: Scalable energy
efficient clustering hierarchy protocol in wireless sensor networks,’’ IEEE
Sensors J., vol. 14, no. 11, pp. 3944–3954, Nov. 2014.

[34] N. Wang, Y. Zhou, and J. Liu, ‘‘An efficient routing algorithm to pro-
long network lifetime in wireless sensor networks,’’ in Proc. 10th Int.
Conf. Commun. Netw. China (ChinaCom), Shanghai, China, Aug. 2015,
pp. 322–325.

[35] R. C. Luo and O. Chen, ‘‘Mobile sensor node deployment and asyn-
chronous power management for wireless sensor networks,’’ IEEE Trans.
Ind. Electron., vol. 59, no. 5, pp. 2377–2385, May 2012.

[36] Y. Lin, J. Zhang, H. S.-H. Chung, W. H. Ip, Y. Li, and Y.-H. Shi, ‘‘An
ant colony optimization approach for maximizing the lifetime of heteroge-
neous wireless sensor networks,’’ IEEE Trans. Syst., Man, C, vol. 42, no. 3,
pp. 408–420, May 2012.

[37] D. C. Hoang, P. Yadav, R. Kumar, and S. K. Panda, ‘‘Real-time implemen-
tation of a harmony search algorithm-based clustering protocol for energy-
efficient wireless sensor networks,’’ IEEE Trans Ind. Informat., vol. 10,
no. 1, pp. 774–783, Feb. 2014.

[38] Z.-H. Zhan, J. Zhang, Y. Li, and Y.-H. Shi, ‘‘Orthogonal learning par-
ticle swarm optimization,’’ IEEE Trans. Evol. Comput., vol. 15, no. 6,
pp. 832–847, Dec. 2011.

[39] Y. Valle, G. K. Venayagamoorthy, S. Mohagheghi, J. C. Hernandez, and
R. G. Harley, ‘‘Particle swarm optimization: Basic concepts, variants and
applications in power systems,’’ IEEE Trans. Evol. Comput., vol. 12, no. 2,
pp. 171–195, Apr. 2008.

[40] W. Xiang, N. Wang, and Y. Zhou, ‘‘An energy-efficient routing algorithm
for software-defined wireless sensor networks,’’ IEEE Sensors J., vol. 16,
no. 20, pp. 7393–7400, Oct. 2016.

[41] R. Eberhart and J. Kennedy, ‘‘A new optimizer using particle swarm the-
ory,’’ in Proc. 6th Int. Symp. Micro Mach. Human Sci., vol. 1. New York,
NY, USA, Oct. 1995, pp. 39–43.

[42] J. Kennedy, ‘‘The particle swarm: Social adaptation of knowledge,’’ in
Proc. IEEE Int. Conf. Evol. Comput., Apr. 1997, pp. 303–308.

YUAN ZHOU (M’11–SM’16) received the
B.Eng., M.Eng., and Ph.D. degrees in electronic
engineering and communication engineering from
Tianjin University, Tianjin, China, in 2006, 2008,
and 2011, respectively. From 2013 to 2014,
she was a Visiting Scholar with the School of
Mechanical and Electrical Engineering, University
of Southern Queensland, Toowoomba, Australia.
Since 2011, she has been with the Faculty of
School of Electronic Information Engineering,

Tianjin University, where she is currently an Associate Professor. She is also
a Visiting Scholar with the Department of Electrical Engineering, Princeton
University, Princeton, NJ, USA.

Her current research interests include wireless sensor networks, computer
vision, and image/video communications.

2252 VOLUME 5, 2017



Y. Zhou et al.: Clustering Hierarchy Protocol in WSN Using an Improved PSO Algorithm

NING WANG received the B.S. degree in com-
munication engineering from the Hebei University
of Technology, Tianjin, China, in 2014. He is cur-
rently pursuing the M.S. degree with the School of
Electronic Information Engineering, Tianjin Uni-
versity, Tianjin.

His research interests include protocols design
in wireless sensor network and underwater sensor
networks.

WEI XIANG (S’00–M’04–SM’10) received the
B.Eng. and M.Eng. degrees in electronic engi-
neering from the University of Electronic Science
and Technology of China, Chengdu, China, in
1997 and 2000, respectively, and the Ph.D. degree
in telecommunications engineering from the Uni-
versity of South Australia, Adelaide, Australia,
in 2004.

From 2004 to 2015, he was with the School of
Mechanical and Electrical Engineering, University

of Southern Queensland, Toowoomba, Australia. He is an IET Fellow and a
fellow of Engineers Australia. He is currently a Foundation Professor and the
Head of Discipline Electronic Systems and Internet of Things Engineering
with the College of Science and Engineering, James CookUniversity, Cairns,
Australia. He was a co-recipient of three Best Paper Awards at 2015 WCSP,
2011 IEEE WCNC, and 2009 ICWMC. He received several prestigious
fellowship titles. He was named a Queensland International Fellow by the
Queensland Government of Australia from 2010 to 2011 and an Endeavor
Research Fellow by the Commonwealth Government of Australia, a Smart
Futures from 2012 to 2013. He is an Editor of the IEEE COMMUNICATIONS

LETTERS.

VOLUME 5, 2017 2253


