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ABSTRACT In this paper, a novel near-lossless color filter array (CFA) image compression algorithm based
on JPEG-LS is proposed for VLSI implementation. It consists of a pixel restoration, a prediction, a run
mode, and entropy coding modules. According to the information of the previous research, a context table
and rowmemory consumedmore than 81% hardware cost in a JPEG-LS encoder design. Hence, in this paper,
a novel context-free and near-lossless image compression algorithm is presented. Since removing the context
model causes decreasing of the compression performance, a novel prediction, run mode, and modified
Golomb–Rice coding techniques were used to improve the compression efficiency. The VLSI architecture
of the proposed image compressor consists of a register bank, a pixel restoration module, a predictor, a run
mode module, and an entropy encoder. A pipeline technique was used to improve the performance of this.
It contains only 10.9k gate count, and the core area is 30 625 µm2, synthesized by using a 90-nm
CMOS process. Compared with the previous JPEG-LS designs, this paper reduces the gate counts by
44.1% and 41.7%, respectively, for five standard and eight endoscopy testing images in CFA format.
It also improves the average PSNR values by 0.96 and 0.43 dB, respectively, for the same test images.

INDEX TERMS Color filter array, context-free, Golomb-Rice coding, JPEG-LS, near-lossless, run mode,
VLSI, and wireless capsule endoscopy.

I. INTRODUCTION
Recently, wireless video capsule endoscopy has been offering
an efficient way for medical doctors to examine the digestive
tracts of patients with gastrointestinal diseases. The wireless
video capsule endoscopy includes a CMOS image sensor,
microcontroller, microodometer, RF transmitter and image
compressor [2]. To reduce power dissipation, causing dam-
age in human bodies, the U.S.A Federal Communications
Commission (FCC) limited the frequency of any medical
implant wireless communication system to no more
than 402∼ 405 MHz. Hence, to be able to provide higher
resolution of images for diagnosis, a high-quality and high-
performance image compression algorithm is necessary to
develop for wireless video capsule endoscopy systems.

There are many lossy image compression standards, such
as JPEG, JPEG 2000 [3], Motion JPEG [4], MPEG-1/2/4 [5],
MEPG-7 [6], AVC and HEVC [7]. Although these stan-
dard algorithms have benefits of high compression rate,

they are unsuitable for developing wireless video capsule
endoscopy systems due to their high computational com-
plexities. Moreover, since the volume and energy of wireless
capsule endoscopy are limited, the complexity and memory
demand of the image compression algorithm are also limited.

For this reason, many low-complexity and high-
performance image compression algorithms based on
JPEG-LS [8] were proposed. Tao et al. [9] proposed a
search-aware compression algorithm, in which a two-pass
variation technique was used to improve the compression
rate of images. A novel usage of regular and run modes to
determine the situations in which data hiding occurs was
presented in [10]. It is a high-performance near-lossless
image compression algorithm. Chen and Chen [10] proposed
an efficient algorithm with high compression rate and PSNR
value by using a low-pass filter. To be able to increase
the compression rate more, a high-performance algorithm
composed of JPEG-LS and an inter-frame coding with a
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motion estimation technique was proposed in [11]. The
JPEG-LS-based algorithms mentioned above are high per-
formance and high-compression rate. However, it is not easy
to realize these algorithms by VLSI technique due to the high
complexity and high memory requirement.

For this reason, several hardware-oriented low-complexity
and high-performance image compression algorithms based
on JPEG-LS were proposed. Turcza and Duplaga [12]
proposed a hardware-efficient and low-power system for
wireless endoscopy. It included an entropy encoder based
on an adaptive Golomb-Rice algorithm and a forward
error correction encoder for protecting transmission error.
Xie et al. [13] realized a low-power VLSI architecture
including a three-stage clock management design. In [14],
a low-complexity JPEG-LS algorithm was implemented by
FPGA for real-time applications. A high-performance, fully
pipelined architecture of LOCO-I algorithm was realized
in [1]. Although the performance in this study was improved
greatly by pipelined architecture, the hardware cost andmem-
ory demand were not efficient enough. A complete wireless
capsule endoscope system was proposed with a low-power
controlling ASIC design in [15]. It used low-complexity filter
algorithms to process the color filter array (CFA) image
and improve the accuracy of prediction. This design had the
benefits of low cost, high quality, and high compression rates.

In this paper, a novel low-complexity and high com-
pression rate near-lossless image compression algorithm is
proposed for VLSI implementation. It decreases the complex-
ity by reducing the context and merging the run mode with
the regular mode. Besides, a novel prediction, a run mode,
and entropy coding techniques were created to improve the
compression rates. The proposed low-complexity and high
compression rate near-lossless image compression algorithm
was realized with a four-stage pipeline VLSI architecture.
It achieved compressing 30 frames per second with a high-
definition (HD) 1920 × 1080 resolution of CFA images in
real time for wireless video capsule endoscopic applications.

This paper is organized as follows. In Section II, the
near-lossless image compression algorithm is presented.
Section III illustrates pipelined VLSI architecture in this
study. In Section IV, the simulation results and chip imple-
mentation are proposed. Finally, a brief conclusion is
presented in Section V.

II. NEAR-LOSSLESS IMAGE COMPRESSION ALGORITHM
A traditional JPEG-LS [15] algorithm consists of five main
components: a context, a prediction, a regular, a run mode,
and an entropy coding models. The context model is used to
predict the value of the current pixel according to the values
of adjacent pixels. Moreover, it is also used to determine the
pixels to enter the regular or run mode models. By using the
run mode model, the number of pixels which have the same
value will be counted before the entropy-coding process.
Hence, the compression rate can be obviously improved,
especially when many similar or continuous parts are within
an image. Besides, the pixels which enter the regular model

will have to compute the connection between the current
pixel and neighboring pixels by using the prediction model.
The entropy coding model in JPEG-LS is Golomb-Rice cod-
ing, which is used to encode the values of prediction errors
efficiently.

FIGURE 1. Flow chart of the proposed near-lossless image compression
algorithm.

According to the experience in study [1], a context model
consumed the most hardware cost in a JPEG-LS image
encoder design. Hence, a novel context-free image compres-
sion algorithm is proposed in this paper. Fig. 1 shows the
flow chart of the proposed near-lossless image compression
algorithm based on JPEG-LS. It includes a pixel restoration, a
prediction, a run mode, a modified Golomb-Rice coding, and
a bitstream models. The details of each part are described as
following.

A. PIXEL RESTORATION
Generally, each pixel in a color image is composed of
three colors: red, green, and blue (RGB). However, a CCD
or CMOS image sensor captures images by a color filter
array (CFA) technique, in which each pixel in a captured
image contains only one color, as shown in the left picture
of Fig. 2. Hence, the number of pixels in a CFA image
is only one-third of a general full RGB color image. It is
helpful to decrease the bit rate for image transmission and
storage. However, the dependence between two contiguous
pixels is missed due to the fact that they are captured in
different colors. For this reason, a pixel restoration module
was developed to arrange the pixels in CFA image to a color
continuous format, in which the image in CFA format was
restored to a red, blue and green line buffers as shown in
Fig. 2. Each pixel in the CFA image is restored to red, blue
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FIGURE 2. Restoring image from the CFA format to RGB line buffers.

and green line buffers with the lengths of 1/4, 1/4 and 1/2
width of the CFA image, respectively. Hence, it only needs a
line buffer as long as the width of the CFA image to predict
the three colors.

B. PREDICTION
In a traditional JPEG-LS algorithm, if a pixel is selected to the
run mode by the context module, it would not pass through
the median edge detector model. This process decreases the
compression rate because the median edge detector is useless
for the pixels that are selected by the run mode. For this rea-
son, a novel predictionmethodology is proposed in this paper.
As shown in Fig. 1, the prediction model was moved to the
front of the run mode model, which avoids the compression
process against wasting too many bits when the pixels enter
the run mode without prediction.

Moreover, the median edge detector model in JPEG-LS
standard uses the surrounding pixels to predict the current
pixel. If the value of the current pixel has high correlationwith
the values of the surrounding pixels, the difference between
the values of the current and predicted pixels would be closed
to zero. It can improve the compression rate cooperating with
an entropy coding model. However, if the correlation of the
surrounding pixels is very small, the compression rate would
be obviously decreased. The situation of small correlation
occurs frequently, especially when the surrounding pixels
located in a region have huge variation.

FIGURE 3. Relationship between current and neighboring restored color
continuous pixels.

Hence, in order to improve the performance of the
proposed compression algorithm, a novel prediction method-
ology is proposed in this paper. In the proposed prediction
model, all red and blue pixels pass the median edge detec-
tion module as shown in equation (1). Also, the relationship
between the current and neighboring pixels is shown in Fig. 3.
If the value of red or blue neighboring pixel c is much greater
or smaller than the values of pixels a and b, the predicted
value of the current red or blue pixel x (xmed(R,B)) will be
affected more by the value of neighboring pixel d . Other-
wise, the value of the neighboring pixel d will influence the
predicted value of current x less with a smaller weighting
coefficient. Since there are twice as many green pixels as red

or blue pixels, the weighting coefficients of pixels neighbor-
ing a, b, and d for the green color are closer to the average
than those of the red and blue colors. Hence the predicted
value of the current green pixel x (xmed(G)) would be obtained
by an average filter as shown in equation (2).

xmed (R,B) =
2∗a+ b+ d

4
,

c = max (a, b) or c < min(a, b)

xmed (R,B) =
4∗a+ 3∗b+ d

8
,

others

(1)

xmed (G) =
3∗a+ 3∗b+ 2∗d

8
(2)

FIGURE 4. Probability distributions by using JPEG-LS and the proposed
prediction methods in CFA format by video_1 in the Hamlyn endoscopic
video dataset [16].

In order to compare the performance of prediction
methods in JPEG-LS standards and the proposed video_1
in the Hamlyn Centre Laparoscopic / Endoscopic Video
Dataset [16], which includes 811 frames of 640 × 480 in
CFA format, was used as a testing dataset. Fig. 4 shows prob-
ability distributions by using prediction methods of JPEG-LS
and proposed CFA format for video_1 in the Hamlyn endo-
scopic video dataset [16]. The probability distribution of the
proposed novel prediction model is probably suitable for
lossy compression methods and provides lower mean squared
error (MSE) values than JPEG-LS. In addition, Table 1
compares the compression rates of the JPEG-LS and the pro-
posed prediction methods, in both cases using the same mod-
ified Golomb-Rice coding algorithm, on 5 standard images,
8 endoscopy images [19], 101 endoscopy frames [20] and
811 endoscopy frames [16]. The results show that the
proposed novel prediction method had better compression
performance than the JPEG-LS prediction method in this
case.

C. RUN MODE MODULE
The run mode module is constructed by a run length table
and an encoder. An important parameter, ‘‘NEAR,’’ is used to
set the quality and compression rate in the run mode model.
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TABLE 1. Comparisons of compression rates (bit per pixel, BPP) for
JPEG-LS and the proposed prediction methods with the same modified
Golomb-Rice coding algorithm in CFA format by seven datasets.

Equation (4) shows the definition of NEAR in the proposed
algorithm, in which there are three conditions to determine
the value of NEAR according to the relationship of predicted
error value (Errval) and NEAR. The value of Errval can be
obtained according to the value ofNEARwhich is determined
by the user. The value of Errval can be obtained by

Errval
Errval + NEAR

2∗NEAR
if Errval = NEAR+ 1

−
NEAR− Errval

2∗NEAR
else if Errval 5 −NEAR− 1

Run mode Processing else

(3)

whereErrval is a predicted value and the runmode processing
will be introduced later. After determining the value ofNEAR,
a bitstream will be produced. For example, if the parameter
NEAR is equal to 2, the runmodemodule will set the values of
−2,−1, 0, 1, and 2 as 0, and then count the occurring number
of continuous 0s. In order to promote the performance of
the run mode model, a novel J table is created to encode the
counting number of the run mode model.

J = {0, 0, 0, 0, 1, 1, 1, 2, 2, 2, 2, 2, 3, 3, 3, 4, 4, 5, 5, 6, 6};

(4)

Equation (4) shows the proposed novel J table. For exam-
ple, if the counting number is equal to 8, the counting number
would be encoded as ‘‘11111100’’ by a coding process. First,
the original number 8 is compared with 20, in which 0 is the
first element in the J table. Since 8 is greater than 20, the
first bit is coded as ‘‘1’’ and the counting number is modified
by 8 − 20 = 7. The process will continuously encode the
bit pattern as ‘‘111111’’ until the final counting number 0 is
less than 21, in which 1 is the seventh element in the J table.
Finally, a boundary information bit ‘‘0’’ is added to show
the end of looking up J table and then add the remainder
to the bit pattern. So, the final bit pattern to repress the
counting number 8 is ‘‘11111100.’’ In this case, the run mode
module only uses 8 bits to encode eight values of pixels.

Otherwise, if these eight pixels were encoded by a traditional
Golomb-Rice algorithm, it is necessary to use more than
24 bits to express the values of these eight pixels. Hence,
the proposed run mode module is very efficient to improve
the compression rate, especially when the counting number
is huge.

D. MODIFIED Golomb-Rice CODING
The principle of Golomb-Rice algorithms [17], [18] is that by
using an adaptive technique, a coding parameter k is adjusted
according to the previous information in the context table.
Since the proposed image compression algorithm is a context-
free methodology, the parameter k is fixed by a constant
value 2. For example, if a prediction error value is eleven,
‘‘1011’’ in a binary representation, first it is shifted right by
k = 2 and then encoded as ‘‘0010.’’ Second, the quotient 2
was encoded by the run-length coding by putting two bits of
‘‘0’’ in front of ‘‘1’’ as ‘‘001.’’ Third, a sign bit ‘‘0’’ is added
to the bitstream to represent the value is positive. Finally, the
remainder ‘‘11’’ is added to the bitstream and the value eleven
can be encoded by the Golomb-Rice algorithm as ‘‘001011’’.

TABLE 2. Difference between Golomb-Rice and modified Golomb-Rice
codes.

Table 2 lists the proposed modified Golomb-Rice coding
algorithm in which the characteristic of this algorithm is
each code including a sign bit. The bit after the first ‘‘1’’
bit from the left side is a sign bit. ‘‘1’’ represents posi-
tive values and ‘‘0’’ represents negative values. It is easy
to find that when the entropy table is longer, the modified
Golomb-Rice coding is more efficient than the tradi-
tional Golomb-Rice algorithm. For example, in a traditional
Golomb-Rice algorithm, when the number is 15 in decimal
representation, the encoded bit pattern is ‘‘0000000110,’’
which demands 10 bits. However, by using the proposed
modified Golomb-Rice coding algorithm, the encoded bit
pattern is ‘‘0001011,’’ which only demands 7 bits. Although
in this case the length of the bit pattern encoded by the
proposed modified Golomb-Rice algorithm is 30% less than
the traditional Golomb-Rice algorithm, the performance of
the variable length code (VLC) depends on the probabil-
ity distribution. Hence, the performance of entropy coding
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algorithms depends on the average product of VLC length
and probability for the whole dataset.

Table 2 lists the difference between the Golomb-Rice
code and the proposed modified Golomb-Rice code. The
Golomb-Rice coding was modified in this study because the
proposed near-lossless compression algorithmwas developed
for compressing CFA images rather than full RGB images.
Since the continuity of each color in a CFA image is worse
than that in a full RGB image, the probability distribution of
predicted error values is more distributed in CFA images than
in full RGB images. In addition, in order to improve the image
restoration quality, the proposed near-lossless compression
algorithm used the modified Golomb-Rice coding without
quantization when the pixel is located in boundary regions.
Since there is no negative zero (−0), the code ‘‘1100’’ was
used to express the ‘‘extending code’’ as shown in Table 2.
The short extending code ‘‘1100’’ not only improved the
compression performance when the pixels were located in
boundary regions but also reduced the size of the entropy
buffer for hardware implementation.

TABLE 3. Comparisons of Compression Rates (Bit per Pixel, BPP) for
Traditional and Modified Golomb-Rice Coding Algorithms in
CFA Format for the five standard Testing Dataset.

In order to compare the performance of the traditional
Golomb-Rice coding algorithmwith the proposed novelmod-
ified Golomb-Rice coding algorithm, 5 standard images,
8 endoscopy images [19], 101 endoscopy frames [20] and
811 endoscopy frames [16] were selected as testing datasets
in CFA format. First, each pixel in the testing CFA images
was predicted by the proposed novel prediction methodology
and obtained the values of prediction errors. Second, the
values of prediction error were encoded by the traditional and
modified Golomb-Rice coding algorithms. Finally, the values
of bit per pixel (BPP) could be calculated for each testing
image by the two different Golomb- Rice coding algorithms.
Tables 3, 4 and 5 show the comparisons of compression
rates for the traditional and modified Golomb- Rice coding
algorithms for 5 standard images, 8 endoscopy images [19],
and 101 endoscopy [20] and 811 endoscopy [16] frames in
CFA format. The results show that the proposed modified
Golomb-Rice coding algorithm improved the average com-
pression rates 2.5%, 2.25%, 1.28% and 0.88% over the tradi-
tional Golomb- Rice coding algorithm for 5 standard images,
8 endoscopy images [19], 101 endoscopy frames [20] and
811 endoscopy frames [16], respectively.

TABLE 4. Comparisons of compression rates (Bit per Pixel, BPP) for
traditional and modified Golomb-Rice coding algorithms in CFA format
for the eight video endoscopy images dataset [20].

TABLE 5. Comparisons of compression rates (bit per pixel, BPP) for
traditional and modified Golomb-Rice coding algorithms in CFA format
for the gastrolab [20] and hamlyn endoscopic video dataset [16].

TABLE 6. Three coding methodologies for entropy coding.

E. ENTROPY CODING PROCESS
There are three entropy modes used in the proposed
near-lossless image compression algorithm. It includes a
run mode, a boundary, and modified Golomb-Rice coding
modules as shown in Table 6. The predicted error values
are encoded by the run mode module first and then encoded
by a boundary or a modified Golomb-Rice coding module
according to the boundary information as shown in Fig. 1.
In this section, an example is used to explain the entropy
coding process by using three entropy modes to compress the
predicted values efficiently.

As shown in Table 6, the bitstream can be separated into
three kinds of modes, Mode A, Mode B, and Mode C. Mode
A is designed by the run mode module which is used to
compress the predicted error values when it is located in a
continuous region. The run mode can be used to decrease
the bit rate very efficiently when the predicted error values
are appearing in the range of −2 to 2 continuously when the
parameter NEAR is set to 2. The concept of the run mode
module is to count the times of continuous appearances of 0
in the predicted error values. For example, if the counting
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number in run mode is 5, Mode A encodes the bitstream as
‘‘111101.’’ By looking up the J table as shown in Equation (3),
the counting number 5 is equal to {20 + 20 + 20 + 20 + 1}.
In this case, the position coding of the J table is 5 and its code
is ‘‘11110.’’ The location 5 in the J table is 1, whichmeans one
bit remainder number is necessary to be added. According to
the J table, the number of {20 + 20 + 20 + 20} is 4 and the
code includes a remainder bit. Hence, the counting number 5
can be encoded by adding a remainder bit ‘‘1’’ to ‘‘11110’’
as ‘‘111101.’’ In another case, if the counting number in run
mode is 0, Mode A is encoded by only one bit as ‘‘0.’’

After encoding by the run mode, there are two modes
selected according to the location of pixels. For example, if
the pixel is located at the end of line, the boundary mode
is terminating the encoding process in the current line and
then starting the entropy coding process for the next line.
In contrast, if the location of pixels is not at the end of
line, the modified Golomb-Rice module is used to encode
the predicted error value. After coding by the modified
Golomb-Rice module, the next predicted error value will
be sent into the run mode module and restart the entropy
encoding process again.

F. DECODING PROCESS
After receiving the encoded bitstream by the proposed near-
lossless compression algorithm, it is necessary to decode the
bitstream to refine each value of each pixel and then restore
the refined pixels to an image in CFA format. There are
five main components in the decoding process: a run mode
decoder,

FIGURE 5. Flowchart of the proposed decoder.

a boundary module, a modified Golomb-Rice decoder, a
prediction decoder, and a pixel restoration recover. Fig. 5
illustrates the flowchart of the corresponding decoder.

a) Run Mode Decoder
To decode the bitstream, the first step is decoding the run

mode information. First, the bits of the bitstream are read

one by one until finding the first ‘‘0’’ and then getting the
remainder bit/bits according to the J table as shown in Equa-
tion (3). The counting number of ‘‘1’’ indicates the position
in the J table. For example, if the bitstream is ‘‘111101,’’
in which four ‘‘1’’ bits are appeared and then connected
with a ‘‘0.’’ It expresses the fourth location of the J table,
which means the counting number is {20 + 20 + 20 + 20},
added a remainder 1, equal to 5. The decoded counting
number expressing the number of the predicted error value
‘‘0’’ appeared continuously. In this case, since the decoded
counting number is 5, the first five predicted error values are
{0, 0, 0, 0, 0}. Hence, all the ‘‘0’’ values of the predicted error
values can be obtained by the run mode decoder.

III. VLSI ARCHITECTURE
Based on the algorithm mentioned above, the architecture of
the proposed near-lossless image encoder design is shown in
Fig. 6. It is composed of four main parts: a pixel restoration
module, a predictor, an entropy coder, and a barrel shifter.
In addition, a register bank was added to provide four neigh-
boring pixels—Ra, Rb, Rc, and Rd—for the predictor to
calculate the predicted value of Rx. Since the register bank
needs the information from two lines, it is connected with a
two-line-buffer memory. In order to improve the perfor-
mance, this design was realized with a four-stage pipeline
architecture. Moreover, a register bank is added to provide
the values of the required pixels for compression, and a finite
statement machine (FSM) is used to realize a controller. The
barrel shifter is used to packet the variable length codes and
then output bitstream in a fixed length. The details of the four
main parts are described as following.

A. PIXEL RESTORATION CIRCUIT
The pixel restoration circuit is a module designed for produc-
ing memory addresses and then reading the values of target
pixels stored in the memory. It is used to read the values of
the pixels in the CFA image and then construct an integrated
image for prediction as shown in Fig. 2. Moreover, the pixel
restoration circuit is also including a boundary detector that is
designed to find the boundary information, which can avoid
getting the values of the pixel in the wrong color when it
locates them in the boundary regions. For example, the green
color has two different arranging orders in the CFA format.
If it is unable to distinguish between odd and even rows, it is
impossible to produce the right address to get the right value
of the pixel.

B. PREDICTOR AND RUN MODE CIRCUIT
The predictor is used to predict the value of the current pixel
according to the neighboring pixels. Fig. 7 shows the archi-
tecture of the proposed predictor and the run mode circuit
designs. It consists of two prediction circuits, a reconstructed
pixel module and a run counter. Since the two novel predic-
tion methodologies, as shown in equations (1) and (2), were
developed to advance the compression performance, the two
prediction circuits prediction 1 and prediction 2 were realized
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FIGURE 6. Block diagram of four-stage pipeline architecture for the proposed near-lossless image encoder design.

FIGURE 7. Architecture of the predictor and run mode circuit.

according to equations (1) and (2), which are used to predict
R/B and G pixels, respectively.

The run counter is designed to count the number of Errvals
entering the runmodemodule, whichmeans that the values of
Errvals are ranged −2 to 2. The finite state machine (FSM)
produces a control signal Rx_mode to select one prediction
error Errval and run count values to send to the entropy
encoder. If the value of Errval ranges in −2 to 2, the signal
cnt is 1 and the coding is 0. In this situation, the run counter
module starts to count the number of Errvals in the run
mode and then sends the counted value to the entropy coder.
Otherwise, if the value of Errval is not ranged in −2 to 2,
the signal cnt is 0 and the coding is ‘‘1’’. The designs
of the predictor and run mode circuit can efficiently improve
the compression performance for the proposed near-lossless
image encoder circuit.

C. ENTROPY CODER
The entropy coding circuit is composed of a run length coder
and a modified Golomb-Rice coder. The run length coder is
used when the values of Errvals are selected by the run mode
module. Fig. 8 illustrates the architecture of the run length
coder, which includes a run code table, a first coder, and a
second coder. When the value of count is received from the
run mode circuit, the first coder encodes the count value by
looking up run code table. After the first coder obtains the

FIGURE 8. Architecture of the run length coder.

first code, first code length, and remainder, a second coder is
used to produce the second code and second code length.

FIGURE 9. Architecture of the modified Golomb-Rice coder.

Otherwise, if the values of Errvals are over the range of
−2 to 2, the values of Errvals are encoded by the modified
Golomb-Rice coder. As shown in Fig. 9, the interrupted coder
receives the values of Errvals from the predictor and then
produces an interrupted code and length. Since the first,
second, and interrupted codes are all variable-length codes
(VLC), the lengths of the first, second, and interrupted codes
are necessary to be sent to the barrel shifter with the first,
second, and interrupt codes.

D. BARREL SHIFTER
After receiving the first, second, and interrupt codes and
lengths from the entropy coder, the barrel shifter collects
the codes according to various lengths to arrange an output
bitstream with a fixed length of bits. Fig. 10 shows the
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FIGURE 10. Architecture of the barrel shifter.

architecture of the barrel shifter, in which the code buffer is
composed of a 40-bit register. The barrel shifter only consists
of three shifters, three adders, registers, and a multiplexer.
It is an efficient design to arrange the VLC into a fixed length
of bit pattern.

FIGURE 11. Five standard images for testing. (a) Airplane. (b) Baboon.
(c) House. (d) Lenna. (f) Peppers.

IV. SIMULATION RESULTS AND CHIP IMPLEMENTATION
In order to evaluate the performance of the proposed near-
lossless image compression algorithm, a MATLAB tool was
used to simulate the previous near-lossless algorithms and
this work. Five standard testing images of 512 × 512 pixels
were selected as the first dataset as shown in Fig. 11 and
eight video endoscopy images from [19] with the size of
352×240 pixels were selected as the second dataset as shown
in Fig. 12. The original color format of the two testing sets
was full RGB format. Each original image was a red, green
and blue image of 512× 512 pixels and 352× 240 pixels in
the five standard images dataset and eight endoscopy images
dataset, respectively.

In order to produce golden CFA testing images, all images
in these two datasets were mapped to the Bayer CFA for-
mat by a down-sampling technique from three-color images
that included red, green and blue to a single CFA format
image, as shown on the left side of Fig. 2. Each pixel in the
golden CFA testing image was selected from one of three
pixels in the red, green and blue original testing images
according to the position of the target pixel in the CFA format.
After this conversion, the two golden testing image sets were

FIGURE 12. Testing video endoscopy images from Gastro
Gastroenterologist Hospital [20]. (a) Image of
Hereditary_Telangiectasia2 080. (b) Image of
Hereditary_Telangiectasia2 221. (c) Image of
Hereditary_Telangiectasia2 300. (d) Image of
Hereditary_Telangiectasia2 071. (e) Image of
Hereditary_Telangiectasia2 298. (f) Image of
Hereditary_Telangiectasia2 06. (g) Image of
Hereditary_Telangiectasia2 043. (h) Image of
Hereditary_Telangiectasia3 06.

produced in the CFA format. Next, these golden CFA test-
ing images were compressed by JPEG-LS, Filter [15], and
proposed near-lossless compression algorithm to obtain the
compression rates for each compression algorithm. And then
each compressed bitstream was decoded and restored to CFA
images. Finally,

each decoded CFA image and related golden image were
used to obtain the PSNR and mean squared error (MSE)
values for comparing image quality.

TABLE 7. Comparisons of compression rates (Bit per Pixel, BPP) and
average PSNR (dB) for various near-lossless CFA image compression
algorithms.

TABLE 8. Compression rates (bit per pixel, BPP), PSNR, and MSE for
JPEG-LS and this work for the five standard images dataset in CFA format.

Table 7 lists the compression rates and average PSNR
values for the JPEG-LS, the filter [15], and this work for the
five standard CFA images testing dataset. In order to compare
objectively, the parameters ‘‘Near’’ used in JPEG-LS and
the proposed near-lossless compression were both set to 2.
In the case of JPEG-LS, when the absolute values of predic-
tion errors are less than or equal to ‘‘Near’’, the encoder enters
the run mode, otherwise enters the regular mode [21]. In the
proposed near-lossless algorithm, when the absolute values
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TABLE 9. Comparisons of compression rates (bit per pixel, BPP), PSNR (dB) and MSE for JPEG-LS and this work for the eight video endoscopy dataset in
CFA format.

TABLE 10. Comparisons of compression rates (bit per pixel, BPP), PSNR, and MSE for JPEG-LS and this work for the Gastrolab [20] and Hamlyn
endoscopic video datasets [16] in CFA format.

of prediction errors are less than or equal to ‘‘Near’’, the
encoder enters the run mode, otherwise enters the modified
Golomb-Rice coding module.

FIGURE 13. Chip photomicrograph by 90-nm CMOS process.

Compared with the high-performance filter algorithm
in [15], although the average compression rate is a
little less than the previous work [15], the average PSNR
value in this work is 0.08 dB better than the previous
work [15]. The BPP, PSNR and MSE values for each image
in CFA format for the 5 standard images, 8 endoscopy
images [19], 101 endoscopy frames [20] and 811 endoscopy
frames [16] datasets by JPEG-LS and this work are listed in
Table 8, 9 and 10. Compared with the JPEG-LS, this work

had better compression rates, higher PSNR and lower MSE
values in these four datasets in CFA format.

TABLE 11. Specifications of the proposed near-lossless image
compressor design.

The proposed near-lossless image compression algorithm
was realized by VLSI technique. The VLSI architecture of
this workwas implemented by using the hardware description
language Verilog and synthesized by the electronic design
automation (EDA) tool Design Vision. This design was
also compiled by Quartus II and evaluated using a FPGA
emulation board with Altera FPGA EP2C70F896C6 core.
Table 11 lists the specifications in this design, which
were synthesized by a 0.18-µm and 90-nm TSMC CMOS
processes. According to the synthesized results, this work
contains 10.9-k gate count, and the chip area is 30,625 um2

synthesized by a 90-nm TSMC CMOS process. It consumes
4.704 mW when operating at 240 MHz, operation frequency
with 1 V supply voltage. Fig. 13 shows the chip photomicro-
graph by a 90-nm TSMC CMOS process.

Table 12 lists the process, operating frequency, image
resolution, gate count, and memory requirement in the
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TABLE 12. Comparisons of this work with previous low-complexity
designs.

previous works and this work. Compared with the previous
low-complexity designs, this work reduces gate counts by
at least 77.9%, 61.2%, 69.7%, and 44.1% more than [1],
[13], and [14], respectively. The size of each line buffer is
640-byte, which provides 640 pixels for each line. Hence, the
size of the images are up to 640×480. The memory require-
ment in this work is only 10.2 k bits, which is successful
saving 68.8%, 51%, 99%, and 41.7% of memory require-
ments in [14], [13], [1], and [15], respectively. Since this work
is a fully pipelined and context-free design, the throughput of
this design up to 80 and 240 mega pixels per second by using
a 0.18-µm and 90-nm CMOS processes, respectively.
The throughput in this work achieves 240 mega pixel

per second compression of CFA images in real time for
video endoscopy applications. According to Table 12, the
proposed design reduces gate count by at least 44.1%
and memory requirement by 41.7% more than previous
low-complexity lossless encoder designs. To summarize,
a low-cost, low-memory-requirement, high-performance, and
high-quality near-lossless CFA image compressor VLSI
design was proposed in this study for wireless video capsule
endoscopy.

V. CONCLUSION
In this paper, a novel context-free and near-lossless image
compression algorithm is proposed for VLSI implementation.
The compression performance of the proposed algorithm can
be promoted obviously by a novel prediction, run mode, and
modified Golomb-Rice coding techniques. After comparing
with previous designs, the VLSI architecture of this work
owns the benefits of low cost, lowmemory demand, high per-
formance, and high quality. It is very suitable for developing
wireless video capsule endoscopy systems.
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