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ABSTRACT This paper discusses a novel conceptual formulation of the fractional-order Euler–Lagrange
equation for the fractional-order variational method, which is based on the fractional-order extremum
method. In particular, the reverse incremental optimal search of the fractional-order variational method
is based on the fractional-order steepest descent approach. Fractional calculus has been applied to the
solution of a necessary condition for the fractional-order fixed boundary optimization problems in signal
processing and image processingmainly because of its inherent strengths in terms of long-termmemory, non-
locality, and weak singularity. At first, for the convenience of comparison, the first-order Euler–Lagrange
equation for the first-order variational method is derived based on the first-order Green formula. Second,
the fractional-order Euler–Lagrange equation for the fractional-order variational method is derived based on
Wiener–Khintchine theorem. Third, in order to directly and easily achieve the fractional-order variational
method in the spatial domain or the time domain, the fractional-order Green formula and the fractional-order
Euler–Lagrange equation based on the fractional-order Green formula are derived, respectively. Fourth, the
solution procedure of the fractional-order Euler–Lagrange equation is derived. Finally, a fractional-order
inpainting algorithm and a fractional-order denoising algorithm based on the fractional-order variational
method are illustrated, respectively. The capability of restoring and maintaining the edges and textural
details of the fractional-order image restoration algorithm based on the fractional-order variational method
is superior to that of the integer-order image restoration algorithm based on the classical first-order
variational method, especially for images rich in textural details. The fractional-order Euler–Lagrange
equation for the fractional-order variational method proposed by this paper is a necessary condition for
the fractional-order fixed boundary optimization problems, which is a basic mathematical method in the
fractional-order optimization and can be widely applied to the fractional-order field of signal analysis, signal
processing, image processing, machine intelligence, automatic control, biomedical engineering, intelligent
transportation, computational finance and so on.

INDEX TERMS Fractional calculus, fractional-order Green formula, fractional-order steepest descent
approach, fractional-order extreme point, fractional-order image restoration.

I. INTRODUCTION
It is well known that variational method is an important part
of functional analysis, which was firstly introduced by Euler

in 1744 [1], [2]. In 1755, Joseph-Louis Lagrange proposed
a revolutionary technique of variations in his brief letter
written to Euler [3]. The classical cases of the integer-order
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variational method include Fermat’s principle of least time,
Bernoulli’s brachistochrone problem [4], and the isoperi-
metric problem. Variational method allows us to solve opti-
mization problems using only elementary calculus [5], [6].
The key point of variational method is to determine the
function that achieves the extremum seeking algorithm of a
functional. The classical first-order Euler-Lagrange equation
can be obtained by setting the first-order derivatives of the
corresponding functional with regard to each parameter be
equal to zero [5], [6]. In addition, the Rayleigh-Ritz method
and Galerkin’s method led to the formulation of the finite
element method for implementing the prediction of a physical
process [7], [8]. Because many ordinary and partial differen-
tial equations in mathematics, physics, and engineering can
be derived as the first-order Euler equation for an appro-
priate corresponding functional, the integer-order variational
method is now widely applied to many scientific fields
such as numerical analysis [9], nonconvex problems [10],
mechanics [5], [11], chemistry [12], [13], scattering prob-
lems [14], electromagnetic field problems [15], control [16],
signal processing and image processing [17]–[29], and so on.

Nowadays, fractional calculus has been developed as an
important branch of mathematical analyses [30]–[34], which
is as old as the integer-order calculus. Fractional calculus
extends the concepts of the integer-order difference and
Riemann sums. Although until recently, the applications of
fractional calculus mainly focused concentration on the field
of mathematics and now seem to be a promising mathe-
matical approach for the physical scientists and engineer-
ing technicians. More and more scientific researches show
that a fractional-order or a fractional dimensional method
is now one of the best way to describe many natural phe-
nomena such as the fractional diffusion processes [35]–[37],
fractional viscoelasticity theory [38], fractal dynamics [39],
fractional control [40], [41], fractional neural net-
works [42]–[47], fractional signal processing [48]–[62], and
fractional image processing [63]–[75], and many other fields
in physics [76]–[99].

How to apply fractional calculus to variational method is
an emerging scientific field that has been seldom received
desired attention. With regard to a signal, the features of its
fractional calculus are quite different from those of its integer-
order calculus. For example, the fractional differential, except
based on the Caputo definition, of a Heaviside function is
equal to non-zero, whereas its integer-order differential must
be equal to zero [30]–[34]. Fractional calculus has been suc-
cessfully applied to signal processing and image processing
mainly because of its inherent strengths in terms of long-
term memory, non-locality, and weak singularity [48]–[75].
For instance, fractional calculus was firstly introduced to
image processing by Pu in 2006 [62], [63]. A fractional
differential mask can nonlinearly maintain the low-frequency
contour features in the smooth area of an image and enhance
the high-frequency edges and textural details in those areas
where the grey level undergoes frequent or unusual
variations [62]–[69]. Therefore, to solve a necessary

condition for the fractional-order fixed boundary optimiza-
tion problems in signal processing and image process-
ing, an interesting theoretical problem emerges naturally:
what the fractional-order Euler-Lagrange equation for the
fractional-order variational method is. Motivated by this
need, in this paper, we introduce a novel conceptual formu-
lation of the fractional-order Euler-Lagrange equation for the
fractional-order variational method, which is based on the
fractional-order extremum method. In particular, the reverse
incremental optimal search of the fractional-order variational
method is based on the fractional-order steepest descent
approach [73].

The rest of the manuscript is organized as follows:
Section 2 presents in brief the necessary mathematical back-
ground of fractional calculus. Section 3 proposes the formu-
lation of the fractional-order Euler-Lagrange equation for the
fractional-order variational method. At first, for the conve-
nience of comparison, the first-order Euler-Lagrange equa-
tion for the first-order variational method is derived based
on the first-order Green formula. Secondly, the fractional-
order Euler-Lagrange equation for the fractional-order
variational method is derived based on Wiener-Khintchine
theorem. Thirdly, in order to directly and easily achieve
the fractional-order variational method in spatial domain
or time domain, the fractional-order Green formula and
the fractional-order Euler-Lagrange equation based on the
fractional-order Green formula are derived, respectively.
Fourthly, the solution procedure of the fractional-order
Euler-Lagrange equation is derived. Section 4 presents the
experiment results obtained and the associated analyses car-
ried out. Here, first, a fractional-order inpainting algorithm
based on the fractional-order variational method is illustrated.
Second, a fractional-order denoising algorithm based on the
fractional-order variationalmethod is illustrated. In Section 5,
the conclusions of this manuscript are presented.

II. MATHEMATICAL BACKGROUND
This section presents a brief introduction to the necessary
mathematical background of fractional calculus.

The commonly used fractional calculus definitions
in the domain of Euclidean measure are those of
Grünwald-Letnikov, Riemann-Liouville, and
Caputo [30]–[34]. In addition, there are some other well-
known definitions of fractional derivative [100]–[112]. The
Grünwald-Letnikov definition of fractional calculus, in a
convenient form, for causal signal f (x), is as follows:

G−L
a Dvx f (x)

= lim
N→∞

{( x−a
N

)−v
0(−v)

N−1∑
k=0

0(k − v)
0(k + 1)

f
(
x − k

(
x − a
N

))}
,

(1)

where f (x) is a differintegrable function [30]–[34], [a, x] is

the duration of f (x), v is a real number, 0(α) =
∞∫
0
e−xxα−1dx
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is the Gamma function, and G−L
a Dvx denotes the

Grünwald-Letnikov defined fractional differential operator.
The Riemann-Liouville definition of the v-order integral,

for causal signal f (x), is as follows:

R−L
a I vx f (x) =

1
0(v)

x∫
a

f (τ )
(x − τ )1−v

dτ , (2)

where v > 0 and R−L
a I vx denotes the Riemann-Liouville

left-sided fractional integral operator. The Riemann-Liouville
definition of the v-order derivative is as follows:

R−L
a Dvx f (x) =

1
0(n− v)

dn

dxn

x∫
a

f (τ )
(x − τ )v−n+1

dτ, (3)

where n − 1 ≤ v < n, and R−L
a Dvx denotes the Riemann-

Liouville left-handed fractional differential operator. The
Laplace transform of the v-order Riemann-Liouville differ-
ential operator [113]–[115] are given as:

FT [R−L0 Dv
x f (x)] = (jω)

v FT [f (x)]

−

n−1∑
k=0

(jω)k
[
R−L
0 Dv−1−kx f (x)

]
x=0

, (4)

LT [R−L0 Dv
x f (x)] = svLT [f (x)]

−

n−1∑
k=0

sk
[
R−L
0 Dv−1−kx f (x)

]
x=0

, (5)

where FT () denotes Fourier transform, LT () denotes
Laplace transform, j denotes an imaginary unit, ω denotes an
angular frequency, and s = jω denotes a Laplace operator.
When f (x) is a causal signal, and its fractional primitives
are also required to be zero, we can simplify the Laplace
transform for R−L0 Dvx f (x) as, respectively:

FT [R−L0 Dv
x f (x)] = (jω)

v FT [f (x)], (6)

LT [R−L0 Dv
x f (x)] = svLT [f (x)]. (7)

If signal f (x) is a (m+ 1)-order continuously differentiable
function, and m = [v] = n − 1, where [v] is the round-
off number of v, the Grünwald-Letnikov defined fractional
calculus is equivalent to the Riemann-Liouville defined one.
If the aforementioned condition is not satisfied, the Riemann-
Liouville defined fractional calculus is the extension of
the Grünwald-Letnikov defined one. Thus, the Riemann-
Liouville defined fractional calculus is with more extensive
application potential. In this work, we mainly adopt the
Riemann-Liouville defined fractional calculus for the follow-
ing mathematical derivation. We use the equivalent notations
Dvx =

G−L
0 Dvx =

R−L
0 Dvx in an arbitrary, interchangeable

manner.

III. FRACTIONAL-ORDER EULER-LAGRANGE EQUATION
FOR FRACTIONAL-ORDER VARIATIONAL METHOD
In this section, with respect to a necessary condition of the
fractional-order fixed boundary optimization problems in sig-
nal processing and image processing, two different equivalent

forms of the fractional-order Euler-Lagrange equation for
the fractional-order variational method are derived based on
Wiener-Khintchine theorem and the fractional-order Green
formula, respectively. For the convenience of illustration,
without loss of generality, two-dimensional related issues are
only discussed in this section. Likewise, the results of multi-
dimensional issues are similar to those of two-dimensional
issues.

A. FIRST-ORDER EULER-LAGRANGE EQUATION BASED
ON FRACTIONAL-ORDER GREEN FORMULA
In this subsection, for the convenience of comparison,
based on the first-order Green formula, the first-order
Euler-Lagrange equation for the first-order variational
method [6], [16], [17] need be derived.
Lemma 1: With regard to a first-order continuously dif-

ferentiable scalar function u(x, y) and a first-order continu-
ously differentiable vector function Eϕ =

(
ϕx , ϕy

)
, based on

the first-order Green formula, an identical equation for the
first-order variational method can be derived as:∫∫

�

udivEϕdxdy =
∫∫
�

u (∇ • Eϕ) dxdy

= −

∫∫
�

∇u • Eϕdxdy

= −〈∇u, Eϕ〉

= −
〈
u,∇∗ Eϕ

〉
=

∫∫
�

u
(
−∇
∗
Eϕ
)
dxdy, (8)

where u(x, y) is an admissible surface (a test function), � is
an open bounded subsets of real plane R2 with smooth
boundary, � bears a rectangular shape for most real appli-
cations, div denotes the first-order divergence operator,
dxdy is the Lebesgue measure on real plane R2, symbol
• denotes the first-order Euclidean inner product, symbol
〈,〉 denotes the first-order Euclidean inner product, and
∇
∗ denotes the first-order Hilbert adjoint operator [116] of

a Hamilton operator ∇. Note that
∂ϕx

∂x
+
∂ϕy

∂y
= 0 is the first-

order Euler-Lagrange equation of −
∫∫
�

∇u • Eϕdxdy = 0.

Proof: A Hamiltonian can be defined by:

∇u =
(
∂

∂x
,
∂

∂y

)
u

=

(
∂u
∂x
,
∂u
∂y

)
, (9)

where u = u(x, y) ∈ C1
0 (�) denotes a scalar function. Thus,

from (9), the following can be obtained, respectively:

∇u • Eϕ =
(
∂u
∂x
,
∂u
∂y

)
•
(
ϕx , ϕy

)
=
∂u
∂x
ϕx +

∂u
∂y
ϕy, (10)
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divEϕ =
∂ϕx

∂x
+
∂ϕy

∂y

=

(
∂

∂x
,
∂

∂y

)
•
(
ϕx , ϕy

)
= ∇ • Eϕ, (11)

where Eϕ =
(
ϕx , ϕy

)
denotes a vector function, and div

denotes the first-order divergence operator. Thus, from (11),
one can obtain:

udivEϕ = u
∂ϕx

∂x
+ u

∂ϕy

∂y
. (12)

Thus, from (10) and (12), the following can be obtained:∫∫
�

udivEϕdxdy+
∫∫
�

∇u • Eϕdxdy

=

∫∫
�

[(
u
∂ϕx

∂x
+ u

∂ϕy

∂y

)
+

(
∂u
∂x
ϕx +

∂u
∂y
ϕy

)]
dxdy

=

∫∫
�

[(
u
∂ϕx

∂x
+
∂u
∂x
ϕx

)
+

(
u
∂ϕy

∂y
+
∂u
∂y
ϕy

)]
dxdy

=

∫∫
�

[
∂ (uϕx)
∂x

+
∂
(
uϕy

)
∂y

]
dxdy, (13)

where� denotes a two-dimensional simply connected region.
Further, the traditional first-order Green formula can be given
as:∮
C

P(x, y)dx + Q(x, y)dy =
∫∫
�

(
∂Q
∂x
−
∂P
∂y

)
dxdy, (14)

where C denotes the piecewise smooth boundary curve of�,
P(x, y) and Q(x, y) are continuous both on C and �. Thus,
from (13) and (14), it follows that:∫∫
�

udivEϕdxdy+
∫∫
�

∇u • Eϕdxdy =
∮
C

−uϕydx + uϕxdy.

(15)

Without loss of generality, � bears a rectangular shape for
most real applications, C is a rectangular boundary. Figure 1
shows the two-dimensional simply connected region of a
rectangular region.

FIGURE 1. Two-dimensional simply connected region of a rectangular
region.

Thus, from Figure 1 and (15), the following can be
obtained:∫∫
�

udivEϕdxdy+
∫∫
�

∇u • Eϕdxdy

=

∮
C

−uϕydx + uϕxdy

=

x1∫
x0

−uϕydx +

y1∫
y0

uϕxdy+

x0∫
x1

−uϕydx +

y0∫
y1

uϕxdy

= −

x1∫
x0

uϕydx +

y1∫
y0

uϕxdy+

x1∫
x0

uϕydx −

y1∫
y0

uϕxdy

= 0. (16)

From (16), it follows that:∫∫
�

udivEϕdxdy =
∫∫
�

u (∇ • Eϕ) dxdy

= −

∫∫
�

∇u • Eϕdxdy

= −〈∇u, Eϕ〉

= −
〈
u,∇∗ Eϕ

〉
=

∫∫
�

u
(
−∇
∗
Eϕ
)
dxdy, (17)

where symbol 〈,〉 denotes the first-order inner product and
∇
∗ denotes the first-order Hilbert adjoint operator of a

Hamilton operator ∇.
Note that from (17), the following is true:

div = −∇∗. (18)

Equation (17) shows that to enable −
∫∫
�

∇u • Eϕdxdy = 0 be

set up, a necessary condition can be given as:∫∫
�

udivEϕdxdy =
∫∫
�

(
u
∂ϕx

∂x
+ u

∂ϕy

∂y

)
dxdy

= 0. (19)

Because u(x, y) is a test function, u(x, y) is arbitrary.
Therefore, according to the fundamental lemma of variation
[6], [16], to enable (19) to be set up, a necessary condition
can be given as:

∂ϕx

∂x
+
∂ϕy

∂y
= 0. (20)

Equation (20) shows that
∂ϕx

∂x
+
∂ϕy

∂y
= 0 is the first-order

Euler-Lagrange equation of −
∫∫
�

∇u • Eϕdxdy = 0. This

completes the proof.
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Example 1: A first-order variational framework based on
the first-order differential is given as:
Minimize : E [u (x, y)] =

∫∫
�

F
(
x, y, u,

∂u
∂x
,
∂u
∂y

)
dxdy

Subject to :
〈
D1u, En

〉
= 0 on ∂�,

(21)

where E denotes an energy functional, D1
= ∇ denotes the

first-order differential operator, En denotes the normal to the
boundary, ∂� denotes the boundary of �, and symbol 〈,〉
denotes the first-order Euclidean inner product. Equation (21)
assumes that the function value of u (x, y) continues smoothly
as a constant beyond its boundaries. This artificial assumption
is required for Neumann boundary condition that would have
minor effect on the final results, i.e. the first-order directional

derivative
〈
D1u, En

〉
= 〈∇u, En〉 = ∇u • En =

∂u
∂En
= 0.

Suppose u (x, y) is a first-order extremal surface of energy
functional E , then ξ (x, y) ∈ C∞0 (�) is an admissible surface,
a test function, closing to u (x, y). u (x, y) and ξ (x, y) can be
merged into a family of surfaces, u+ βξ , where β is a small
parameter. When β = 0, the family of surfaces, u + βξ ,
converts into the first-order extremal surface, u (x, y). The
first-order derivative of the extreme points equals to zero.
Thus, the anisotropic diffusion of (21) can be explained as
the first-order dissipation process of energy functional E . To
achieve the first-order minimum of (21), a first-order energy
functional on the family of surfaces, u+ βξ , is given as:

δE =
∂

∂β

∫∫
�

×F
[
x, y, u (x, y, β) ,

∂u (x, y, β)
∂x

,
∂u (x, y, β)

∂y

]
dxdy

=

∫∫
�

(
Fuδu+ Fpδp+ Fqδq

)
dxdy

=

∫∫
�

[
Fuδu+

(
Fp,Fq

)
• (δp, δq)

]
dxdy

=

∫∫
�

[
Fuδu+∇δu •

(
Fp,Fq

)]
dxdy

= 0, (22)

where Fu =
∂F
∂u

, δu =
∂u (x, y, β)

∂β
, p (x, y) =

∂u (x, y)
∂x

,

q (x, y) =
∂u (x, y)
∂y

, δp =
∂p (x, y, β)

∂β
, δq =

∂q (x, y, β)
∂β

, u (x, y, β) = u (x, y) + βδu = u (x, y) +

β [ξ (x, y)− u (x, y)], p (x, y, β) =
∂u (x, y, β)

∂x
= p (x, y)+

βδp, and q (x, y, β) =
∂u (x, y, β)

∂y
= q (x, y) + βδq. Thus,

from (8), (20), and (22), the following can be obtained:∫∫
�

[
Fuδu− div

(
Fp,Fq

)
δu
]
dxdy = 0. (23)

Because δu is arbitrary, according to the fundamental lemma
of variation [6], [16], to enable (23) to be set up, a necessary
condition can be given as:[

Fu − div
(
Fp,Fq

)]
=

[
Fu −

∂Fp
∂x
−
∂Fq
∂y

]
= 0. (24)

Equation (24) shows that
[
Fu −

∂Fp
∂x
−
∂Fq
∂y

]
= 0 is the

first-order Euler-Lagrange equation of

∂

∂β

∫∫
�

F
[
x, y, u(x, y, β),

∂u(x, y, β)
∂x

,
∂u(x, y, β)

∂y

]
dxdy

∣∣∣∣∣∣
β=0

= 0.

Thus, u (x, y) is a solution of
[
Fu −

∂Fp
∂x
−
∂Fq
∂y

]
= 0.

B. FRACTIONAL-ORDER EULER-LAGRANGE EQUATION
BASED ON WIENER-KHINTCHINE THEOREM
In this subsection, based on Wiener-Khintchine theorem, the
fractional-order Euler-Lagrange equation for the fractional-
order variational method is derived. Bai and Feng [117],
Guidotti and Lambers [118], and Zhang [119] claimed
that the fractional-order Euler-Lagrange equation for the
fractional-order variational method could be derived based on
Parseval theorem. Note that Parseval theorem actually studies
the relationship between a self-correlation function and a self-
energy-density spectrum or a self-power-density spectrum of
an identical continuously differentiable signal s (t), which

can be derived as 1
2π

∞∫
−∞

S (jω)S (jω)dω =
∞∫
−∞

s2 (t) dt ,

where S (jω) is the Fourier transforms of s (t) and S (jω) is the
complex conjugation of S (jω). However, the derivation of the
fractional-order Euler-Lagrange equation for the fractional-
order variational method should simultaneously consider two
different factors: a fractional-order extremal surface of energy
functional and a closing admissible surface. The relationship
between a cross-correlation function and a cross energy den-
sity spectrum or a cross power density spectrum of two dif-
ferent continuously differentiable signals need be discussed.
Therefore, the fractional-order Euler-Lagrange equation for
the fractional-order variational method should be derived
based on Wiener-Khintchine theorem, rather than Parseval
theorem.
Lemma 2: With regard to a v-order continuously dif-

ferentiable scalar function u(x, y) and a v-order continu-
ously differentiable vector function Eϕ =

(
ϕx , ϕy

)
, based

on Wiener-Khintchine theorem, the fractional-order Euler-
Lagrange equation of

∫∫
�

Dvu • Eϕdxdy = 0 can be derived

as:
1

4π2Re
(
Dvxϕx + Dvyϕy

)
= 0, (25)

where u(x, y) is an admissible surface (a test function), � is
an open bounded subsets of real plane R2 with smooth bound-
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ary, v is a real number, Re () computes the real part of the
complex number, symbol ∗ denotes a linear convolution,
and Dvx and Dvy denote the conjugate operators of the v-order
partial differential operators Dvx and D

v
y, respectively.

Proof: In view of signal processing, the cross-correlation
function between continuous signal s1 (t) and continuous
signal s2 (t) can be given as:

r12 (τ ) = s1 (τ ) ∗ s2 (−τ)

=

∞∫
−∞

s1 (t)s2 (t − τ)dt

If s1(t) and s2(t)
=

are real signals.
s1 (τ ) ∗ s2 (−τ)

=

∞∫
−∞

s1 (t)s2 (t − τ) dt, (26)

where s2 (−τ) is the complex conjugation of s2 (−τ) and
symbol ∗ denotes a linear convolution. Thus, whether s1 (t)
and s2 (t) are real signals or not, the Fourier transform of (26)
is as follows:

R12 (jω) = S1 (jω) ∗ S2 (jω), (27)

where j denotes an imaginary unit, ω denotes an angular
frequency, S2 (jω) is the complex conjugation of S2 (jω),
and R12 (jω), S1 (jω), and S2 (jω) are the Fourier trans-
forms of r12 (τ ), s1 (t), and s2 (t), respectively. Further,
if s1 (t) and s2 (t) are real signals, from (26) and (27),
Wiener-Khintchine theorem can be given as:

r12 (0) =
1
2π

∞∫
−∞

S1 (jω)S2 (jω)ejωτdω

∣∣∣∣∣∣
τ=0

=
1
2π

∞∫
−∞

S1 (jω)S2 (jω)dω

= s1 (τ ) ∗ s2 (−τ)|τ=0

=

∞∫
−∞

s1 (t) s2 (t) dt. (28)

Equation (28) shows that first, r12 (0) is equal to the cross
energy or cross power between s1 (t) and s2 (t). Second,
with regard to continuously differentiable signal, the relation-
ship between a cross-correlation function and a cross energy
density spectrum or a cross power density spectrum can be

derived as
1
2π

∫
∞

−∞

S1 (jω)S2 (jω)dω =
∫
∞

−∞

s1 (t) s2 (t) dt .

Therefore, from (28),
∫∫
�

Dvu • Eϕdxdy can be rewritten (29),

as shown at the bottom of this page, where U
(
jωx , jωy

)
,

8x
(
jωx , jωy

)
, 8y

(
jωx , jωy

)
, (jωx)v, and

(
jωy
)v are the

Fourier transforms of u (x, y), ϕx (x, y), ϕy (x, y), Dvx , and
Dvy, respectively, �ω is corresponding to � in the domain of

Fourier transform, and (jωx)v,
(
jωy
)v, and U (jωx , jωy) are

the complex conjugations of (jωx)v,
(
jωy
)v, andU (jωx , jωy),

respectively. Because u(x, y) is a test function, U
(
jωx , jωy

)
is arbitrary. Therefore, according to the fundamental lemma
of variation, to enable

∫∫
�

Dvu • Eϕdxdy = 0 to be set up, an

essential condition can be given as:

1
4π2

[
(jωx)v8x

(
jωx , jωy

)
+
(
jωy
)v
8y
(
jωx , jωy

)]
= 0.

(30)

The inverse Fourier transform of (30) is as follows:

1
4π2Re

[
hvx (x, y) ∗ ϕx + h

v
y (x, y) ∗ ϕy

]
=

1
4π2Re

(
Dvxϕx + Dvyϕy

)
= 0, (31)

where Re () computes the real part of the complex number,

hvx (x, y)
FT
↔ (jωx)v, hvy (x, y)

FT
↔
(
jωy
)v, and Dvx and Dvy denote

the conjugate operators of the v-order partial differential oper-
ators Dvx and Dvy, respectively. The second item on the right

side of (31),
1

4π2Re
(
Dvxϕx + Dvyϕy

)
, is expressed in the form

of operator. This completes the proof.
Note that first, the aforementioned proof can also be

achieved by means of the theory of Hilbert adjoint opera-
tor [116]. The Hilbert adjoint operator of a fractional differen-
tial operator is a complex conjugate transpose matrix of that
of the corresponding fractional differential operator. Second,
because the inverse Fourier transforms of (jωx)v and

(
jωy
)v

∫∫
�

Dvu • Eϕdxdy =
∫∫
�

Eϕ • Dvudxdy

=

∫∫
�

{
ϕx (x, y)

[
Dvxu (x, y)

]
+ ϕy (x, y)

[
Dvyu (x, y)

]}
dxdy

=
1

4π2

∫∫
�ω

[
8x

(
jωx , jωy

)
(jωx)v U

(
jωx , jωy

)
+8y

(
jωx , jωy

) (
jωy
)v U (jωx , jωy)] dωxdωy

=
1

4π2

∫∫
�ω

[
(jωx)v8x

(
jωx , jωy

)
U
(
jωx , jωy

)
+
(
jωy
)v
8y
(
jωx , jωy

)
U
(
jωx , jωy

)]
dωxdωy, (29)
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belong to Euler integral of the second kind, Dvx and Dvy could
not be achieved in spatial domain or time domain directly,
which should be implemented in discrete Fourier if trans-
form domain. With regard to two-dimensional discrete signal
s (mT , nT ), according to the period extend theory, its discrete
Fourier transform and inverse discrete Fourier transform can
be given as, respectively:

S (α, β) = S
(
2π
MT

α,
2π
NT

β

)
=

M−1∑
m=0

N−1∑
n=0

s (mT , nT ) e
−j2π

(
mα
M +

nβ
N

)
, (32)

s (mT , nT ) =
1
MN

M−1∑
u=0

N−1∑
v=0

S (α, β) e
j2π

(
mα
M +

nβ
N

)
, (33)

where m = 0, 1, · · · ,M − 1, n = 0, 1, · · · ,N − 1, T is the
interval between the discrete points, S (α, β) is the discrete
Fourier transform of s (mT , nT ), α = 0, 1, · · · ,M − 1 and
β = 0, 1, · · · ,N − 1 in (32), and m = 0, 1, · · · ,M − 1 and
n = 0, 1, · · · ,N − 1 in (33). Note that in signal processing
and image processing, one usually use the notation of s (,),
the lowercase of ‘‘s’’, as a signal in time or space domain,
while use the notation of S (,), the uppercase of ‘‘s’’, as the
corresponding signal in frequency domain. With regard to
digital image processing, we have T = 1. From (32) and (33),
the first-order difference operators, d1x and d1y , of s (mT , nT )
can be derived as, respectively:

d1x s (mT , nT )
= s (mT , nT )− s [(m− 1)T , nT ]

=
1
MN

M−1∑
u=0

N−1∑
v=0

S (α, β)
(
1− ej

2πα
M

)
e
j
(
mα
M +

nβ
N

)
, (34)

d1y s (mT , nT )
= s (mT , nT )− s [mT , (n− 1)T ]

=
1
MN

M−1∑
u=0

N−1∑
v=0

S (α, β)
(
1− ej

2πβ
N

)
e
j
(
mα
M +

nβ
N

)
. (35)

Thus, bymeans ofmathematical induction, from (34) and (35),
the nth-order difference operators, dnx and dny , of can be
derived as, respectively:

dnx
DFT
↔

(
1− ej

2πα
M

)n
, (36)

dny
DFT
↔

(
1− ej

2πβ
N

)n
, (37)

whereDFT denotes discrete Fourier transform. Then, extend-
ing (36) and (37) from the integer-order to fractional-order,
the v-order difference operators, dvx and dvy , can be derived
as:

Dvx ≈ dvx
DFT
↔

(
1− ej

2πα
M

)v
, (38)

Dvy ≈ dvy
DFT
↔

(
1− ej

2πβ
N

)v
. (39)

Thus, from (38) and (39), the following can be obtained:

Dvx ≈ dvx
DFT
↔

(
1− e−j

2πα
M

)v
, (40)

Dvy ≈ dvy
DFT
↔

(
1− e−j

2πβ
N

)v
, (41)

where α = 0, 1, · · · ,M − 1, β = 0, 1, · · · ,N − 1, and
dvx and dvy are the conjugate operators of dvx and dvy , respec-
tively. Third, from aforementioned discussion, we can see
that the fractional-order Euler-Lagrange equation based on
Wiener-Khintchine theorem should be achieved by discrete
Fourier transform and inverse discrete Fourier transform suc-
cessively, which is difficult and complex to implement.

C. FRACTIONAL-ORDER EULER-LAGRANGE EQUATION
BASED ON FRACTIONAL-ORDER GREEN FORMULA
In this subsection, in order to directly and easily implement
the fractional-order variational method in spatial domain
or time domain, the fractional-order Green formula and
the fractional-order Euler-Lagrange equation based on the
fractional-order Green formula are proposed, respectively.

At first, in order to derive the fractional-order Euler-
Lagrange equation, the traditional first-order Green formula
should be extended firstly from the first-order one to the
fractional-order one.

A two-dimensional simply connected region can be shown
as given in Figure 2.

FIGURE 2. A two-dimensional simply connected region.

As shown in Figure 2, � is a two-dimensional simply
connected region, C is the piecewise smooth boundary curve
of �, and C consists of two piecewise smooth boundary
curves, i.e. y = ϕ1(x), y = ϕ2(x), a ≤ x ≤ b and
x = ψ1(y), x = ψ2(y), c ≤ y ≤ d . For the convenience of
illustration, let us sign the first-order differential operator, the
v-order fractional differential operator, the first-order integral
operator, the v-order fractional integral operator, the v-order
fractional surface integral operator on �, the v-order frac-
tional line integral operator on the AC1B segment of C along

the direction of
−−−→
AC1B, and the v-order fractional line integral

operator on closed curve C in counter-clockwise direction
as the symbols of D1, Dv, I1, I v = D−v, I vx I

v
y

�

, I v
C(AC1B)

,

and I vC1
, respectively. Further, let v > 0 in the following

derivation.
With regard to a differintegrable function [30] P(x, y),

if P− D−v1Dv1P 6= 0, the following can be obtained:

Dv1Dv2P = Dv1+v2P− Dv1+v2
(
P− D−v1Dv1P

)
. (42)
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I v2x I
v2
y

�

Dv1y P(x, y) =
b
aI
v2
x
ϕ2(x)
ϕ1(x)

I v2y D
v1
y P(x, y)

=
b
aI
v2
x

{
Dv1−v2y P(x, y)− Dv1−v2y

[
P(x, y)− D−v1y Dv1y P(x, y)

]}∣∣∣ϕ2(x)
ϕ1(x)

= − I v2x
C(BC2A)

{
Dv1−v2y P(x, y)− Dv1−v2y

[
P(x, y)− D−v1y Dv1y P(x, y)

]}
− I v2x

C(AC1B)

{
Dv1−v2y P(x, y)− Dv1−v2y

[
P(x, y)− D−v1y Dv1y P(x, y)

]}
= − I v2x

C−

{
Dv1−v2y P(x, y)− Dv1−v2y

[
P(x, y)− D−v1y Dv1y P(x, y)

]}
. (44)

I v2x I
v2
y

�

[
Dv1x Q(x, y)− D

v1
y P(x, y)

]
= I v2x

C−

{
Dv1−v2y P(x, y)− Dv1−v2y

[
P(x, y)− D−v1y Dv1y P(x, y)

]}
+ I v2y

C−

{
Dv1−v2x Q(x, y)− Dv1−v2x

[
Q(x, y)− D−v1x Dv1x Q(x, y)

]}
. (46)

Then, from (42), the following is true:

I v2x I
v2
y D

v1
y P(x, y)

= I v2x
{
Dv1−v2y P(x, y)−Dv1−v2y

[
P(x, y)−D−v1y Dv1y P(x, y)

]}
.

(43)

Therefore, from Figure 2 and (43), it follows that (44),
as shown at the top of this page.

Likewise, with regard to a differintegrable function [30]
Q(x, y), ifQ−D−v1Dv1Q 6= 0, the following can be obtained:

I v2x I
v2
y

�

Dv1x Q(x, y)

= I v2y
C−

{
Dv1−v2x Q(x, y)−Dv1−v2x

[
Q(x, y)−D−v1x Dv1x Q(x, y)

]}
.

(45)

Thus, from (44) and (45), the fractional-order Green formula
can be derived (46), as shown at the bottom of this page.

IfD−v1 is the inverse operator ofDv1 , (42) can be simplified
as Dv1Dv2 = Dv1+v2 . Then, (46) can be simplified as:

I v2x I
v2
y

�

[
Dv1x Q(x, y)− D

v1
y P(x, y)

]
= I v2x

C−
Dv1−v2y P(x, y)+ I v2y

C−

Dv1−v2x Q(x, y). (47)

Equation (47) shows that first, if v1 = v2 = v, (47) can be
further simplified as:

I vx I
v
y

�

[
DvxQ(x, y)− D

v
yP(x, y)

]
= I vx

C−
P(x, y)+ I vy

C−

Q(x, y).

(48)

Equation (48) has the same derived result as that of the
literature [120]. Second, if v1 = v2 = 1, (47) can be further
simplified as:

I1x I
1
y

�

[
D1
xQ(x, y)− D

1
yP(x, y)

]
= I1x

C−
P(x, y)+ I1y

C−

Q(x, y).

(49)

Compared with (14) and (49), we can see that two formulae
are identical. In other words, the traditional first-order Green
formula is actually a special case of the fractional-order
Green formula.

In addition, let us sign the boundary curve surface of a
three-dimensional region� as the symbols of S, and suppose
the boundary curve C of S is piecewise smooth. In a similar
way, if differintegrable function [30] P(x, y, z),Q(x, y, z), and
R(x, y, z) are the fractional-order continuously differentiable
with respect to x, y, and z in �, on S, or on C , the fractional-
order Gauss formula and the fractional-order Stokes formula
can be derived as (50) and (51), as shown at the top of the
next page.

It can be easily proved that the traditional first-order Gauss
formula and the traditional first-order Stokes formula are
actually a special case of the fractional-order Gauss formula
and that of the fractional-order Stokes formula, respectively.

Secondly, based on the proposed fractional-order Green
formula, the fractional-order Euler-Lagrange equation for the
fractional-order variational method is proposed.
Lemma 3: With regard to a fractional-order continuously

differentiable scalar function u(x, y) and a fractional-order
continuous differentiable vector function Eϕ =

(
ϕx , ϕy

)
, based

on the fractional-order Green formula, an identical equation
for the fractional-order variational method can be derived as:

−I v2x I
v2
y

�

Dv1u • Eϕ = − I v2x I
v2
y

�

[(
Dv1x u

)
ϕx +

(
Dv1y u

)
ϕy

]
= I v2x I

v2
y

�

∞∑
n=1

(
v1
n

) [(
Dv1−nx u

)
Dnxϕx +

(
Dv1−ny u

)
Dnyϕy

]
.

(52)

where u(x, y) is an admissible surface (a test function), � is
an open bounded subsets of real plane R2 with smooth bound-
ary, � bears a rectangular shape for most real applications,
v1 and v2 are two real numbers, symbol • denotes the first-

order Euclidean inner product. Note that
0(1+ v1)
0(v1)

[D1
xϕx +

D1
yϕy] = 0 is the fractional-order Euler-Lagrange equation of
−I v2x I

v2
y

�

Dv1u • Eϕ = 0.
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I v2x I
v2
y I

v2
z

�

(
Dv1x P+ D

v1
y Q+ D

v1
z R
)

= I v2y I
v2
z

S

{
Dv1−v2x P− Dv1−v2x

[
P− D−v1x Dv1x P

]}
+ I v2x I

v2
z

S

{
Dv1−v2y Q− Dv1−v2y

[
Q− D−v1y Dv1y Q

]}
+ I v2x I

v2
y

S

{
Dv1−v2z R− Dv1−v2z

[
R− D−v1z Dv1z R

]}
, (50)

I v2y I
v2
z

�

(
Dv1y R− D

v1
z Q

)
+ I v2x I

v2
z

�

(
Dv1z P− D

v1
x R
)
+ I v2x I

v2
y

�

(
Dv1x Q− D

v1
y P
)

=
1
2
I v2x
C

{
Dv1−v2y P− Dv1−v2y [P− D−v1y Dv1y P]+ D

v1−v2
z P− Dv1−v2z [P− D−v1z Dv1z P]

}
+

1
2
I v2y
C

{
Dv1−v2x Q− Dv1−v2x [Q− D−v1x Dv1x Q]+ D

v1−v2
z Q− Dv1−v2z [Q− D−v1z Dv1z Q]

}
+

1
2
I v2z
C

{
Dv1−v2x R− Dv1−v2x [R− D−v1x Dv1x R]+ D

v1−v2
y R− Dv1−v2y [R− D−v1y Dv1y R]

}
. (51)

Proof: Let us sign the v-order fractional differential
operator as a symbol of Dv = (Dvx ,D

v
y). If v = 0, D0

represents an identity operator. � bears a rectangular shape
for most real applications,C is a rectangular boundary, which
can be shown as given in Figure 1. With regard to a causal
signal, from (2), the following can be obtained, respectively:

I vx s(x, y) =
1
0(v)

x∫
ax

(x − η)v−1s(η, y)dη, (53)

I vy s(x, y) =
1
0(v)

y∫
ay

(y− ζ )v−1s(x, ζ )dζ , (54)

I vx I
v
y s(x, y) =

1
02(v)

x∫
ax

y∫
ay

(x − η)v−1(y− ζ )v−1s(η, ζ )dηdζ.

(55)

Thus, with regard to a rectangular region �, from (46),
(53)-(55), and Figure 1, it follows as (56), as shown at the
bottom of this page.

Further,
∞∑
m=0

m∑
n=0
≡

∞∑
n=0

∞∑
m=n

and
(

v
r + n

)(
r + n
n

)
≡(

v
n

)(
v− n
r

)
can be derived, where v is a real number.

Thus, from (1), it follows that [121]:

Dvx−a(fg) =
∞∑
n=0

[(
v
n

) (
Dv−nx−af

)
Dnx−ag

]
, (57)

where
(
v
n

)
=
(−1)n 0 (n− v)
0 (−v) 0 (1+ n)

=
0 (1+ v)

0 (1− n+ v) 0 (1+ n)
.

Moreover, according to the homogeneous properties of frac-
tional calculus [30], from (56) and (57), the following can be
obtained:

I v2x I
v2
y

�

[
Dv1x (uϕx)+ D

v1
y
(
uϕy

)]
= I v2x I

v2
y

�

[
Dv1x (uϕx)− D

v1
y
(
−uϕy

)]
= I v2x I

v2
y

�

∞∑
n=0

(
v1
n

)[(
Dv1−nx u

)
Dnxϕx +

(
Dv1−ny u

)
Dnyϕy

]
= 0. (58)

Thus, from (58), the following is true:

−I v2x I
v2
y

�

Dv1u • Eϕ = − I v2x I
v2
y

�

[(
Dv1x u

)
ϕx +

(
Dv1y u

)
ϕy

]
= I v2x I

v2
y

�

∞∑
n=1

(
v1
n

)[(
Dv1−nx u

)
Dnxϕx +

(
Dv1−ny u

)
Dnyϕy

]
,

(59)

I v2x I
v2
y

�

(
Dv1x Q(x, y)− D

v1
y P(x, y)

)
= I v2x

C−

{
Dv1−v2y P(x, y)− Dv1−v2y [P(x, y)− D−v1y Dv1y P(x, y)]

}
+ I v2y

C−

{
Dv1−v2x Q(x, y)− Dv1−v2x [Q(x, y)− D−v1x Dv1x Q(x, y)]

}
=

x1
x0 I

v2
x

{
Dv1−v2y P− Dv1−v2y [P− D−v1y Dv1y P]

}
+

x0
x1 I

v2
x

{
Dv1−v2y P− Dv1−v2y [P− D−v1y Dv1y P]

}
+

y1
y0 I

v2
y
{
Dv1−v2x Q− Dv1−v2x [Q− D−v1x Dv1x Q]

}
+

y0
y1 I

v2
y
{
Dv1−v2x Q− Dv1−v2x [Q− D−v1x Dv1x Q]

}
= 0. (56)

10118 VOLUME 4, 2016



Y.-F. PU: Fractional-Order Euler–Lagrange Equation for Fractional-Order Variational Method

where
(
v
0

)
=

0 (1+ v)
0 (1+ v) 0 (1)

= 1. From (59), if

−I v2x I
v2
y

�

Dv1u • Eϕ = 0, one can obtain:

−I v2x I
v2
y

�

Dv1u • Eϕ

= I v2x I
v2
y

�

∞∑
n=1

(
v1
n

)[(
Dv1−nx u

)
Dnxϕx +

(
Dv1−ny u

)
Dnyϕy

]
= 0. (60)

Since a vector in x direction and a vector in y direction are
orthogonal to each other, to enable (60) be set up, a necessary
condition can be given as:

I v2x I
v2
y

�

∞∑
n=1

(
v1
n

) [(
Dv1−nx u

)
Dnxϕx

]
= 0

I v2x I
v2
y

�

∞∑
n=1

(
v1
n

)[(
Dv1−ny u

)
Dnyϕy

]
= 0.

(61)

Because u(x, y) is a test function, Dv1−nx u(x, y) and
Dv1−ny u(x, y) are arbitrary. Therefore, to enable (60) to be set
up, from (61), an essential condition can be given as:

(
v1
n

)
Dnxϕx

n=1→∞
= 0(

v1
n

)
Dnyϕy

n=1→∞
= 0.

(62)

For n is a positive integer within 1 → ∞, to
enable

(
Dnxϕx ,D

n
yϕy

)
n=1→∞
= (0, 0) to be set up, only if(

D1
xϕx ,D

1
yϕy

)
= (0, 0) is satisfied. Thus, to enable (62) to

be set up, only if


(
v1
1

)
D1
xϕx = 0(

v1
1

)
D1
yϕy = 0

is satisfied. Further, to

enable


(
v1
1

)
D1
xϕx = 0(

v1
1

)
D1
yϕy = 0

to be set up, an essential condition

can be given as
(
v1
1

)(
D1
xϕx + D

1
yϕy

)
= 0. Therefore, to

enable (60) be set up, an essential condition can be given as:(
v1
1

)
[D1

xϕx + D
1
yϕy] =

0(1+ v1)
0(v1)

[D1
xϕx + D

1
yϕy]

= 0. (63)

Equation (63) shows that
0(1+ v1)
0(v1)

[D1
xϕx+D

1
yϕy] = 0 is the

fractional-order Euler-Lagrange equation of −I v2x I
v2
y

�

Dv1u •

Eϕ = 0. Equation (63) is an equivalent equation of (31), which
can be directly and easily implemented in spatial domain or
time domain.

Note that first,
0(1+ v1)
0(v1)

[D1
xϕx + D1

yϕy] = 0 is the

fractional-order Euler-Lagrange equation of −I v2x I
v2
y

�

Dv1u •

Eϕ = 0, which is irrelevant to the order v2 of fractional integral
I v2x I

v2
y

�

. Thus, let v2 = 1 for most real applications. Second,

if v1 = v2 = 1,
0(1+ v1)
0(v1)

v1=1
=

0(2)
0(1)

= 1. Thus, (63) can be

simplified as:
D1
xϕx + D

1
yϕy = 0. (64)

Equation (64) is the first-order Euler-Lagrange equation of
−I1x I

1
y

�

D1u • Eϕ = 0. Compared with (20) and (64), we

can see that two formulae are identical. In other words, the
traditional first-order Euler-Lagrange equation is actually a
special case of the fractional-order Euler-Lagrange equation.
This completes the proof.
Example 2: Because the traditional first-order Euler-

Lagrange equation is actually a special case of the fractional-
order Euler-Lagrange equation, the proposed fractional-order
Euler-Lagrange equation can also be used to solve the classi-
cal issue of for the first-order variational method. The purpose
of Example 2 is to verify directly that when we utilize the
proposed fractional-order Euler-Lagrange equation based on
fractional-order Green formula to deal with the classical first-
order image restoration, it has the same results as those
obtained by the classical first-order Euler-Lagrange equation,
which is a concerned issue in image processing.

Let us suppose that 81 (Dv1u) is the corresponding scalar
function of a scalar function u and 82 (Eϕ) is the correspond-
ing scalar function of a vector function Eϕ(x, y) =

(
ϕx , ϕy

)
.

Thus, if− I v2x I
v2
y

�

[
81 (Dv1u)82 (Eϕ)Dv1u

]
•Eϕ = 0, from (59),

(60), and (63), it follows as (65), as shown at the bottom of
this page.

To enable (65) be set up, from (63), an essential condition
can be given as:(

v1
1

){
D1
x
[
82 (Eϕ) ϕx

]
+ D1

y
[
82 (Eϕ) ϕy

]}
=
0(1+v1)
0(v1)

{
D1
x
[
82 (Eϕ) ϕx

]
+D1

y
[
82 (Eϕ) ϕy

]}
=0. (66)

− I v2x I
v2
y

�

[
81

(
Dv1u

)
82 (Eϕ)Dv1u

]
• Eϕ

= − I v2x I
v2
y

�

81
(
Dv1u

) {
Dv1u •

[
82 (Eϕ) Eϕ

]}
= I v2x I

v2
y

�

∞∑
n=1

(
v1
n

){[
81

(
Dv1u

)
Dv1−nx u

]
Dnx
[
82 (Eϕ) ϕx

]
+

[
81

(
Dv1u

)
Dv1−ny u

]
Dny
[
82 (Eϕ) ϕy

]}
= 0. (65)
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Equation (66) shows that
0(1+ v1)
0(v1)

{D1
x[82(Eϕ)ϕx] +

D1
y[82(Eϕ) ϕy]} = 0 is the fractional-order Euler-Lagrange

equation of − I v2x I
v2
y

�

[
81 (Dv1u)82 (Eϕ)Dv1u

]
• Eϕ = 0.

Furthermore, in order to utilize the proposed fractional-
order Euler-Lagrange equation based on fractional-order
Green formula to deal with the classical first-order image
restoration, we should construct a fractional-order energy
functional in the first place. Without loss of general-
ity, the fractional-order energy functional can be defined
by:

E(u) =
1
2
I1x I

1
y

�

∣∣Dv1u∣∣v2 + λ
2
I1x I

1
y

�

(u− u0)2

=
1
2

∫∫
�

∣∣Dv1u∣∣v2 dxdy+ λ
2

∫∫
�

(u− u0)2 dxdy, (67)

where u denotes a clean image, u0 denotes a noisy image,
λ denotes a regularization parameter, and� denotes the two-
dimensional simply connected region of an image. Suppose
that u is a first-order extremal surface of E(u), ξ (x, y) ∈
C∞0 (�) is an admissible surface, a test function, closing to u.
u and ξ can be merged into a family of surfaces, u + βξ ,
where β is a small parameter. Then, when β = 0, the family
of surfaces, u + βξ , converts into the first-order extremal
surface, u. This process of seeking the first-order extreme
value of a fractional-order norm can be described as a first-
order isotropic diffusion. Thus, from (67), the functional on
a family of surfaces, u+ βξ is given as:

F(β) = I1x I
1
y

�

[
1
2

∣∣Dv1u+ βDv1ξ ∣∣v2 + λ
2
(u+ βξ − u0)2

]
=

1
2

∫∫
�

∣∣Dv1u+ βDv1ξ ∣∣v2 dxdy
+
λ

2

∫∫
�

(u+ βξ − u0)2 dxdy, (68)

where
∫∫
�

(u− u0)2dxdy is the variance of image noise and

λ

2

∫∫
�

(u− u0)2dxdy is a fidelity term. For the first item on

the right side of (68), according to the linearity of the first-
order calculus, one can obtain:

D1
β

1
2
I1x I

1
y

�

(∣∣Dv1u+ βDv1ξ ∣∣v2)∣∣∣∣∣
β=0

=
1
2
I1x I

1
y

�

D1
β

(∣∣Dv1u+ βDv1ξ ∣∣v2)∣∣∣∣∣
β=0

=
1
2

∫∫
�

(
v2
∣∣Dv1u∣∣v2−2Dv1u) • Dv1ξdxdy

= 0. (69)

In addition, for the second item on the right side of (68),
according to the linearity of the first-order calculus,

we have:

D1
β I

1
x I

1
y

�

λ

2
(u+ βξ − u0)2

∣∣∣∣∣
β=0

= I1x I
1
y

�

D1
β

[
λ

2
(u+ βξ − u0)2

]∣∣∣∣∣
β=0

=

∫∫
�

λ(u− u0)ξdxdy

= 0. (70)

For test function ξ is arbitrary, according to the fundamental
lemma of variation [6], [16], from (68), (69), and (70), the
first-order Euler-Lagrange formula of (67) can be derived as:

−
0(1+ v1)
20(v1)

v2
[
D1
x

(∣∣Dv1u∣∣v2−2Dv1x u)
+D1

y

(∣∣Dv1u∣∣v2−2Dv1y u)]+ λ(u− u0) = 0. (71)

Equation (71) shows that−
0(1+ v1)
20(v1)

v2
[
D1
x
(∣∣Dv1u∣∣v2−2Dv1x u)

+ D1
y
(∣∣Dv1u∣∣v2−2Dv1y u)] + λ(u − u0) = 0 is the first-order

Euler-Lagrange formula of E(u) =
1
2

∫∫
�

∣∣Dv1u∣∣v2 dxdy +
λ

2

∫∫
�

(u− u0)2 dxdy.

In particular, first, if v1 = 1 and v2 = 2 in (67), a classical
isotropic diffusion denoising model [18] can be given as:

E(u) =
1
2

∫∫
�

∣∣∣D1u
∣∣∣2 dxdy+ λ

2

∫∫
�

(u− u0)2 dxdy. (72)

When v1 = 1 and v2 = 2,
0(1+ v1)
20(v1)

v2
v1=1,v2=2
=

0(2)
0(1)

= 1.

Thus, in this case, (71) can be simplified as:

−

[
D1
x

(
D1
xu
)
+ D1

y

(
D1
yu
)]
+ λ(u− u0)

= −D1
•

(
D1u

)
+ λ(u− u0)

= −∇ • (∇u)+ λ(u− u0)

= 0. (73)

Equation (73) is identical with the first-order Euler-Lagrange
equation for a classical isotropic diffusion denoising model
in the literatures of [18]. Second, if v1 = 1 and v2 = 1
in (67), a classical anisotropy diffusion denoising model,
total variation (TV) denoising model [19], [20] can be
given as:

E(u) =
∫∫
�

∣∣∣D1u
∣∣∣ dxdy+ λ

2

∫∫
�

(u− u0)2 dxdy. (74)
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When v1 = 1 and v2 = 1,
0(1+ v1)
0(v1)

v2
v1=1,v2=2
=

0(2)
0(1)

= 1.

Thus, in this case, (71) can be simplified as:

−

[
D1
x

(∣∣∣D1u
∣∣∣−1D1

xu
)
+ D1

y

(∣∣∣D1u
∣∣∣−1D1

yu
)]
+ λ(u− u0)

= −D1
•

(
D1u∣∣D1u

∣∣
)
+ λ(u− u0)

= −∇ •

(
∇u∣∣D1u

∣∣
)
+ λ(u− u0)

= 0. (75)

Equation (75) is identical with the first-order Euler-Lagrange
equation for a classical anisotropy diffusion denoising model
in the literatures of [19] and [20]. Third, if v1 = 1 and v2 =
p in (67), a classical generalized total variation denoising
model [21] can be given as:

E(u) =
1
p

∫∫
�

∣∣∣D1u
∣∣∣p dxdy+ λ

2

∫∫
�

(u− u0)2 dxdy.

(76)

When v1 = 1 and v2 = p,
0(1+ v1)
p0(v1)

v2
v1=1,v2=p
=

0(2)
0(1)

= 1.

Thus, in this case, (71) can be simplified as:

−

[
D1
x

(∣∣∣D1u
∣∣∣p−2D1

xu
)
+D1

y

(∣∣∣D1u
∣∣∣p−2D1

yu
)]
+λ(u− u0)

= − D1
•

(∣∣∣D1u
∣∣∣p−2D1u

)
+ λ(u− u0)

= −∇ •

(
|∇u|p−2 ∇u

)
+ λ(u− u0)

= 0. (77)

Equation (77) is identical with the first-order Euler-Lagrange
equation for a classical generalized total variation denoising
model in the literatures of [21]. From (73), (75), and (77),
we can see that when we utilize the proposed fractional-order
Euler-Lagrange equation based on fractional-order Green for-
mula to deal with the classical first-order image restoration
problems, it has the same results as those obtained by the
classical first-order Euler-Lagrange equation.

D. SOLUTION PROCEDURE OF FRACTIONAL-ORDER
EULER-LAGRANGE EQUATION
In this subsection, the solution procedure of the fractional-
order Euler-Lagrange equation is derived. In order to let this
paper self-contained for a reader being not familiar with
fractional calculus and the fractional-order gradient descent
method, this subsection includes a brief necessary recall on
the fractional-order time marching method.

At first, the solution procedure of the first-order Euler-
Lagrange equation uses a parabolic equation with time as an
evolution parameter (the time marching method), or equiva-
lently, the first-order gradient descent method [18]. Note that,
with regard to a two-dimensional signal such as an image,
it is treated as a function of time and space, u (x, y, t), and

the time marching method is used to search the first-order
steady state of (20). This means that for I1x I

1
y

�

D1u • Eϕ = 0,

we solve:
∂u (x, y, t)

∂t
=
∂ϕx [u (x, y, t)]

∂x
+
∂ϕy [u (x, y, t)]

∂y
, (78)

where Eϕ(x, y, t) = (ϕx , ϕy) = {ϕx[u(x, y, t)], ϕy[u(x, y, t)]}.
Secondly, in a similar way, the solution procedure of

the fractional-order Euler-Lagrange equation also uses a
parabolic equation with time as an evolution parameter (the
time marching method), or equivalently, the fractional-order
gradient descent method [73]. Note that, with regard to a
two-dimensional signal such as an image, it is treated as a
function of time and space, u (x, y, t), and the time march-
ing method is used to search the fractional-order steady
state of (25) and (63), respectively. This means that for∫∫
�

Dv1u • Eϕdxdy = 0 and I v2x I
v2
y

�

Dv1u • Eϕ = 0, we solve,

respectively:

∂v2u (x, y, t)
∂tv2

= −
1

4π2

×Re
{
Dv1x ϕx [u (x, y, t)]+ D

v1
y ϕy [u (x, y, t)]

}
, (79)

∂v3u (x, y, t)
∂tv3

=
0(1+ v1)
0(v1)

×

{
D1
xϕx [u (x, y, t)]+ D

1
yϕy [u (x, y, t)]

}
, (80)

where Eϕ(x, y, t) = (ϕx , ϕy) = {ϕx[u(x, y, t)], ϕy[u(x, y, t)]}
and v1, v2, and v3 are positive real numbers, respectively.

IV. EXPERIMENT AND ANALYSIS
Fractional calculus has been applied to the solution of a
necessary condition for the fractional-order fixed boundary
optimization problems in signal processing and image pro-
cessing mainly because of its inherent strengths in terms
of long-term memory, non-locality, and weak singularity.
Fractional differential of an image can preserve the low-
frequency contour feature in the smooth area, and nonlinearly
keep high-frequency edge information and texture informa-
tion in those areas where grey scale changes frequently, and
as well as, nonlinearly enhance texture details in those areas
where grey scale does not change evidently [62]–[69]. Thus,
it is natural to ponder whether the fractional-order variational
method based texture inpainting/denoising could nonlinearly
restore/preserve the complex texture details of an imagewhile
inpainting/denoising or not.

For the convenience of implementation, the fractional-
order Euler-Lagrange equation based on fractional-order
Green formula is employed in the following examples.

From (63), we can see that first,
0(1+ v1)
0(v1)

[D1
xϕx+D

1
yϕy] = 0

is the fractional-order Euler-Lagrange equation of
−I v2x I

v2
y

�

Dv1u • Eϕ = 0, which can be directly and easily

implemented in spatial domain or time domain. Second,
0(1+ v1)
0(v1)

[D1
xϕx + D1

yϕy] = 0 is irrelevant to the order v2
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of fractional integral −I v2x I
v2
y

�

Dv1u • Eϕ = 0. Thus, let v2 = 1

for most real applications.

A. INPAINTING BASED ON FRACTIONAL-ORDER
VARIATIONAL METHOD
In this subsection, in order to take advantage of the fractional-
order Euler-Lagrange equation, a fractional-order inpainting
algorithm based on the fractional-order variational method is
illustrated.
Example 3: Inpainting is an image restoration problem,

which is the process of filling in the missing or desired image
information on the unavailable domains. Different from the
traditional integer-order variational method based inpaint-
ing method [22]–[29], the fractional-order differential of an
image and the fraction-power norm of this fractional-order
differential are used for a fractional-order variational method
based texture inpainting. A fractional-order inpainting algo-
rithm model is to minimize a fractional-order appropriate
energy functional:

E [u|u0] = I1x I
1
y

A∪B

f
(∣∣Dv1u∣∣v2)+ I1x I1y

B

λB

2
(u− u0)2

=

∫∫
A∪B

f
(∣∣Dv1u∣∣v2) dxdy+ ∫∫

B

λB

2
(u− u0)2 dxdy,

(81)

where B denotes the inpainting domain where original image
is missing, A denotes the neighbourhood of B, u (x, y) is
an image to be inpainted, u0 (x, y) is the available part of
the image u on �\B that is often noisy, � is an entire
image domain in real plane R2 with smooth boundary,
� bears a rectangular shape for most real applications, f () is
an analytic function, E denotes a fractional-order multi-
variable energy functional, E [u|u0] still means E [u], but
with u0 fixed as known, v1 and v2 are positive real numbers,
Dv1 =

(
Dv1x ,D

v1
y
)
denotes the v1-order differential operator,

and λB (x, y) = λ · 1�\B (x, y) denotes a regularization
parameter. The fractional-order Neumann boundary condi-

tion of (81) is 〈Dv1u, En〉 =
∂v1u
∂Env1

= 0, where En denotes the
normal to the boundary of u. It’s important to note that at
first, we assume that the image to be inpainted, u (x, y), is
spatially smooth and rich in textural details. Thus, the cor-
responding fractional-order regularization term is given by

∫∫
A∪B

f
(
|Dv1u|v2

)
dxdy. Secondly, we assume that the inpaint-

ing domain is close to its neighbourhood, which means that
the difference between u (x, y) and u0 (x, y) should be small.

Thus, the penalty term
∫∫
B

λB

2
(u− u0)2 dxdy is used for the

fidelity, which makes the proposed model better conditioned.
Let us assume that u (x, y) is the first-order extremal sur-

face of energy functional E , ξ (x, y) ∈ C∞0 (�) is an admis-
sible surface, a test function, closing to u (x, y). u (x, y) and
ξ (x, y) can be merged into a family of surfaces, u+αξ , where
α is a small parameter. When α = 0, the family of surfaces,
u+αξ , converts into the first-order extremal surface, u (x, y).
Thus, the first-order anisotropic diffusion of (81) can be
explained as the first-order dissipation process of a fractional-
order multi-variable energy functional E . To achieve the
first-order minimum of (81), the first-order derivative of a
fractional-order energy functional on the family of surfaces,
u+ αξ , is given as (82), as shown at the bottom of this page.
At first, for the first item on the right side of (97), as shown

at the bottom of this page, if the first-order differential of
f
(
|Dv1u+ αDv1ξ |v2

)
with respect to α is existed, δ1 (α) has a

first-order extreme point, a first-order stationary point, when
α = 0. Thus, from (97), the following can be obtained:

D1
αδ1 (α)

∣∣∣
α=0

= D1
α

∫∫
A∪B

f
(
|Eϕ|v2

)
dxdy

∣∣∣∣∣∣
α=0

=

∫∫
A∪B

D1
αf
(
|Eϕ|v2

)
dxdy

∣∣∣∣∣∣
α=0

=

∫∫
A∪B

D1
|Eϕ|v2

f
∣∣∣
α=0

v2
∣∣Dv1u∣∣v2−2Dv1u • Dv1ξdxdy

= 0, (83)

where with regard to a vector Eϕ = Dv1u + αDv1ξ , we have

‖Eϕ‖22 =
2∑
i=1
|ϕi|

2
= (Eϕ)T Eϕ = Eϕ • Eϕ, where symbol •

denotes the inner product. For the convenience of illustration,
in this paper, the equivalent notations || = ‖‖2 are used in
an arbitrary, interchangeable manner. Equation (83) searches
for the first-order extreme point of δ1 (α) with respect to α.
Because ξ (x, y) is a test function,Dv1ξ is arbitrary. Therefore,

D1
αδE

∣∣∣
α=0
= D1

α [δ1 (α)+ δ2 (α)]
∣∣∣
α=0

= D1
α I

1
x I

1
y

A∪B

f
(∣∣Dv1u+ αDv1ξ ∣∣v2)∣∣∣∣∣

α=0

+ D1
α I

1
x I

1
y

B

λB

2
(u+ αξ − u0)2

∣∣∣∣∣
α=0

= D1
α

∫∫
A∪B

f
(∣∣Dv1u+ αDv1ξ ∣∣v2) dxdy

∣∣∣∣∣∣
α=0

+ D1
α

∫∫
B

λB

2
(u+ αξ − u0)2 dxdy

∣∣∣∣∣∣
α=0

= 0. (82)
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−
0(1− v1)
0(−v1)

[
D1
x

(
D1
|Eϕ|v2

f
∣∣∣
α=0

v2
∣∣Dv1u∣∣v2−2Dv1x u)+ D1

y

(
D1
|Eϕ|v2

f
∣∣∣
α=0

v2
∣∣Dv1u∣∣v2−2 Dv1y u)] = 0. (84)

from (63), to enable (83) to be set up, a necessary condition
can be given (84), as shown at the top of this page.

Without loss of generality, let us set f
(
|Eϕ|v2

)
= |Eϕ|v2 .

Thus, D1
|Eϕ|v2

f = 1. Substituting D1
|Eϕ|v2

f = 1 into (84),
one can obtain:

−
0(1− v1)
0(−v1)

v2
[
D1
x

(∣∣Dv1u∣∣v2−2 Dv1x u)
+D1

y

(∣∣Dv1u∣∣v2−2Dv1y u)] = 0. (85)

Secondly, for the second item on the right side of (82), the
following can be obtained:

D1
αδ2 (α)

∣∣∣
α=0
= D1

α I
1
x I

1
y

B

λB

2
(u+ αξ − u0)2

∣∣∣∣∣
α=0

= I1x I
1
y

B

D1
α

[
λB

2
(u+ αξ − u0)2

]∣∣∣∣∣
α=0

=

∫∫
B

λB(u− u0)ξdxdy

= 0. (86)

Since ξ (x, y) is a test function, the corresponding ξ (x, y) is
arbitrary. Therefore, according to the fundamental lemma of
variation [6], [16], to enable (86) to be set up, a necessary
condition can be given as:

λB(u− u0) = 0. (87)

Thus, from (85) and (87), we can derive the fractional-order
Euler-Lagrange equation of D1

αδE (α)
∣∣
α=0 = 0, given as:

−
0(1− v1)
0(−v1)

v2
[
D1
x

(∣∣Dv1u∣∣v2−2Dv1x u)
+D1

y

(∣∣Dv1u∣∣v2−2Dv1y u)]+ λB(u− u0) = 0. (88)

The solution procedure of (88) uses a parabolic equation with
time as an evolution parameter (the time marching method),
or equivalently, the first-order gradient descent method. Note
that, we treat an image as a function of time and space, and
use the time marching method to search the fractional-order
steady state of (88). This means that we solve:

∂u
∂t
=
0(1− v1)
0(−v1)

v2
[
D1
x

(∣∣Dv1u∣∣v2−2Dv1x u)
+D1

y

(∣∣Dv1u∣∣v2−2Dv1y u)]− λB(u− u0). (89)
When

∂u
∂t
= 0, the time marching method converges to the

first-order steady state of (88). Furthermore, we must com-
pute λB (t) in (89). Let us suppose that

∫∫
A

(u− u0)dxdy = 0

and
∫∫
A

(u− u0)2dxdy = σ 2, where σ 2 is the variance of the

added noise of u0. We multiply by (u− u0) on the both sides

of (88) and integrate by parts in the domain of B, the left side
of (88) vanishes. Thus, the following can be obtained as (90),
as shown at the top of the next page.

Equations (89) and (90), as shown at the top of the next
page, should be numerically implemented. At first, let us
suppose 1t denotes time interval, n = 0, 1, · · · denotes
time (the number of iterations). Thus, tn = n1t . Here
t0 = 0 denotes an initial time. In (89) and (90), un =
u(x, y, tn), and un0(x, y, tn) = u00(x, y, t0). Secondly, in (79),
(80), (89), and (90), the fractional-order differential oper-
ators, Dv, Dvx , and Dvy, of a two-dimensional signal such
as digital image should be numerically implemented. Equa-
tion (1) shows that for the Grünwald-Letnikov definition of
fractional calculus, the limit symbol may be removed whenN
is sufficiently large. Thus, the convergence rate and accuracy
are improved by introducing a signal value at a non-node
into the Grünwald-Letnikov definition, i.e. G−La Dvx f (x) ∼=
x−vN v

0(−v)

N−1∑
k=0

0(k − v)
0(k + 1)

f (x +
vx
2N
−
kx
N
). Using the Lagrange

interpolation polynomial when n = 3 points to perform the
fractional-order interpolation, we can obtain the fractional-
order differential operator in the eight symmetric directions
[62], [68], [69]. Thus, the discrete definitions of Dvx and Dvy
in two-dimensional space [69] are as (91) and (92), as shown
at the top of the next page.

In particular, when v = 1, the fractional-order differential
operator is converted to the traditional first-order differential
operator. Thirdly, in (89), according to the first-order gradient
descent method, one can obtain:

∂u
∂t
≈
un+1 − un

1t
. (93)

Thus, from (89), (90), and (93), the following can be obtained
(94) and (95), as shown at the top of the next page, where
σ n

2
=

∑
x,y

(
un − u00

)2
. Fourthly, the numerical implemen-

tation of the fractional-order partial differential equation
should be restricted by Courant-Friedrichs-Lewy (CFL) con-
dition [122]. Finally, it may be considered that |Dv1un| = 0
during the numerical iteration computation of (94) and (95).
To enable (94) and (95) to be implemented, if |Dv1un| ≤ ε,
let us set |Dv1un| = ε, where ε is a small positive constant.
Without loss of generality, in the following experiments, let
us set ε = 10−5.

In order to illustrate the capability of restoring the edges
and textural details of the fractional-order inpainting algo-
rithm based on the fractional-order variational method, it was
analyzed by considering the integer-order inpainting algo-
rithm based on the classic integer-order variational method
[21]–[29] vis-à-vis the proposed fractional-order inpainting
algorithm and a suitable texture image i.e. a hair image.
We artificially damaged the original hair image at random

VOLUME 4, 2016 10123



Y.-F. PU: Fractional-Order Euler–Lagrange Equation for Fractional-Order Variational Method

λB(t) =
0(1− v1)
σ 20(−v1)

v2

∫∫
A

[
D1
x

(∣∣Dv1u∣∣v2−2Dv1x u)+ D1
y

(∣∣Dv1u∣∣v2−2Dv1y u)] (u− u0)dxdy. (90)

Dvxu(x, y, t) ≈ (
v
4
+
v2

8
)u(x + 1, y, t)+ (1−

v2

2
−
v3

8
)u(x, y, t)

+
1

0(−v)

n−2∑
k=1

[
0(k − v+ 1)

(k + 1)!
·

(
v
4
+
v2

8

)
+
0(k − v)

k!
· (1−

v2

4
)+

0(k − v− 1)
(k − 1)!

·

(
−
v
4
+
v2

8

)]
u(x − k, y, t)

+

[
0(n− v− 1)
(n− 1)!0(−v)

·

(
1−

v2

4

)
+
0(n− v− 2)
(n− 2)!0(−v)

·

(
−
v
4
+
v2

8

)]
u(x − n+ 1, y, t)

+
0(n− v− 1)
(n− 1)!0(−v)

·

(
−
v
4
+
v2

8

)
u(x − n, y, t), (91)

Dvyu(x, y, t) ≈ (
v
4
+
v2

8
)u(x, y+ 1, t)+ (1−

v2

2
−
v3

8
)u(x, y, t)

+
1

0(−v)

n−2∑
k=1

[
0(k − v+ 1)

(k + 1)!
·

(
v
4
+
v2

8

)
+
0(k − v)

k!
· (1−

v2

4
)+

0(k − v− 1)
(k − 1)!

·

(
−
v
4
+
v2

8

)]
u(x, y− k, t)

+

[
0(n− v− 1)
(n− 1)!0(−v)

·

(
1−

v2

4

)
+
0(n− v− 2)
(n− 2)!0(−v)

·

(
−
v
4
+
v2

8

)]
u(x, y− n+ 1, t)

+
0(n− v− 1)
(n− 1)!0(−v)

·

(
−
v
4
+
v2

8

)
u(x, y− n, t), (92)

un+1 =
0(1− v1)
0(−v1)

v2
[
D1
x

(∣∣Dv1un∣∣v2−2Dv1x un)+ D1
y

(∣∣Dv1un∣∣v2−2Dv1y un)]1t − λnB1tun0 + (1+ λnB1t)u
n, (94)

λnB =
0(1− v1)

σ n
2
0(−v1)

v2
∑
x,y

[
D1
x

(∣∣Dv1un∣∣v2−2Dv1x un)+ D1
y

(∣∣Dv1un∣∣v2−2Dv1y un)] (un − u0), (95)

and used this damaged image as the test image. No a priori
knowledge regarding the characteristics of the original hair
image is either known or required. We set v1 = 2.25 and
v2 = 2.5 in (94) and (95). Suppose we set the same parame-
ters, the time interval 1t = 0.0001, the number of iterations
n = 150, for both the fractional-order inpainting algorithm
and the integer-order one in this simulation experiment. Thus,
the results of the comparative inpainting experiments for the
hair image are shown in Fig. 3.

To consider the visual effects for the purpose of com-
parison, from Fig. 3 (a), (b), (e), (f), (g), and (h), we
can see that the capability of the integer-order inpainting
algorithm based on the integer-order variational method to
restore the edges and textural details is worse than that
of the fractional-order inpainting algorithm based on the
fractional-order variational method. In particular, the extent
to which the integer-order inpainting algorithm is able to
restore the local edges and textural details is relatively weaker
than that of the fractional-order inpainting algorithm. The
integer-order inpainting algorithm tends to uniformly com-
pensate the damaged image if there are rich local edges and
textural details, often resulting in a blocky structure appear-
ance of the output image. In comparison, the result of restor-
ing the edges and textural details of the fractional-order

inpainting algorithm is relatively clearer than that of the
integer-order inpainting algorithm. The inpainted image
regions of the integer-order inpainting algorithm appear rel-
atively smoother than those produced by the fractional-order
inpainting algorithm.

Next, with the objective of performing a quantitative anal-
ysis, we obtained the peak signal-to-noise ratio (PSNR)
between the inpainted image and the original image to evalu-
ate the inpainting effects of each competing algorithm under
consideration. The PSNR is defined via the mean squared
error (MSE). Given a noise-free m× n monochrome image I
and its noisy approximated image K , the MSE can be defined

as MSE =
1
mn

m−1∑
x=0

n−1∑
y=0

[I (x, y)− K (x, y)]2. The PSNR

(in dB) can be defined as PSNR = 10 · log10 (MAXI/MSE),
where, MAXI is the maximum possible pixel value of the
image I . The PSNR of the integer-order inpainting algo-
rithm and that of the fractional-order inpainting algorithm are
16.3560 and 19.8275, respectively. The PSNR of the integer-
order inpainting algorithm is much smaller than that of the
fractional-order inpainting algorithm, which shows that the
high-frequency edges and textural details of the inpainted
image of the integer-order inpainting algorithm is sharply
diffused and smoothed. This, in turn, indicates that the
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FIGURE 3. Comparative inpainting experiments on a hair image. (a) Original hair image, (b) Enlarged detail of lower right 1/16 of (a), (c) Damaged
hair image, (d) Template of inpainting, (e) Integer-order inpainting algorithm, (f) Enlarged detail of lower right 1/16 of (e), (g) Fractional-order
inpainting algorithm, (h) Enlarged detail of lower right 1/16 of (g).

structural similarity of the edges and textural details between
its corresponding inpainted image and the original image is
weaker than that of the fractional-order inpainting algorithm.
The capability of restoring the edges and textural details of the
fractional-order inpainting algorithm is obviously superior to
that of the integer-order inpainting algorithm, especially for
images rich in textural detail.

Moreover, in order to extend our analysis of the capability
of the fractional-order inpainting algorithm to restore edges
and textural details, we chose another suitable texture image
i.e. a wood grain image to further illustrate. We also ran-
domly damaged the original wood grain image and used this
damaged image as the test image. No a priori knowledge
regarding the characteristics of the original wood grain image
is either known or required. We still set v1 = 2.25 and
v2 = 2.5 in (94) and (95). Suppose we set the same parame-
ters, the time interval 1t = 0.0001, the number of iterations
n = 90, for both the fractional-order inpainting algorithm
and the integer-order one in this simulation experiment. Thus,
the results of the comparative inpainting experiments for the
wood grain image are shown in Fig. 4.

From Fig. 4 (a), (b), (e), (f), (g), and (h), we can see
that the result of restoring the edges and textural details
of the fractional-order inpainting algorithm is relatively
clearer than that of the integer-order inpainting algorithm.
The inpainted image regions of the integer-order inpainting
algorithm appear relatively smoother than those produced by
the fractional-order inpainting algorithm. Next, the PSNR
of the integer-order inpainting algorithm and that of the

fractional-order inpainting algorithm are 15.4562 and
16.5723, respectively. The capability of restoring the edges
and textural details of the fractional-order inpainting algo-
rithm is obviously superior to that of the integer-order inpaint-
ing algorithm, especially for images rich in textural detail.

In addition, as the next experimental step, we then selected
another suitable texture image i.e. a moonscape image for
the purpose of implementing comparative experiments. We
also stochastically damaged the original moonscape image
and used this damaged image as the test image. No a priori
knowledge regarding the characteristics of the original moon-
scape image is either known or required. We still set
v1 = 2.25 and v2 = 2.5 in (94) and (95). Suppose we
set the same parameters, the time interval 1t = 0.0001,
the number of iterations n = 150, for both the fractional-
order inpainting algorithm and the integer-order one in this
simulation experiment. Thus, the results of the comparative
inpainting experiments for the moonscape image are shown
in Fig. 5.

From Fig. 5 (a), (b), (e), (f), (g), and (h), we can see
that the result of restoring the edges and textural details of
the fractional-order inpainting algorithm is relatively clearer
than that of the integer-order inpainting algorithm. The
inpainted image regions of the integer-order inpainting algo-
rithm appear relatively smoother than those produced by the
fractional-order inpainting algorithm. Next, the PSNR of the
integer-order inpainting algorithm and that of the fractional-
order inpainting algorithm are 21.7132 and 23.0138, respec-
tively. The capability of restoring the edges and textural
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FIGURE 4. Comparative inpainting experiments on a wood grain image. (a) Original wood grain image, (b) Enlarged detail of lower left 1/16
of (a), (c) Damaged wood grain image, (d) Template of inpainting, (e) Integer-order inpainting algorithm, (f) Enlarged detail of lower left 1/16
of (e), (g) Fractional-order inpainting algorithm, (h) Enlarged detail of lower left 1/16 of (g).

FIGURE 5. Comparative inpainting experiments on a moonscape image. (a) Original moonscape image, (b) Enlarged detail of higher right 1/16
of (a), (c) Damaged moonscape image, (d) Template of inpainting, (e) Integer-order inpainting algorithm, (f) Enlarged detail of higher right 1/16
of (e), (g) Fractional-order inpainting algorithm, (h) Enlarged detail of higher right 1/16 of (g).

details of the fractional-order inpainting algorithm is obvi-
ously superior to that of the integer-order inpainting
algorithm, especially for images rich in textural
detail.

B. IMAGE DENOISING BASED ON FRACTIONAL-ORDER
VARIATIONAL METHOD
In this subsection, in order to take advantage of the fractional-
order Euler-Lagrange equation, a fractional-order denoising

algorithm based on the fractional-order variational method is
illustrated.
Example 4: Image denoising is another image restoration

problem. Different from the traditional integer-order vari-
ational method based image denoising method [17]–[21],
the fractional-order differential of an image, the fraction-
power norm of this fractional-order differential, and the
fractional-order extreme point of their energy functional
are used for the fractional-order variational method based
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Dv3α δE = Dv3α [δ1 (α)+ δ2 (α)]

= Dv3α I1x I
1
y

�

f
[∣∣Dv1u+ (α − 1)Dv1ξ

∣∣v2]+ Dv3α I1x I
1
y

�

λ [u+ (α − 1) ξ − u0] u0

= Dv3α

∫∫
�

f
[∣∣Dv1u+ (α − 1)Dv1ξ

∣∣v2] dxdy+ Dv3α λ ∫∫
�

[u+ (α − 1) ξ − u0] u0dxdy

= 0, (97)

image denoising. A fractional-order denoising algorithm
is to minimize a fractional-order appropriate energy
functional:

E [u] = I1x I
1
y

�

f
(∣∣Dv1u∣∣v2)+ I1x I1y

�

λ (u− u0) u0

=

∫∫
�

f
(∣∣Dv1u∣∣v2) dxdy+ λ ∫∫

�

(u− u0) u0dxdy,

(96)

where u denotes a clean image, u0 denotes a noisy image,
λ denotes a regularization parameter,� is an the entire image
domain in real plane R2 with smooth boundary, � bears
a rectangular shape for most real applications, E denotes
a fractional-order multi-variable energy functional, f () is
an analytic function, v1 and v2 are positive real numbers,
Dv1 =

(
Dv1x ,D

v1
y
)
denotes the v1-order differential operator,

and λ denotes a regularization parameter. The fractional-
order Neumann boundary condition of (96) is 〈Dv1u, En〉 =
∂v1u
∂Env1

= 0, where En denotes the normal to the boundary of u.

It’s important to note that at first, we assume that the clean
image, u (x, y), is spatially smooth and rich in textural details.
Thus, the corresponding fractional-order regularization term
is given by

∫∫
�

f
(
|Dv1u|v2

)
dxdy. Secondly, we assume that

the clean image is close to the noisy image, which means that
the difference between u (x, y) and u0 (x, y) should be small.
Thus, the penalty term λ

∫∫
�

(u− u0) u0dxdy is used for the

fidelity, which makes the proposed model better conditioned.
In order to avoid incomplete beta function being not set
up, the fidelity term in (96) is set to λ

∫∫
�

(u− u0) u0dxdy,

rather than λ
∫∫
�

(u− u0)2 dxdy, where λ
∫∫
�

(u− u0) u0dxdy

is a cross energy between (u− u0) and u0.
Let us assume that u (x, y) is the fractional-order extremal

surface of a fractional-order energy functional E , ξ (x, y) ∈
C∞0 (�) is an admissible surface, a test function, closing to
u (x, y). Then, u (x, y) and ξ (x, y) can be merged into a family
of surfaces, u + (α − 1) ξ , where α is a small parameter.
When α = 1, the family of surfaces, u+ (α − 1) ξ , converts
into the fractional-order extremal surface, u (x, y). Thus, the
fractional-order anisotropic diffusion of (96) can be explained
as the fractional-order dissipation process of a fractional-
order multi-variable energy functional E . To achieve the
fractional-orderminimumof (96), the fractional-order deriva-
tive of a fractional-order energy functional on the family of

surfaces, u + (α − 1) ξ , is given (97), as shown at the top of
this page, where v3 is a positive real number.
At first, for the first item on the right side of (97), if the

v3-order differential of f
[
|Dv1u+ (α − 1)Dv1ξ |v2

]
with

respect to α is existed, δ1 (α) has a v3-order extreme point,
a v3-order stationary point, when α = 1. Thus, from (97), the
following can be obtained:

Dv3α δ1 (α)
∣∣
α=1 =

∂v3

∂αv3

∫∫
�

f
(
|Eϕ|v2

)
dxdy

∣∣∣∣∣∣
α=1

=

∫∫
�

∂v3

∂αv3
f
(
|Eϕ|v2

)
dxdy

∣∣∣∣∣∣
α=1

= 0, (98)

where with regard to a vector Eϕ = Dv1u+ (α − 1)Dv1ξ , we

have ‖Eϕ‖22 =
2∑
i=1
|ϕi|

2
= (Eϕ)T Eϕ = Eϕ • Eϕ, where symbol •

denotes the inner product. For the convenience of illustration,
in this paper, the equivalent notations || = ‖‖2 are used in
an arbitrary, interchangeable manner. Equation (98) searches
for the v3-order extreme point of δ1 (α) with respect to α.

Further, provided v is a fraction, when n > v,
(
v
n

)
=

0 (1+ v)
0 (1− n+ v) 0 (1+ n)

=
(−1)n 0 (n− v)
0 (−v) 0 (1+ n)

6= 0. Thus,

from (57) and Faà di Bruno’s formula, it follows that (99),
as shown at the top of the previous page, where ρ is an
arbitrary constant and g (α) = |Eϕ|v2 . On the right side of
(99), the item of n = 0 is separated from summation symbol
∞∑
n=0

. Equation (99) shows that the fractional derivative of a

composite function is equal to an infinite sum, in which Pk
satisfies: 

n∑
k=1

kPk = n

n∑
k=1

Pk = m.
(100)

The third summation symbol
∑

in (99) denotes the sum up

of

{
n∏

k=1

1
Pk !

[
Dkα−ρg
k!

]Pk}∣∣∣∣∣
m=1→n

corresponding to the whole

combination of Pk |m=1→n that satisfies (100). Thus, substi-
tuting (99) into (98), one can obtain (101), as shown at the
top of the next page.

In order to simplify the calculation, without loss of gen-
erality, let us suppose that f (η) = η. Thus, according to
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Dvα−ρ f [g (α)] =
(α − ρ)−v

0 (1− v)
f +

∞∑
n=1

(
v
n

)
(α − ρ)n−v

0 (n− v+ 1)
n!

n∑
m=1

Dmg f
∑ n∏

k=1

1
Pk !

[
Dkα−ρg

k!

]Pk
, (99)

∫∫
�

∂v3

∂αv3
f
(
|Eϕ|v2

)
dxdy

∣∣∣∣∣∣
α=1

=

∫∫
�

α−v3 f
(
|Eϕ|v2

)
0 (1− v3)

+

∞∑
n=1

(
v3
n

)
αn−v3

0 (n− v3 + 1)
n!

n∑
m=1

Dm
|Eϕ|v2

f
∑ n∏

k=1

1
Pk !

[
Dkα

(
|Eϕ|v2

)
k!

]Pk
dxdy

∣∣∣∣∣∣
α=1

=

∫∫
�

f
(
|Dv1u|v2

)
0 (1− v3)

+

∞∑
n=1

(−1)n 0 (n− v3)
0 (−v3) 0 (n− v3 + 1)

n∑
m=1

Dm
|Eϕ|v2

f
∣∣∣
α=1

∑ n∏
k=1

1
Pk !

[
Dkα

(
|Eϕ|v2

)∣∣
α=1

k!

]Pk
dxdy

= 0. (101)∫∫
�

|Dv1u|v2

0 (1− v3)
+

∞∑
n=1

(−1)n 0 (n− v3)
0 (−v3) 0 (n− v3 + 1)


n∏

k=1

1
Pk !

[
Dkα

(
|Eϕ|v2

)∣∣
α=1

k!

]Pk
m=1

dxdy = 0. (102)

properties of the integer-order calculus, D1
ηf (η) = 1 and

Dmη f (η)
m≥2
≡ 0. Therefore, (101) can be simplified as (102),

as shown at the top of this page.
In addition, from (100), we can see that if m = 1, Pk

satisfies Pn = 1 and P1 = P2 = · · · = Pn−1 = 0. Thus,
(102) can be can be further simplified as:∫∫
�

|Dv1u|v2

0 (1− v3)

+

∞∑
n=1

(−1)n0 (n− v3)
0 (−v3) 0 (n− v3 + 1)

Dnα
(
|Eϕ|v2

)∣∣
α=1

n!
dxdy = 0.

(103)

Further, the expression of Dnα
(
|Eϕ|v2

)∣∣
α=1 when n is an

odd number (n = 2k + 1, k = 0, 1, 2, 3 · · · ) is differ-
ent from that of Dnα

(
|Eϕ|v2

)∣∣
α=1 when n is an even number

(n = 2k, k = 1, 2, 3 · · · ), which can be given as,
respectively:

Dnα
(
|Eϕ|v2

)∣∣n=2k+1
α=1 =

n∏
τ=1

(v2 − τ + 1)
∣∣Dv1u∣∣v2−n−1

×
∣∣Dv1ξ ∣∣n−1 (Dv1ξ) • (Dv1u) , (104)

Dnα
(
|Eϕ|v2

)∣∣n=2k
α=1 =

n∏
τ=1

(v2 − τ + 1)
∣∣Dv1u∣∣v2−n ∣∣Dv1ξ ∣∣n .

(105)

Then, substitution of (104) and (105) into (103) results
in (106), as shown at the top of the next page, where we

set
n∏
τ=1

(v2 − τ + 1)
n=0
= 1. Because ξ (x, y) is a test function,

|Dv1ξ |2k andDv1ξ are arbitrary. From (63), we can derive that
0(1+ v1)
0(v1)

[D1
xϕx + D

1
yϕy] = 0 is the fractional-order Euler-

Lagrange formula of −
∫∫
�

Dv1u • Eϕdxdy = 0, where u(x, y)

denotes an arbitrary scalar function and Eϕ =
(
ϕx , ϕy

)
denotes

a vector function. Therefore, according to the fractional-order
Euler-Lagrange formula and the fundamental lemma of vari-
ation [6], [16], to enable (106) to be set up, a corresponding
necessary condition can be given (107), as shown at the top

of the next page, where we set
n∏
τ=1

(v2 − τ + 1)
n=0
= 1.

Secondly, for the second item on the right side of (97), the
following can be obtained (108), as shown at the top of the
next page.

Since ξ (x, y) is a test function, the corresponding
[0 (2− v3) (u− u0 − ξ)+ 0 (1− v3) ξ ] is arbitrary. There-
fore, according to the fundamental lemma of variation
[6], [16], to enable (108) to be set up, a necessary condition
can be given as:

λu0
0(1− v3)0(2− v3)

= 0. (109)

Thus, from (107) and (109), we can derive the fractional-
order Euler-Lagrange equation of Dv3α δE (α)

∣∣
α=1 = 0,

given (110), as shown at the top of the next
page.

The solution procedure of (110) uses a parabolic equa-
tion with time as an evolution parameter (the time
marching method), or equivalently, the fractional-order gra-
dient descent method [73]. Note that, we treat an image as
a function of time and space, and use the time marching
method to search the fractional-order steady state of (110).
This means that we solve (111), as shown at the top of the

next page, where we set
n∏
τ=1

(v2 − τ + 1)
n=0
= 1.When

∂v3u
∂tv3
=

0, the time marching method converges to the fractional-
order steady state of (110). Furthermore, we must compute
λ (t) in (111). Let us suppose that

∫∫
�

(u− u0)dxdy = 0
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∫∫
�

∞∑
k=0

2k∏
τ=1

(v2 − τ + 1) |Dv1u|v2−2k−2 |Dv1ξ |2k

0 (−v3) (2k)!

(
Dv1u

)
• Dv1

[
0 (2k − v3)

0 (2k − v3 + 1)
u−

(v2 − 2k) 0 (2k − v3 + 1)
(2k + 1) 0 (2k − v3 + 2)

ξ

]
dxdy

=

∫∫
�

∞∑
k=0

2k∏
τ=1

(v2 − τ + 1)

(2k)!

{
0 (2k − v3) |Dv1u|v2−2k

0 (−v3) 0 (2k − v3 + 1)

∣∣Dv1ξ ∣∣2k − (v2 − 2k) 0 (2k − v3 + 1) |Dv1u|v2−2k−2

(2k + 1) 0 (−v3) 0 (2k − v3 + 2)

×

[(
Dv1u

)
•
∣∣Dv1ξ ∣∣2k (Dv1ξ)]} dxdy

= 0, (106)

∞∑
k=0

2k∏
τ=1

(v2 − τ + 1)

(2k)!

{
0 (2k − v3) |Dv1u|v2−2k

0 (−v3) 0 (2k − v3 + 1)
+
(v2 − 2k) 0 (1+ v1) 0 (2k − v3 + 1) |Dv1u|v2−2k−2

(2k + 1) 0 (v1) 0 (−v3) 0 (2k − v3 + 2)

×

[
D1
x
(
Dv1x u

)
+ D1

y

(
Dv1y u

)]}
= 0, (107)

Dv3α δ2 (α)
∣∣
α=1 = Dv3α I1x I

1
y

�

λ [u+ (α − 1) ξ − u0] u0

∣∣∣∣∣
α=1

=

∫∫
�

λu0
0 (1− v3) 0 (2− v3)

[0 (2− v3) (u− u0 − ξ)+ 0 (1− v3) ξ ] dxdy

= 0. (108)

∞∑
k=0

2k∏
τ=1

(v2 − τ + 1)

(2k)!

{
0 (2k − v3) |Dv1u|v2−2k

0 (−v3) 0 (2k − v3 + 1)
+
(v2 − 2k) 0 (1+ v1) 0 (2k − v3 + 1) |Dv1u|v2−2k−2

(2k + 1) 0 (v1) 0 (−v3) 0 (2k − v3 + 2)

×

[
D1
x
(
Dv1x u

)
+ D1

y

(
Dv1y u

)]}
+

λu0
0(1− v3)0(2− v3)

= 0. (110)

∂v3u
∂tv3
= −

∞∑
k=0

2k∏
τ=1

(v2 − τ + 1)

(2k)!

{
0 (2k − v3) |Dv1u|v2−2k

0 (−v3) 0 (2k − v3 + 1)
+
(v2 − 2k) 0 (1+ v1) 0 (2k − v3 + 1) |Dv1u|v2−2k−2

(2k + 1) 0 (v1) 0 (−v3) 0 (2k − v3 + 2)

×

[
D1
x
(
Dv1x u

)
+ D1

y

(
Dv1y u

)]}
−

λu0
0(1− v3)0(2− v3)

, (111)

λ =
−0(1− v3)0(2− v3)

σ 2

∫∫
�

∞∑
k=0

2k∏
τ=1

(v2 − τ + 1)

(2k)!

{
0 (2k − v3) |Dv1u|v2−2k

0 (−v3) 0 (2k − v3 + 1)

+
(v2 − 2k) 0 (1+ v1) 0 (2k − v3 + 1) |Dv1u|v2−2k−2

(2k + 1) 0 (v1) 0 (−v3) 0 (2k − v3 + 2)

[
D1
x
(
Dv1x u

)
+ D1

y

(
Dv1y u

)]} (u− u0)2
u0

dxdy. (112)

and
∫∫
�

(u− u0)2dxdy = σ 2, where σ 2 is the variance

of the added noise of u0. We multiply by (u− u0)2/u0
on the both sides of (110) and integrate by parts in the
domain of �, the left side of (110) vanishes. Thus, the
following can be obtained (112), as shown at the top of
this page.

Equations (111) and (112) should be numerically imple-
mented. At first, in (111), according to the fractional-order
gradient descent method [73], one can obtain:

∂v3u
∂tv3
= 1t−v3

[
un+1−un+

2µη
0(3−v3)

(un − uv3∗)2(un)−v3
]
,

(113)
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un+1 = I
(
un
)
1tv3 −

λn1tv3

0(1− v3)0(2− v3)
un0 + u

n
−

2µ
0(3− v3)

(
un−1 − un

)2 (
un
)−v3 , (114)

λn =
0(1− v3)0(2− v3)

σ n
2

∑
(x,y)∈�

I (un)

(
un − un0

)2
un0

, (115)

I
(
un
)
= −

1∑
k=0

2k∏
τ=1

(v2 − τ + 1)

(2k)!

{
0 (2k − v3) |Dv1un|v2−2k

0 (−v3) 0 (2k − v3 + 1)
+
(v2 − 2k) 0 (1+ v1) 0 (2k − v3 + 1) |Dv1un|v2−2k−2

(2k + 1) 0 (v1) 0 (−v3) 0 (2k − v3 + 2)

×

[
D1
x
(
Dv1x u

n)
+ D1

y

(
Dv1y u

n
)]}

, (116)

where uv3∗ is the v3-order optimal value of u, η 6= 0 is
a constant that controls the degree of convexity-concavity,
and µ is the constant coefficient that controls the stability
and the rate of convergence of the fractional-order gradi-
ent descent method. uv3∗ is unknown beforehand, but every
iterative result is an approximate value to uv3∗ in the solu-
tion procedure, i.e. un → uv3∗. Thus, let (un − uv3∗)2 ≈(
un−1 − un

)2
, η = 1 and µ = 0.005 in the following exam-

ple. Thus, from (111), (112), and (113), the following can be
obtained as (114)–(116), as shown at the top of this page,

where we set
n∏
τ=1

(v2 − τ + 1)
n=0
= 1. Secondly, the numeri-

cal implementation of the fractional-order partial differen-
tial equation should be restricted by CFL condition [122].

Thirdly, in (111) and (112), for the convenience of compu-
tation, k only takes k = 0, 1 as an approximation instead of
k = 0 → ∞. Finally, it may be considered that un = 0
and |Dv1un| = 0 during the numerical iteration computa-
tion of (114) and (115). To enable (114) and (115) to be
implemented, if un = 0 and |Dv1un| ≤ ε, let un = ε and
|Dv1un| = ε, where ε is a small positive constants. Without
loss of generality, in the following experiments, let ε = 10−5.
The capability of maintaining the edges and textural details

of the fractional-order denoising algorithm based on the
fractional-order variational method was analyzed by con-
sidering the integer-order denoising algorithm based on the
classic integer-order variational method [17]–[21] vis-à-vis
the proposed fractional-order denoising algorithm and a

FIGURE 6. Comparative denoising experiments on a wood grain image. (a) Original wood grain image, (b) Enlarged detail of higher right 1/16
of (a), (c) Noised wood grain image, (d) Enlarged detail of higher right 1/16 of (c), (e) Integer-order denoising algorithm, (f) Enlarged detail
of higher right 1/16 of (e), (g) Fractional-order denoising algorithm, (h) Enlarged detail of higher right 1/16 of (g).

10130 VOLUME 4, 2016



Y.-F. PU: Fractional-Order Euler–Lagrange Equation for Fractional-Order Variational Method

FIGURE 7. Comparative denoising experiments on a radial annulus image. (a) Original radial annulus image, (b) Enlarged detail of higher right
1/16 of (a), (c) Noised radial annulus image, (d) Enlarged detail of higher right 1/16 of (c), (e) Integer-order denoising algorithm, (f) Enlarged detail
of higher right 1/16 of (e), (g) Fractional-order denoising algorithm, (h) Enlarged detail of higher right 1/16 of (g).

suitable texture image i.e. a wood grain image. Without loss
of generality, let us suppose that the added noise is subject to
Gaussian distribution N (0, 10−2), with which we randomly
degraded the original wood grain image and used this noised
image as the test image. No a priori knowledge regarding
the characteristics of the original wood grain image is either
known or required. We set v1 = 1.65, v2 = 2.75, and
v3 = 1.25 in (114), (115), and (116). Suppose we set the same
parameters, the time interval 1t = 0.000625, the number
of iterations n = 400, for both the fractional-order denois-
ing algorithm and the integer-order one in this simulation
experiment. Thus, the results of the comparative denoising
experiments for the wood grain image are shown in Fig. 6.

To consider the visual effects for the purpose of compari-
son, from Fig. 6 (a), (b), (e), (f), (g), and (h), we can see that
the capability of the integer-order denoising algorithm based
on the integer-order variational method to maintain the edges
and textural details is worse than that of the fractional-order
denoising algorithm based on the fractional-order variational
method. In particular, the extent to which the integer-order
denoising algorithm is able to maitain the local edges and
textural details is relatively weaker than that of the fractional-
order denoising algorithm. The integer-order denoising algo-
rithm tends to overly smooth the noised image if there are
rich high-frequency edges and textural details, often resulting
in a blurry appearance of the output image. In comparison,
the result of maintaining the edges and textural details of the
fractional-order denoising algorithm is relatively clearer than
that of the integer-order denoising algorithm. The denoised

image of the integer-order denoising algorithm appears
relatively smoother and more unclear than that produced by
the fractional-order denoising algorithm.

Next, with the objective of performing a quantitative anal-
ysis, we obtained the PSNR between the denoised image and
the original image to evaluate the denoising effects of each
competing algorithm under consideration. The PSNR of the
integer-order denoising algorithm and that of the fractional-
order denoising algorithm are 20.2832 and 22.4786, respec-
tively. The PSNR of the integer-order denoising algorithm
is much smaller than that of the fractional-order denoising
algorithm, which shows that the high-frequency edges and
textural details of the denoised image of the integer-order
denoising algorithm is sharply diffused and smoothed. This,
in turn, indicates that the structural similarity of the edges and
textural details between its corresponding denoised image
and the original image is weaker than that of the fractional-
order denoising algorithm. The capability of maintaining the
edges and textural details of the fractional-order denoising
algorithm is obviously superior to that of the integer-order
denoising algorithm, especially for images rich in textural
detail.

In addition, as the next experimental step, we then selected
another suitable texture image i.e. a radial annulus image for
the purpose of achieving comparative experiments. We also
stochastically degraded the original radial annulus imagewith
Gaussian distribution noise N (0, 10−2) and used this noised
image as the test image. No a priori knowledge regarding the
characteristics of the original radial annulus image is either
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known or required. We still set set v1 = 1.65, v2 = 2.75,
and v3 = 1.25 in (114), (115), and (116). Suppose we set
the same parameters, the time interval 1t = 0.000625,
the number of iterations n = 400, for both the fractional-
order denoising algorithm and the integer-order one in this
simulation experiment. Thus, the results of the comparative
denoising experiments for the moonscape image are shown
in Fig. 7.

From Fig. 7 (a), (b), (e), (f), (g), and (h), we can see that
the result of maintaining the edges and textural details of the
fractional-order denoising algorithm is relatively clearer than
that of the integer-order denoising algorithm. The denoised
image of the integer-order denoising algorithm appears rela-
tively smoother than those produced by the fractional-order
denoising algorithm. Next, the PSNR of the integer-order
denoising algorithm and that of the fractional-order denoising
algorithm are 17.1512 and 19.7222, respectively. The capa-
bility of maintaining the edges and textural details of the
fractional-order denoising algorithm is obviously superior to
that of the integer-order denoising algorithm, especially for
images rich in textural detail.

V. CONCLUSIONS
How to apply fractional calculus to variational method is
an emerging scientific field that has been seldom received
desired attention. Similar to the classical first-order Euler-
Lagrange equation for the first-order variational method, in
fact, in fractional calculus of variations, the solutions of the
fractional-order Euler-Lagrange equation are the functions
for which a given fractional-order functional is stationary.
In signal processing and image processing, because a differ-
integrable functional is stationary at its fractional-order local
maxima and minima, the fractional-order Euler-Lagrange
equation is very useful for solving the fractional-order
fixed boundary optimization problems in which, given some
fractional-order functional, one seeks the corresponding
fractional-order function minimizing (or maximizing) it. The
main goal of this paper is to derive the fractional-order Euler-
Lagrange equation for fractional-order variational method,
which is a necessary condition for the fractional-order fixed
boundary optimization problems in signal processing and
image processing. Here, fractional calculus has been pro-
posed to apply to the solution of this problem mainly because
of its inherent strengths in terms of long-term memory,
non-locality, and weak singularity.

In this paper, two different equivalent forms of the
fractional-order Euler-Lagrange equation for the fractional-
order variational method are obtained based on Wiener-
Khintchine theorem and the fractional-order Green formula,
respectively. At first, because the inverse Fourier trans-
forms of (jωx)v and

(
jωy
)v belong to Euler integral of the

second kind, Dvx and Dvy could not be achieved in spatial
domain or time domain directly, which should be imple-
mented in discrete Fourier transform domain. Thus, the
proposed fractional-order Euler-Lagrange equation based on
Wiener-Khintchine theorem should be achieved by discrete

Fourier transform and inverse discrete Fourier transform
successively, which is difficult and complex to implement.
Secondly, the proposed fractional-order Euler-Lagrange
equation based on fractional-order Green formula can be
directly and easily implemented in spatial domain or time
domain. It is verified that the traditional first-order Euler-
Lagrange equation is actually a special case of the fractional-
order Euler-Lagrange equation. When we utilize the
proposed fractional-order Euler-Lagrange equation based on
fractional-order Green formula to deal with the classical first-
order image restoration problems, it has the same results as
those obtained by the classical first-order Euler-Lagrange
equation. Thirdly, from the comparative experiments of
image restoration such as inpainting and denoising, we can
see that the capability of restoring and maintaining the edges
and textural details of the fractional-order image restoration
algorithm based on the fractional-order variational method is
superior to that of the integer-order image restoration algo-
rithm based on the classical first-order variational method,
especially for images rich in textural details. The fractional-
order Euler-Lagrange equation for the fractional-order
variational method proposed by this paper is a necessary
condition for the fractional-order fixed boundary optimiza-
tion problems, which is a basic mathematical method in
the fractional-order optimization and can be widely applied
to the fractional-order field of signal analysis, signal pro-
cessing, image processing, machine intelligence, automatic
control, biomedical engineering, intelligent transportation,
computational finance, etc..

The aforementioned discussion has also highlighted addi-
tional problems that need to be further studied. For example,
further research is required to determine the image-dependent
optimal values of v1, v2, and v3. It will be discussed in my
future work.
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