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ABSTRACT Effective emergency (such as a hurricane, a building on fire, and so on) response requires
accurate, relevant, timely, and location-aware information (e.g., environmental information, health records,
and so on). Acquiring information in such critical situations encounters substantial challenges, such as
large volume of data processing, unstructured data, privacy, authorized data access, and so forth. Among
the issues, access authorization has received little attention. Existing solutions for data authorization either
do not scale well or merely consider a Break-the-Glass concept in which a master key is provided to the
first responders (FRs) to decrypt the corresponding ciphertext. This may not only enable unauthorized users
to access information, but it may also overwhelm FRs by the large volume of accessible data. To jointly
address the aforementioned issues, this paper proposes a location-aware authorization scheme that enables
FRs to access information provided that they are within a predefined distance from data owners at the
time of an emergency. We innovatively integrate attribute-based encryption with broadcast encryption to
incorporate dynamic attributes (i.e., location and time) into an access policy. Such attributes act as filters
to eliminate data irrelevant to an ongoing emergency. As a result, our scheme provides authorized access
to accurate, relevant, timely, and location-aware information. We provide extensive security analysis and
performance evaluations to demonstrate the effectiveness of our scheme. The analysis shows that the
scheme imposes constant communication and decryption computation overheads. Furthermore, the proposed
scheme is proven chosen plain-text attack selectively secure based on m−bilinear Diffie–Hellman exponent
assumption. It also addresses the key escrow problem.

INDEX TERMS Emergency response, access authorization, location-aware data filtering, data privacy.

I. INTRODUCTION
A key aspect of effective emergency response is information
availability. The more information that is available to First
Responders (FRs), the higher level of situational awareness
is achievable for them [1]. Dreadful experiences such as
the 7.0 magnitude Haiti earthquake in January 2010, the
Boston bombing in April 2013, and the recent Paris attacks
in November 2015 have shown the criticality of infor-
mation [1], [2]. In this regard, after incident reports
have concluded that effective emergency response requires
accurate, relevant, timely, and location-aware information
(e.g., environmental information, identification information,
health records, last known location of endangered individu-
als, etc.) [2]–[5].

Unfortunately, acquiring such information encounters
substantial challenges. First, there are unstructured and
heterogeneous data sources, which indicates that data may be

in many forms like text, photo, etc. [1], [2]. Second, there can
be very large data volumes, e.g., 3.2 million tweets were sent
in 24 hours after hurricane Sandy hit the US [6]. The obtained
data should also be processed and filtered to become relevant
information to prevent FRs from getting overwhelmed [2].
Third, unavailability of data sources because a disaster like
an earthquake may destroy communication infrastructure
and data centers [1], [2], [7], [8]. Fourth, invalid informa-
tion may be shared in an emergency and the corresponding
sources may be untrustworthy [6]. Fifth, privacy of Data
Owners (DOs) whose information is collected and processed,
and authorized access to such information, are essential [5].
Sixth, identification and data retrieval should be done with as
low a delay as possible [2], [6]–[9].

To address some of the above challenges in the emer-
gency response domain two main approaches can be seen in
existing products and in the literature. In the first approach,
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data collection, processing, and dissemination are taking
place during an emergency. Well-known companies like
Google [10], Facebook [11], and Microsoft [12] have prod-
ucts that enable identifyingmissing people in the recent disas-
trous incidents. Social media has been used in risk and crisis
communication [13]. Microblogs such as Twitter have been
utilized by the general public and FRs to share and dissemi-
nate information during catastrophic events like the hurricane
Sandy. Such information includes situation of affected area,
the dynamics and progress of the situation, safety announce-
ments, an individual’s well being and location, and so forth.
In [14] the authors performed an experiment in which Twit-
ter was used to deliver a high volume of messages. The
participants interact to address rumours and misinformation.
The studies show that social media can improve cooperation
between digital volunteers, emergency management officials,
etc. [14], [15]. The credibility of information shared in Twit-
ter for fourteen high impact events was analysed in [16]. The
authors show that only 17% of the tweets comprising situ-
ational awareness information was credible. A graph-based
information management system was designed to access and
collect data from various social media sources to be used
for emergency response [6]. The use of Twitter to broadcast
information during a high impact event was studied in [17].
The use of Twitter in Tohoku earthquake was studied in [18].
The work concluded that the unreliable retweets were the
main problem the users faced during the disaster. The mes-
sages in Twitter were analysed with respect to crisis coor-
dination in [19]. The study focuses on those messages on
Twitter that can be used to increase situational awareness
of an emergency incident. Similar works have studied social
media with respect to emergency response [20]–[22]. Most of
the above studies and solutions are based on crowd-sourcing
information for which data accuracy, trustworthiness, and
privacy are remaining concerns.

The other approach considers foreseeing future emer-
gencies occurrences. In this approach, the general public,
autonomous organizations such as governmental organiza-
tions (GOs), non-governmental organizations (NGOs), com-
munities, and so forth, are encouraged to outsource their
information to a storage system of their choice before any-
thing happens. Then, in an emergency, the basic sources of
information would be those storage systems. As an example,
the website Smart911 enables people to upload information
about themselves such as their addresses, health conditions,
family information, etc. [23]. When an individual calls 9-1-1,
his/her information becomes available to the emergency dis-
patcher. This work suggests limited functionality since data
access is only authorized if the caller is the one whose
information is required. In [9], the registered individuals
privately and confidentially outsource their information in
the form of keywords to a central cloud server and mobile
storage entities in their proximity area. This work increases
the data availability even if an emergency vandalizes the
communication infrastructure. In addition, it respects privacy
and ensures accurate and reliable information is available to

FRs at the time of an incident. The authors in [24] propose an
information system and construct a community-based virtual
database gathering heterogeneous information from various
resources for emergency management. This work uses infor-
mation and network resources of a community to manage
emergencies. In [25], the system detects emergencies and
enforces temporary access control policies. Such policies are
defined in advance to bypass regular data access rules in an
emergency to increase availability of information. The main
disadvantage of the aforementioned works in this approach
is that a DO must completely trust a server to handle his/her
information.

Despite all the above efforts in the emergency response
domain, three main challenges have not received enough
attention: these are privacy, data access authorization, and
filtering of large volume of data. In this work, we focus on
the combination of the aforementioned issues and propose
a location-aware access authorization scheme that enables
authorized FRs to retrieve Personal Information (PI) relevant
to an ongoing emergency.

In the literature, we can find two main kinds of access
authorization, namely Direct Authorization (DA) and Indirect
Authorization (IA). DA methods are usually used in private
domains which are typically comprised of family, personal
physician, friends, and neighbours, while IA is used in public
domains that include researchers, healthcare personnel, other
doctors, and so forth [26].

In DA, any user who is interested in an individual’s
information should directly contact him/her. This proce-
dure remains the same even in an emergency. For example,
in [27]–[31], upon a request from a user, the DO sends
decryption keys only if the user passes the authorization
check phase. Similarly, Smart911 authorizes an emergency
dispatcher onlywhen aDO calls 9-1-1 [23]. TheDA approach
is impractical in emergency situations for two main reasons:
firstly, it does not scale well; and secondly, DOs may be
unconscious or may not even be reachable to grant access to
the FRs at the time of an incident.

On the other hand, IA has been used for the public domain
in which DOs either delegate access authorization to a cloud
server [9], [25], [32]–[36] or force access policies into an
encrypted form of data using a variant of functional encryp-
tion (e.g., Attribute-based Encryption (ABE) or Predicate
Encryption (PE)) upon outsourcing data [37]–[39]. In this
approach, a user seeking some information, without contact-
ing DOs, sends a request to a server, and retrieves the infor-
mation. Thus, this approach scales well which makes it more
suitable for emergency situations. However, considering the
works [32], [33], DOs might not be comfortable with delegat-
ing the entire access rights to a server. This is because DOs
will not have control over the authorization process anymore.
Besides, for self-authorized approaches using ABE, there has
been limited work which incorporates dynamic attributes,
such as location and time, into an access policy. In this regard,
the common method has been to presume a fixed range
of values within which such attributes are fluctuating [40].
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This approach does not overcome the dynamics of an emer-
gencywhere location and time of its occurrence are unknown.
We further discuss this matter in Section V.

In all of the above authorization methods, the general
approach to emergency modelling is the Break-the-Glass
concept. The DOs (or an authority) in the system provide(s)
master keys to FRs enabling them to access data once an
emergency occurs [41]. For example, using ABE a DO may
merely use an ‘‘emergency’’ attribute in the access policy and
generate a ciphertext. Such a solution may enable unautho-
rized users to access information. In addition, it may cause
FRs to become overwhelmed by the large volume of accessi-
ble data. However, access to PI should only be authorized if its
owner is somehow involved in the emergency incident. The
Break-the-Glass method is impotent to respect such a require-
ment. In addition, the Break-the-Glass method is not capable
of filtering irrelevant data since lots of data verifications are
required.

In this work, we take the first steps toward providing
authorized data access for emergency response. We propose
a location-aware authorization scheme which protects access
authorization and privacy, and filters irrelevant data by tak-
ing into consideration the time and location of the ongoing
emergency. This requires incorporating dynamic attributes
(i.e., location and time) into the authorization scheme. To con-
struct such a scheme, we employ Ciphertext-Policy Attribute-
based Encryption (CP-ABE). Using CP-ABE, a DO is able
to enforce his/her preferred access policy into ciphertext.
However, movements of a DO to different locations in
addition to the changes of time may result in high num-
ber of ciphertext updating messages which may make the
scheme very inefficient. To tackle such an issue, we innova-
tively incorporate CP-ABE with Broadcast Encryption (BE).
We use BE in an unconventional way to incorporate the loca-
tion attribute into an access policy. In this case, we broadcast
a message to a set of locations instead of individuals. On the
other hand, because of the characteristics of an emergency,
we delegate the time control of access authorization to a
cloud server. We assume the cloud server is on-line all the
time. In this case, when an emergency happens, the Public
Safety Answering Point (PSAP) sends an emergency trigger
message comprising the time of emergency occurrence, the
time interval in which FRs’ queries are considered valid, and
the location area of the incident.When a cloud server receives
a query, it checks the validity of the query generation time,
and if it was within the allocated time interval, the server
updates ciphertext accordingly and sends it to the FR. The
new ciphertext is only valid for a specified time interval.
As a result of the preceding approaches, a DO does not
need to delegate the entire authorization process to a trusted
third party server. Furthermore, integrating BE with CP-ABE
to enforce the location attribute, and delegating the control
on the time of access to an on-line server, decreases the
frequency of ciphertext updating messages.

The proposed scheme imposes constant communication
and decryption computation overhead regardless of the

number of attributes in the access policy. The updating pro-
cess also imposes constant communication overhead and is
feasible. The scheme also addresses the key escrow prob-
lem in which the total reliance on one secret key gen-
erating authority is loosened. In addition, the scheme is
CPA-selectively secure based on the Bilinear Diffie-Hellman
Exponent (m−BDHE) intractability assumption. To the best
of our knowledge, this work is the first to address such issues
in such a context.

To this end, our main contributions in this work can be
summarized as follows:
• We provide an extensive literature review to cover state-
of-the-art CP-ABE and BE schemes and illustrate com-
prehensive performance comparison tables to highlight
the features and vulnerabilities of existing work in an
emergency.

• We propose a new emergency data access model which
enables our access authorization scheme to be used as a
data filtering technique. The model eliminates irrelevant
data based on location and time of an emergency. Our
emergency access model can also be interpreted as a new
threat model which prevents unauthorized access with
respect to the location and time of an emergency.

• We integrate BE with CP-ABE in a novel way
and propose our Location-aware authorization
scheme (LA-CP-ABE) to address the newly defined
emergency data access model. Our LA-CP-ABE scheme
mitigates the key escrow problem as well. In addition,
the communication overhead and decryption computa-
tion complexity are constant regardless of the number of
attributes in the access policy.

• We provide extensive security analysis and perfor-
mance comparisons with the state-of-the-art solutions in
domains other than emergency response to demonstrate
the efficiency and effectiveness of the LA-CP-ABE
scheme.

The remaining sections are as follows. Related work is pre-
sented in Section II. Section III introduces the preliminaries
of our work. The system model, threat model, and assump-
tions are presented in Section IV. Challenges toward design-
ing LA-CP-ABE are discussed in Section V. Section VI
presents the LA-CP-ABE scheme. Security analysis and per-
formance evaluation are discussed in Sections VII and VIII
respectively. Section IX summarizes the paper.

II. RELATED WORK
In this section, we review ABE and BE schemes. Consid-
ering emergency response, the performance efficiency of
these schemes needs thorough investigation. Furthermore,
their limitations with regards to dynamic scenarios should be
studied.

A. ATTRIBUTE-BASED ENCRYPTION
Attribute-based Encryption (ABE) is a relatively new autho-
rization and public-key encryption technique which was first
proposed by Sahai and Waters [54]. With ABE, an entity
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TABLE 1. ABE protocol comparison.

encrypts a message to some unknown receivers based on an
access structure of his/her preference. However, the receivers
are only able to decrypt the message provided that they
possess a set of attributes satisfying the access policy. For
example, Bob would like to share a document with certain
individuals who are ‘‘Engineer and Manager’’. Note that the
access policy for this example is an AND-gate. Alice has
a set of attributes among which are engineer and manager.
Therefore, she is able to decrypt the message from Bob.
Note that any user who is able to satisfy this access policy
is able to decrypt the message. Therefore, ABE is a valu-
able tool to provide authorization and confidentiality. There
are two main types of ABE; CP-ABE [42] and Key-Policy
ABE (KP-ABE) [55]. In CP-ABE, secret keys are associated
with a set of attributes and ciphertext specifies the access
policy. In KP-ABE, the ciphertext is associated with the set of
attributes and access policy are enforced into the secret key of
a user. In this work, we only focus on CP-ABE as it provides
more control over who can have access to data in comparison
with KP-ABE.

We categorize CP-ABE schemes based on various access
policies. The first sub-category is comprised of schemes
which offer flexible and expressive access policies. Here,
the schemes rely on monotone access tree structure sup-
porting AND-gate, OR-gate, and threshold [43]. These
schemes use a secret sharing scheme such as Shamir’s secret
sharing [42], [44], [45]. In addition, some schemes utilize
Linear Secret Sharing Scheme (LSSS) facilitating the con-
version of any boolean formula into an LSSS representa-
tion (i.e., Monotone Span Program (MSP)) [43], [46]–[48].
In both cases, the encrypting party chooses a secret and
shares it among the attributes in the access policy follow-
ing the secret sharing paradigm and generates ciphertext.
The ciphertext size in these schemes grows linearly with the
number of attributes in the access policy. In addition, the
computation complexity for the decryption process in such
schemes depends on the number of attributes satisfying
the access policy. Therefore, it can be seen that there is a
trade-off between expressiveness of an access policy and effi-
ciency of the scheme in terms of communication overhead,

computation complexity, and delay. The more expressive
an access policy is, the less efficient the CP-ABE scheme
becomes.

On the other hand, the second sub-category is comprised
of protocols with lower flexibility and expressiveness for
the access policy. In theses schemes, the access policy does
not support OR-gates in particular. Here, the schemes sup-
port AND-gates access structure and threshold access struc-
ture [49]–[52]. The attributes may have a single positive
value, both positive and negative values, or multiple val-
ues (e.g., +1, −1, (2, 3, −5,. . . ) respectively). In addition,
some schemes provide wildcards in the access structure
which means that an attribute can have any value in its
allowed range. There are schemes in this group where the
ciphertext size depends on the number of attributes in an
access policy [53]. However, the majority of the schemes
have constant ciphertext size regardless of the number of
attributes in the access policy. In addition, large number of
constructions offer constant decryption computations. In this
case, it is particularly important to have a constant num-
ber of pairing operations as this is the dominant factor of
computation complexity and delay. Constant communication
and computation costs are attractive to critical applications
in which resources are constrained and low delay is of
significance.

Emergency situations are highly dynamic in which the
time and location of data access are varied. Therefore, such
dynamic features make the use of CP-ABE complicated.
To the best of our knowledge, a concrete CP-ABE scheme
that incorporates dynamic attributes into the ciphertext has
not yet emerged. We will elaborate corresponding challenges
and requirements in details in Section V. On the other hand,
CP-ABE schemes need a Trusted Authority (TA) to compute
the secret keys. In this case, the problem of key escrow rises
in which the TA is able to decrypt every encrypted docu-
ment. Our proposed scheme mitigates such an issue. Table 1
shows different features of CP-ABE schemes. In Table 1,
Del means delegation of secret keys, Rev means revocation
of users or attributes, and PNW means positive negative
wildcard.
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B. BROADCAST ENCRYPTION
Broadcast Encryption (BE) enables a broadcaster to encrypt
a message for some subset S of users in a system with a
total of n′ users. In this regard, any user in S uses his private
key to decrypt the ciphertext. However, users outside of S
cannot learn any information from the ciphertext and cannot
colludewith each other to decrypt themessage. Such a feature
makes a BE scheme collusion resistant. Applications of BE
are several such as key distribution and secure distribution of
copyright media [56]–[59].

In BE, it is preferable that the following features are
achieved: the system is public key which means that anyone
can broadcast ciphertext; receivers are stateless which means
that they do not need to update their private keys; and a BE
is collusion resistant against all users outside the selected
set S [60]. Note that BE schemes constitute two main parts.
One part uses a group secret key as an input to a symmetric
encryption scheme such as AES, and encrypts the message
with that. The other part is the actual BE scheme which is a
public key scheme to broadcast the group secret key. Then,
receivers decrypt the BE message (i.e., the group secret key)
first, then use that as the input to the symmetric encryption
scheme to decrypt the actual message.

Fiat et al. proposed the first formal BE with
O(t log2 t log n′) ciphertext-size where n′ is the total number
of users in the system and t is the threshold that guarantees the
collusion resistance of the scheme [61]. Naor et al. proposed a
fully collusion resistant BE scheme [62]. The scheme broad-
casts a message to all users except a small set r ′ of revoked
ones. The ciphertext size of the scheme is proportional
toO(r ′), but the private keys are of sizeO(log2 n′). The works
in [63] and [64] decreased the private key size of the scheme
to O(log n′). Selvi et al. also proposed a fully collusion resis-
tant BE scheme [65]. In such works [62]–[65], the ciphertext
size grows linearly with the size of the receivers set (i.e, |S|),
or the number of revoked users |r ′|. However, Boneh et al.
proposed two fully collusion resistant BE schemes [66]. The
size of the ciphertext in the first construction is constant
and for the second one is O(

√
n′). The scheme applies

bilinear maps to achieve the ciphertext size for both schemes.
However, the scheme is based on the selective security model
in which the security proof is done with a prior step called
initialization. In such a step, an adversary chooses the target
set, Ŝ ⊆ S, corresponding to his/her challenge ciphertext.
Similarly, Gentry and Waters [60] proposed a BE scheme
which is secure against an adaptive attacker meaning that
the attacker can send any set Ŝ of challenge ciphertext
and the initialization step is eliminated from the proof.
Delerablée et al. proposed a dynamic BE scheme in
which there is a Join operation that alters public keys to
address such dynamicity [67]. The ciphertext-size and pri-
vate key size of the scheme are constant. Boneh et al.
proposed another fully collusion resistant BE scheme
which has O(λ

√
n′) ciphertext-size where λ is the security

parameter [68].

TABLE 2. BE Protocol Comparison.

Considering an emergency, the communication overhead
and computation complexity of BE schemes should satisfy
the requirements of an emergency. Table 2 summarizes the
aforementioned BE schemes. In this table, FCR means Full
CollusionResistant, τe and τg represent the number of pairing
computation and group arithmetic operations respectively
and are the dominating sources of computation delay. For
communication overhead, we merely show the elements that
are the points of difference in varied schemes. In other words,
we neglected the ciphertext element representing the output
of a symmetric encryption scheme.

III. PRELIMINARIES
In this section, we provide the details about the underlying
tools and algorithms that are used in our system. In addition,
the intractability assumption of our LA-CP-ABE scheme is
explained.

A. COMPOSITE-ORDER BILINEAR GROUPS
We construct our LA-CP-ABE scheme using composite-
order bilinear groups [46]. A group generator functionG takes
as input the security parameter λ and outputs a description of
a bilinear group G. We define G’s output as (N ,G,GT , e),
where N = pr is a product of two distinct primes (p and r),
G andGT are cyclic groups of order N , and e : G×G→ GT
is a map that is

1) Bilinear: ∀g, h ∈ G, a, b ∈ ZN , e(ga, hb) = e(g, h)ab

2) Non-degenerate: ∃g ∈ G such that e(g, g) has order N
in GT .

We assume that the group operations in bothG andGT and
the bilinear pairing map e are computable in polynomial time
with respect to λ. Suppose that Gp and Gr are the subgroups
of order p and r , respectively. In a composite-order bilin-
ear group, there exists an orthogonality property as follows:
if h ∈ Gp and h′ ∈ Gr , e(h, h′) = 1T where 1T is the
identity element inGT . To show this, suppose g is a generator
of group G. Then, gp generates Gr and gr generates Gp.
Therefore, suppose for some x, y, h = (gx)r and h′ = (gy)p.
Then,

e(h, h′) = e(gxr , gyp) = e(gx , gy)pr = 1. (1)

B. ANONYMOUS KEY AGREEMENT
An anonymous one-way key agreement is proposed in [69]
using bilinear maps. The algorithm guarantees sender-side
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FIGURE 1. System model.

anonymity as a result of non-interactive key agreement.
Considering our application, this is an important feature
because preserving privacy of an FR actions (i.e., data
requests) from the cloud server requires that the linkage
between the identity of the FR and his/her actions is bro-
ken [5]. This linkage can be broken by hiding the iden-
tity of the FR. Sender-side anonymity also can protect
DOs privacy. This is because the identity/role of an FR
(e.g., Bob/Policeman) may reveal some information
about a DO.

In most of one-way anonymous communications, authen-
ticating a non-anonymous server is needed. Here, using this
algorithm, the shared key is implicitly authenticated. In other
words, the sender is assured that only the server can com-
pute the key. Suppose there is a cryptographic hash function
H : {0, 1}∗ → G. An authority generates a master secret
key s, uses a public identity of a recipient IDB along with
the sender’s private key SKA = QsA = H (IDA)s ∈ G, and
generates a session key as follows:

1) Sender A computes QB = H (IDB) ∈ G. A chooses
a random number α ∈ ZP where P is the order of G,
and generates the pseudonym PA = QαA and sends it
to the receiver B. Then, A generates the session key
k = e(QB, SKA)α = e(QB,QA)sα .

2) Recipient B computes the session key using SKB =
H (IDB)s as follows,
k = e(PA, SKB) = e(QA,QB)sα .

C. COMPLEXITY ASSUMPTION
The complexity assumptions for our system are based
on decisional Bilinear Diffie-Hellman Exponent assump-
tion (BDHE). Recall that G is a bilinear group of
composite-order N . The m−BDHE problem in G takes
(h, g, ga, g(a

2), . . . , g(a
m), g(a

m+2), . . . , g(a
2m)) ∈ G2m+1, as

input and outputs e(g, h)(a
m+1)

∈ GT . Suppose, gi =
g(a

i)
∈ G. We say an algorithm A has advantage ε in solving

m−BDHE in G if Pr[A(h, g, g1, . . . , gm, gm+2, . . . , g2m) =
e(gm+1, h)] ≥ ε, where the probability is over the random
choice of generator g in G, the random choice of h in G, the
random choice of a in ZN , and the random bits used by A.

IV. SYSTEM MODEL AND THREAT MODEL
It is assumed that a city is divided into n distinct zones
with equal areas, each having a unique pseudo-identity Lid .
We choose a cloud server storage model to maintain data and
perform data updating procedure. The system is comprised of
several entities as follows.
Key Generation Authority (KGA): This entity generates the

secret keys of the system and performs the setup algorithm.
It is assumed that there are two separate KGAs; one is for
location and time attributes, and the other is for the rest of the
attributes, introduced in Section VI.
Public Safety Answering Point (PSAP):This entity receives

an emergency signal including 9-1-1 calls and sensor signals
(e.g., smoke detectors, heat detectors and so forth), and trig-
gers the cloud servers and FRs accordingly.
Cloud Server (CS):We assume that there is a central cloud

server which stores all encrypted PI.
DO: This entity is a member of the general public who

registers to the system by communicating with KGAs and
uploads his/her encrypted PI to the CS.
FRs: These are the governmental authorities including

policemen, fire fighters, and paramedics. They alsowill regis-
ter to the system by communicating to the KGAs and receive
the system parameters and their secret keys.

As depicted in Fig 1, there is an area (e.g., Emergency
Area 2) in which an emergency incident has occurred. Note
that before an incident happens and during normal conditions,
those DOs who have registered to the system outsource their
encrypted PI to the CS. The goal of this work is to pro-
vide authorized access to location-aware data for FRs. It is
assumed that an agent is equipped with a smartphone which
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has a tamper proof GPS. Such a tool has secure components
to perform simple calculations and secure storage [70], [71].
The user cannot access the secure component of GPS and it
is assumed that GPS performs honestly. The communication
between the users in the system and KGAs/CS can be facili-
tated using WiFi, 2G, 3G, etc.

We assume that KGAs are fully trusted, but the CS is honest
but curious. This means that the CS follows the procedure
of the scheme in an honest way, but tries to learn as much
information as possible. We assume that KGAs authenticate
DOs and FRs and only then it transfers secret keys to those
entities. The authentication procedure is out of the scope of
this work, but it can also be provided using well-knownmeth-
ods [72]–[74]. We also assume that there exists eavesdropper
adversaries who live among the general public and would like
to learn as much information as possible.

In this work, a data access model is also proposed. Since
any emergency is related to a location and occurs at a cer-
tain time, our model enables authorized access to victims’
information at the time of an emergency from a predefined
distance to the emergency scene. This model ensures the data
access is authorized, a DO is involved in an emergency, and
at the same time filters irrelevant information that is available
to FRs. Consider Fig 1: the information of Bob who is located
in Emergency Area 2 may not be useful for an FR who is
located inside Emergency Area 1. This way the level of data
accuracy and relevance to an emergency increases.

Finally, considering our access model as a threat model,
if a user is in location area Li at time τt , she/he is not able
to access a DO’s data if the DO is located in Li′ for i 6= i′.
In addition, the generated key for the Li and τt is invalid for
the same location at time τt+t ′ at which the DO is not located
any more. This provides higher level of privacy protection
than the Break-the-Glass approach. We will further elaborate
our model for incorporating location areas into our scheme
in Section VI where we will demonstrate that the proposed
access model is flexible and does not prevent authorized users
from accessing information when required.

V. CHALLENGES TOWARD DESIGNING
LOCATION-AWARE CP-ABE SCHEMES
Effective emergency response requires that communica-
tion overhead, and computation complexity/delay of the
authorization scheme, be sufficiently small that authorized
data access is facilitated. Therefore, constant ciphertext-size
CP-ABE schemes with constant computation complexity are
suitable choices for authorization. Here, we sacrifice the
flexibility and expressiveness of an access policy for the
sake of better performance. However, incorporating dynamic
attributes (i.e., location and time) into an access policy of
this particular kind of CP-ABE is challenging. In this section,
we will elaborate the corresponding challenges with regards
to both DOs (as ciphertext generators) and FRs (as data
consumers).

From a DO’s perspective, there are three natural ways to
include dynamic attributes into ciphertext. First, a DO could

trivially predict the time/location and include them into
ciphertext in the first place. This may sound easy as there
are limited locations that a DO may visit per day. However,
the DO may become anxious since she/he has to follow
the predicted schedule. Furthermore, only one out of many
choices of location and time attributes would be legitimate at
any instance. In this case, the proper access policy category
that would fit the preceding approach is (t, n)−threshold.
However, it is a complex task to combine both dynamic and
static attributes into an access policy. This is because out of
t attributes, 2 have to be specified for location and time and
t−2 for the rest of the attributes. Therefore, an FR possessing
t matching attributes excluding location and time may still be
able to decrypt the message.

The second way of including dynamic attributes into an
access policy is that a DO updates the ciphertext every time
that she/hemoves to another location or after the expiration of
a time interval. The cost of such an approach grows linearly
with the number of visited locations per day and number of
time intervals set by the system. Besides, a DOmay visit some
similar locations several times a day in different time intervals
which makes the updating process very inefficient. Note that
a DO can delegate such a process to a smartphone in order
to automate the process. Another drawback is the fact that in
an emergency, a DO may be unconscious or the smartphone
may be broken or lost which may render the updating process
incomplete. Therefore, utter reliance on a DO has its own
risks.

The third way is to delegate the entire updating process to
the CS. This can be done in two ways: one, the CS decrypts
the data and re-encrypts it using updated attributes; two, the
CS privately updates the data using privacy-preserving proxy
re-encryption techniques [75]–[77] in which decryption is not
necessary. The first way poses breach of privacy since the CS
can access plain data. For the second way, although the CS
may not be able to access plain data, DOs may not still want
to trust the CS entirely with such a process. In general, total
delegation of authorization process requires ultimate trust to
a server.

The aforementioned trivial ways are either infeasible,
costly, inefficient, or require ultimate trust on a third party.
Despite those ways, here, we propose a feasible and efficient
way to incorporate dynamic attributes into an access policy.
We delegate time of access authorization to the CS and the
authorization for location and static attributes is enforced
by DOs. To incorporate time of access, the CS checks the
validity of a data request and then updates the ciphertext
accordingly or rejects the request. Location authorization will
be done byDOs. ADOwill choose a set of preferred locations
(that can be the most frequent locations in, e.g., a week
such as Home, School, Work place, Grocery store, etc.) for
which he generates ciphertext. Note that a DO does not need
to predict the time at which he/she visits location areas in
the preferred set. Using this technique relieves the DO from
unnecessary updating process every time he visits some com-
mon location which results in the decrease in the computation

4596 VOLUME 4, 2016



H. Ghafghazi et al.: Location-Aware Authorization Scheme for Emergency Response

and communication overheads. It is worth mentioning that a
DO still can update the ciphertext very efficiently if he moves
out of all the locations in the preferred set. To implement
this, we integrate BE with CP-ABE. In our scheme, BE is
used unconventionally for locations instead of individuals.
Each location has a unique ID. A sender broadcasts his/her
data to n locations and an FR in one of those locations can
decrypt data using his/her private key. Therefore, BE results
in a (1, n)−threshold access structure.
From an FR’s perspective, the challenge is to provide the

FRs with proper secret keys corresponding to the dynamic
attributes. Recall that BE schemes are preferred to be state-
less meaning that the private keys should remain unchanged.
However, updating ciphertext with new locations and time
requires freshly generated private keys corresponding to
those attributes. This introduces a contradiction between
static BE private keys and the dynamic feature of location-
awareness. There are two main options to overcome such
a challenge. First, an FR sends a key updating request to
a KGA specified for those dynamic attributes every time
that she/he wants to decrypt data. Here, the KGA may
become a single point of failure. Second, an FR can securely
generate proper secret keys. This requires a tamper proof
device [78], [79].

VI. LOCATION-AWARE CIPHERTEXT-POLICY
ATTRIBUTE-BASED ENCRYPTION
Let us dive into the implementation of the LA-CP-ABE
scheme. Here, we elaborate the location area model first,
and then the construction of the scheme is presented. In the
proposed scheme, DOs choose a set of location areas called
preferred location set, S ′′, from the set of all possible location
areasL. S ′′ consists of a collection of location areas that a DO
frequently visits such as Home, School, Work place, Grocery
store, etc.

FIGURE 2. Location Area Model.

Since it is desirable for FRs to be able to access data before
they arrive at the location scene (area) of an emergency, for
each location area La, we define an Associated Area AALa
as depicted in Fig 2. Note that the hexagons used in Fig 2
are just for illustration purposes and do not mean that we

assume a cellular network communication infrastructure. The
task of updating the ciphertext with new location areas is
delegated to the DO’s smartphone to automate the process.
For instance, when a DO is in L1, the AAL1 has been incorpo-
rated to the ciphertext. In other words, a DO updates his/her
ciphertext based on the boundaries of L1, but an FR can
have access to his/her data based on the wider boundaries
of AAL1 .
The diameter of an associated area could be chosen in a

way that the distance to the target location area gives the
FRs sufficient time to retrieve the information before arriv-
ing at the scene. Here, there is a trade-off between privacy
preservation, access authorization and data availability which
depends on the drive time from the boundaries of a associated
area to the emergency scene, geographical terrain of the area
(e.g., urban area or rural area), data communication avail-
ability/reliability in that area, and so forth. Optimizing this
diameter value is an interesting problem; however, it is out of
the scope of this work.

Fig 2 also illustrates the trajectory of a DO from L1 to L2,
then to L3, and finally to L4. For each change of a location,
a DO needs only to remove/add one location area from/to the
ciphertext. The proposed scheme does not need to regenerate
the entire ciphertext when a DO changes his/her location. The
scheme merely updates the original ciphertext by multiplying
it with one group element by either adding or removing an
attribute (refer to subsection VI-B for more details). This
is done with minimum communication overhead and low
computation complexity. However, if the change of a location
is among the ones in the S ′′, there is no need for ciphertext
updating.

A. CONSTRUCTION
We used [60] to construct the proposed LA-CP-ABE scheme.
Let G be an algorithm that, on input security parameter λ,
generates two groups of composite-order N = pr with
bilinear map e : G × G → GT . Let HK : {0, 1}∗ → ZN be
a keyed hash function and H1 : {0, 1}∗→ G a cryptographic
hash function. Also, let L = {L1,L2, . . . ,Ln} be a set of
all location areas; U = {A0,A1,A2, . . . ,Al} be a universe
of attributes where |U | = l + 1; Vi = {vi,1, vi,2, . . . , vi,ai}
be a set of all possible values for attribute i ∈ [1, l] and
ai = |Vi|; WFRu = {A0,W1,W2, . . . ,W%} is the attribute
list of the FRu where Wi ∈ Vi and % + 1 = |WFRu | ≤ |U |.
We assume A0 is a default attribute shared among all users of
the system. We assume that KGA1 generates the parameters
for the static attributes, and KGA2 generates the parameters
for the location attribute. In this case, G(λ) is run jointly by
the two authorities. This means that KGA1 and KGA2 get the
same description of (G,GT , e).
Setup (λ,L, (U ,V)): This algorithm is done by KGA1

and KGA2. In the following,
R
←− and ∈R mean elements are

assigned/chosen randomly from a group. For KGA1, it takes
as input λ and (U ,V ). It chooses a generator g1 ∈ Gp,

q,R,Λ
R
←− Gp, and α, ti,j ∈R ZN with i ∈ [1, l],
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j ∈ [1, ai]. Note that Λ corresponds to A0. KGA1 computes
Y0 = e(g1, q)α , Y2 = e(R,R), and Ti,j = g

ti,j
1 for ∀i, j.

For KGA2, it takes as input the security parameter λ, and
the location set L. It sets α′, β, x ∈R ZN , chooses a generator
g2 ∈ Gr , and h0, h1, h2, . . . , hn

R
←− Gn+1r , where h0 is a

default parameter shared among all entities in the system,
and hi for i ∈ [1, n] represents the AALi . KGA2 computes
Y1 = e(g2, g2)α

′

.
Finally, the public parameters PK includes a description of

(G,GT , e) as well as

PK ←
{
g1, q,R,Λ,Y0,Y2, {Ti,j}i∈[1,l],j∈[1,ai],
g2,Y1, h0, h1, . . . , hn

}
and MSK = {qα, gα

′

2 , β, x, {ti,j}i∈[1,l],j∈[1,ai]} is the set of
private parameters where x is the master secret key allocated
to the CS. Setup outputs (PK ,MSK ).
Key Generation (PK ,MSK , S,WFRu ): This algorithm is

done by the KGAs. It takes PK ,MSK as input for both
authorities. However, forKGA2, it takes another input param-
eter which is a set of authorized location areas with their
corresponding associated areas, S where |S| ≤ L for an
FRu or a group of FRs, and for KGA1 it takes the set of
attributes of the user WFRu . KGA1 picks r ′u ∈R ZN , and
KGA2 picks ru ∈R ZN . Finally, they output the user’s secret
key

SKu =



SK0 = H1(FRu)β ,
SK1 = qαΛr ′u ,

SK2 = g
−r ′u
1 ,

SK3 = g−ru2 ,

SK4 = Rxhru0 g
α′

2 ,

SKi,j = T
r ′u
i,j ∀vi,j ∈ WFRu ,

SK ′j1 = hruj1 ∀j1 ∈ {n} \ {S},

SK ′′j2 = hruj2 ∀j2 ∈ {S},

and gives SKu to the FRu. Note that SK0, SK4, and SK ′′j2 will
be securely transferred to the GPS component of the user’s
smartphone. The GPS also receives S.
Encrypt (PK ,M ,D, S ′): A DO chooses s, t ∈R ZN , D =
{D1,D2, . . . ,Dl′} as an access structure where Di ∈ Vi and
|l ′| ≤ |l|, S ′ = Lc

⋃
S ′′ where Lc is the current location

(if Lc ∈ S ′′ then S ′ = S ′′), The message M (which is
comprised of the DO’s health record, emergency information,
etc.), and computes

K = Y s0 × Y
t
1 (2)

C =



D, S ′,
C0 = ξ

′
K (M ),

C1 = gs1,
C2 = gt2,

C3 = (Λ
∏
vi,j∈D

Ti,j)s × (h0
∏
j∈S ′

hj)t ,

where ξ ′ is a symmetric encryption scheme (e.g. AES). The
DO outsources C to the CS. Note that for all distinct access
structures ∀D,D′,

∑
vi,j∈D

ti,j 6=
∑

vi,j∈D′
ti,j is assumed.

Key-Agreement (LE ,CSid , r): This algorithm is done by
the GPS component of an FR’s device. It takes as input the
location of an emergency LE , the identity of the CS and
r ∈R ZN . GPS checks if the location of the FR is in AALE .
If the check is passed, it generates a pseudonym θ = QrFRu ,
and a one-way session key as in (3).

k = e(QFRu ,QCS )
rβ (3)

GPS sends back {θ ||ξ ′k (Lid ||E
′
t ||η)} to the FR where η ∈R

ZN is a random nonce and E ′t is the current time. The GPS
stores k,Lid , η,E ′t .
CS-Encrypt (C1,Lid , τt ,PK , x): The CS receives an emer-

gency trigger message from PSAP as ETrigger = {LE ||Et ||τt }
where Et is the emergency occurrence time, and τt is the
time interval within which FRs’ data requests are valid.
The CS also receives a request from an FR consisting of
{θ ||ξ ′k (Lid ||E

′
t ||η)} from which the server uses θ to gener-

ate the shared key k and decrypts ξ ′k (Lid ||E
′
t ||η). The CS

checks if E ′t ∈ τt and retrieves data. Note that time intervals
could be defined by the authorities considering the maximum
response time of FRs. Afterwards, the CS checks whether
Lid

⋂
S ′ 6= ∅. If the check is passed, the CS modi-

fies C1 in order to incorporate the time attribute to the
ciphertext as

C ′2 = gt2 × R
1/(x+Hk (Lid ||τt ||η)). (4)

The CS sends back to the FR the new ciphertext Cnew =
(S ′,D,C0,C1,C ′2,C3).
GPS-KGen (SK4,PK , S ′, τt ): This algorithm is done by

the GPS component. The user sends S ′ and τt to the
GPS. The GPS will check whether S

⋂
S ′ 6= ∅ and

E ′t ∈ τt . If the checks are passed, the GPS picks the
corresponding hrij , ∀j ∈ S

⋂
S ′, and generates a one-time

key.

SK ′4 = RHk (Lid ||τt ||η) × Rxhru0 g
α′

2

∏
j∈{S

⋂
S ′}

hruj , (5)

and sends it to the user. Note that in the time interval τt ,
the shared key k is valid. Here, for every new S ′, the GPS
generates a new ηnew = Hk (ηold ). This changes the value of
SK ′4 for the new S ′.
Decrypt (PK ,C, SKu, S ′, S,D): The user extracts K as

follows,

K =
K ′ × K ′′

e(R,R)
, (6)

K ′ = e
(
C1, SK1 ×

∏
vi,j∈D

SKi,j
)
× e

(
C3, SK2

)
, (7)

K ′′ = e
(
SK ′4 ×

∏
j1∈S ′

SK ′j1 ,C
′

2

)
× e

(
SK3,C3

)
. (8)
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FIGURE 3. Message exchange paradigm.

Correctness:We check that decryption recovers the correct
value of K ,

K ′ = e
(
gs1, q

αΛr ′u ×
∏
vi,j∈D

T
r ′u
i,j

)
× e

(
(Λ

∏
vi,j∈D

Ti,j)s × (h0
∏
j∈S ′

hj)t , g
−r ′u
1

)
= e

(
gs1, q

α
)
× e

(
g1,Λ×

∏
vi,j∈D

Ti,j
)sr ′u

×

(
Λ
∏
vi,j∈D

Ti,j, g1
)−sr ′u

= e(g1, q)sα. (9)

And,

SK ′4 ×
∏
j1∈S ′

SK ′j1 = RHk (Lid ||τt ||η)

×Rxhru0 g
α′

2

∏
j∈{S

⋂
S ′}

hruj

×

∏
j1∈S ′\{S

⋂
S ′}

hruj1

= R(Hk (Lid ||τt ||η)+x)gα
′

2 (h0
∏
j∈S ′

hj)ru . (10)

Plugging (10) into (8) gives us

K ′′ = e
(
R(Hk (Lid ||τt ||η)+x),R1/(x+Hk (Lid ||τt ||η))

)
× e(gα

′

2 , g
t
2)× e

(
(h0

∏
j∈S ′

hj)ru , gt2
)

× e
(
g−ru2 , (Λ

∏
vi,j∈D

Ti,j)s × (h0
∏
j∈S ′

hj)t
)

= e(R,R)× e(g2, g2)tα
′

× e((h0
∏
j∈S ′

hj), g2)tru−tru

= e(R,R)× e(g2, g2)tα
′

, (11)

Plugging (9) and (11) into (6) results in (12) as required.

K = Y s0 × Y
t
1 (12)

Fig 3 illustrates the message (shown by arrows) exchange
paradigm among FRu, GPS, CS, and PSAP. Note that
messages exchanged from 2 to 4 are assumed to be in
the same time interval τt . As Fig 3 illustrates, an FR
and the CS receive their corresponding emergency trigger
message. The FR gets its location from the GPS compo-
nent (messages 1-2), and forms a query to retrieve data
(message 3). After receiving the data response (message 4),
the FR extracts S ′, τt and sends them to the GPS component
(message 5). It generates the one-time key SK ′4 and sends
it back to the FR (message 6). Finally, the FR decrypts the
ciphertext.

B. UPDATING CIPHERTEXT
In our construction, the purpose of updating ciphertext is to
change the access policy. An access policy is comprised of a
subset of locations and a subset of static attributes. Alteration
in either one of the subsets, changes access privileges. Note
that DOs have control over their information and in defining
and updating the authorization set. However, this task can be
delegated to their smartphones to automate the process. In this
regard, if a DO moves out of his preferred location set, it will
update the ciphertext.
For example, if a DO defines an access policy as

D = {v2,3, v4,2, . . . , v6,3}, and he wants to remove v4,2 and
add v8,1, the updating massage will be Cupdating = {Dnew,
T−s4,2 × T s8,1} which will be sent to the CS. Then, the CS
modifies the corresponding record as follows: C3,new =

C3 × T
−s
4,2 × T

s
8,1. Note that changing the location set is done

following the same procedure.
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FIGURE 4. Key query/response between an FR and GPS.

C. OUTSOURCING DECRYPTION
Outsourcing decryption has been used in many works to
transfer the heavy burden of pairing computation to one or
several powerful servers. However, it is important that the
server does not learn any information about the private key
or the message during the partial decryption process. Notice
that the decryption algorithm requires D and S ′ in order to
proceed. Here, those sets can be acquired using a round of
communication between an FRu and the CS. Consider the
following suppositions:

SK1 ×
∏
vi,j∈D

SKi,j = A, (13)

SK2 = B, (14)

SK3 = C, (15)

SK ′4 ×
∏
j1∈S ′

SK ′j1 = D. (16)

Then, the FR chooses a random number δ ∈R ZN and
instead of message (3) in Fig 3 sends {Aδ||Bδ||Cδ||Dδ||LFRu ||
θ ||ξ (τt ||η)||IDDO} to the CS. The server computes the
following

K ′new = e(C1,Aδ)× e(C3,Bδ) = K ′δ, (17)

and,

K ′′new = e(Dδ,C ′2)× e(C
δ,C3) = K ′′δ, (18)

and sendsK ′new×k
′′
new back to the FR. The user computes (19)

and decrypts the message

K =
(K ′new × k

′′
new)

1/δ

e(R,R)
. (19)

VII. SECURITY ANALYSIS OF LA-CP-ABE
In this section, we will analyse the security of the
LA-CP-ABE scheme. We will first discuss some security
points of the proposed scheme. Then, we show that the
proposed authorization scheme is proven selectively secure
under the m−BDHE assumption.
The FR and an observer of the message (3) in Fig 3 cannot

undetectably manipulate ξ ′k (Lid ||τt ||η) since it is protected
using the AES symmetric encryption scheme. The symmet-
ric shared key is computed using SK0 and a random num-
ber. Recall that SK0 was securely transferred to the GPS.
Moreover, the random number is changed for every location
query which causes the shared key to change accordingly.
Therefore, an FR cannot bypass a GPS to generate legitimate
data queries himself/herself. In addition, the CS ensures that
the message has been generated by GPS and proceeds with
the algorithm.

In addition, the secure GPS of a smartphone computes
the session private key SK ′4 by which the message can be
decrypted. Note that only if the location and time interval
attributes of the ciphertext match the ones in the SK ′4, will the
e(R,R) component be eliminated. Otherwise, it would have
some unknown exponent which causes the decryption to fail.
In this case, such data is filtered and considered irrelevant to
the ongoing situation.

Furthermore, an FR should not be able to extract the private
key element SK4 of its GPS to be able to bypass it. To mit-
igate that, a new unique ηnew = Hk (ηold ) is computed for
each new set of locations S ′ (message (5) in Fig. 3). In this
case, the queries from the FR to the GPS result in random
looking varied values. Fig.4 illustrates key query/response
when S ′ ⊂ S is assumed and the queries are in the same time
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interval and at the same location (i.e., k is fixed). Even under
such assumptions, the FR is not able to extract X = Rxhru0 g

α′

2
or hj ∈ Qi \ Qi′ . In Fig. 4, hru3 or hru2 cannot be extracted

from
SK ′4,2
SK ′4,1

or
SK ′4,1
SK ′4,3

respectively since η is changing for each

new Qi, therefore, RHk (Lid ||τt ||η) is changing for respective
queries. Notice that the GPS cannot extract gα

′

2 since it has
been blinded using Rx . And, since they are orthogonal to each
other (1), this obfuscating element will be cancelled in the
pairing computation in the decryption process.

The proposed scheme calculates a session key from the
term θ to prevent replay attack. In this regard, the decryption
key is valid for a certain location area and within single
time interval. This also is an important factor to consider
for addressing our new threat model. For example, if an FR
receives a private key for some data associated with a certain
location area and time interval τt , then the user should not be
able to decrypt the data for the same location within another
time interval τt+t ′ . In this case, our access model is superior
to the Break-the-Glass model. Recall that in that concept, the
master key always decrypts the corresponding ciphertext. Our
scheme restricts data access based on the time and location
of an emergency by which irrelevant data is filtered and
a higher level of privacy is provided. Besides, considering
the proposed scheme, both the CS and DOs are involved in
the authorization process. This decreases the risk of privacy
breach if the server turns malicious.

We integrated BE with CP-ABE to incorporate the loca-
tion attribute in an access policy. In this case, using BE
implies a (1, n)−threshold access structure meaning that
possessing private keys corresponding merely to one loca-
tion attribute leads to successful decryption of the message.
Observe that if a DO has included his/her home and work
location areas (e.g. L1,L2 respectively) in the ciphertext,
an FR who is visiting either one of the Associated areas
(e.g. AAL1 ) can generate the proper private key to decrypt
his/her data even if the DO is currently located at the other
location (L2 in this example). This can be avoided by updat-
ing the ciphertext by the DO upon leaving the home loca-
tion area. Here, there is a trade-off between the ciphertext
updating computation/communication costs and data filtering
accuracy: the bigger the size of S ′′, the smaller the data
filtering accuracy. We will further demonstrate such costs
in Section VIII.

In addition, to decrease the probability of privacy breach,
we can incorporate an Audit-trail technique to log all of
the activities which can be used to spot unauthorized data
access [80]. Here, this process should be operated and man-
aged by a trusted party to avoid collusion or illegitimate
modifications to the log.

Moreover, the CS cannot learn anything from the outsourc-
ing computations since the components are blinded by the
exponent δ. Finally, we also avoid the key escrow problem,
since we use two separate KGAs to generate secret keys of the
system. Note that setup algorithms in both KGAs receive the
same description of (G,GT , e). One of the KGAs generates

the private keys corresponding to location attribute, and the
other one for the static attributes. Therefore, there is no
single key generating authority that can decrypt all messages.
Here, we assume that KGAs do not collude with each
other.

We prove our LA-CP-ABE scheme is selectively secure
based on the decisional m − BDHE assumption. Note that
if BDHE is assumed to be hard in the subgroups Gp and Gr ,
then it can be assumed to be hard in the composite order
group G as well. We follow the selective CPA security game
in which we assume that an attacker A wins the game
with advantage ε. It is worth mentioning that we can also
achieve CCA security as well using well-known methods
used in [81] and [82]. We construct an algorithm B that uses
A to break the m− BDHE assumption with the advantage of
at least ε. The m− BDHE challenger generates two problem
instances as below.

For the subgroup Gp, the instance is comprised of gc1
and the set (g1, ga1, g

(a2)
1 , . . . , g(a

m)
1 , g(a

m+2)
1 , . . . , g(a

2m)
1 ,Z1) ∈

G2m
× GT ,p, where m = l × |Vi| + |FRs| is the num-

ber of attributes times the size of their value set plus
the number of FRs in the system. Suppose |Vi| = v
is the same for all of the attributes. For the sub-
group Gr , the instance is comprised of gc

′

2 and the set

(g2, gb2, g
(b2)
2 , . . . , g(b

m′ )
2 , g(b

m′+2)
2 , . . . , g(b

2m′ )
2 ,Z2) ∈ G2m′

×

GT ,r , where m′ = n+ |FRs| is the size the location set in the
system plus the number of FRs in the system.

Suppose that the challenger selects ρ ∈R {0, 1} and ρ′ ∈R
{0, 1} (the two selections are independent from one another).
If ρ = 0 = ρ′, then Z1 = e(g1, g1)ca

m+1
, and Z2 =

e(g2, g2)c
′bm
′
+1
. Otherwise, if ρ = 1 = ρ′, then Z1 and Z2 are

random elements of GT ,p,GT ,r respectively. The challenger
gives the two m− BDHE instances to B. Consider the game
between B and the adversary A as follows:
Initialization: A commits to sets D ⊆ [1,m − |FRs|] and

S ′ ⊆ [1,m′ − |FRs|].
Setup: B generates ϕ = {u1, u2, u3, y0, . . . , ym}, ϕ′ =

{u′1, y
′

0, . . . , y
′

m′}
R
←− ZN . Note that we allocate {y1, . . . , yv} to

A1, {yv+1, . . . , y2v} to A2, etc. In other words, suppose there
is map function ρ(i, j) = (i − 1)v + j ∈ [1,m − |FRs|] for
1 ≤ i ≤ l and 1 ≤ j ≤ v. This function is used to assign a
number in [1,m− |FRs|] to Ti,j. Then, B sets

q ← gu11 (20)

R ← gu21 (21)

Λ ← gy0u31 (22)

Ti,j ← g
yρ(i,j)
1 for ρ(i, j) ∈ D (23)

Ti,j ← g
yρ(i,j)+aρ(i,j)

1 for ρ(i, j) ∈ [1,m− |FRs|] \ D (24)

h0 ← g
y′0
2 (25)

hi ← g
y′i
2 for i ∈ S ′ (26)

hi ← g
y′i+b

i

2 for i ∈ [1,m′] \ S ′ (27)
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Note that A0 = Λ ∈ D is always true. Formally, B sets
α ← y0u3 × am+1 and α′ ← y′0u

′

1 × bm
′
+1. Thus, public

parameters are

PK =

{
g1, q,R,Λ, e(g1, q)α, e(R,R), {Ti,j}i∈[1,l],j∈[1,v],
g2, e(g2, g2)α

′

, h0, h1, . . . , hn,

where e(g1, q)α and e(g2, g2)α
′

can be computed as

e(g1, q)α = e(ga
m

1 , (g
a
1)
u1 )y0u3 = e(g1, g

u1
1 )y0u3×a

m+1
, (28)

and,

e(g2, g2)α
′

= e(gb
m′

2 , gb2)
u′1 = e(g2, g2)u

′

1×b
m′+1

. (29)

B sends PK to A.
Private Key Queries:A is allowed to query the private key

only for the attributes that were not included in either D or S ′

except Λ and h0. We first generate the keys associated with
G2m
× GT ,p, and then for the other instance. B generates

z′u
R
←− ZN and formally sets r ′u = z′u − u1am+1−u. For

each FR, we personalize the default attributes as follows:

Λu = gy0u3a
u

1 = (ga
u

1 )y0u3 , hu,0 = g
y′0b

u

2 = (gb
u

2 )y
′

0 . It outputs,

SKu =



SK0 = H1(FRu)β ,

SKu,1 = qαΛ
r ′u
u

= gu1u3y0a
m+1

1 × g
z′uu3y0a

u
−u1u3y0am+1au−u

1

= g
z′uu3y0a

u

1 ,

SKu,ρ(i,j) = T
r ′u
i,j = g

(yρ(i,j)+aρ(i,j))r ′u
1

= g
(yρ(i,j)+aρ(i,j))(z′u−u1u3y0a

m+1−u)
1 ,

for ρ(i, j) ∈ [1,m− |FRs|] \ D

SKu,2 = g
−r ′u
1 ,

For the instance associated with G2m′
×GT ,r , B generates

zu, x
R
←− ZN and formally sets ru = zu−u′1b

m′+1−u. It outputs
the corresponding elements of the secret key as follows

SKu =



SKu,3 = g−ru2 ,

SK ′u,j1 = hruj1 = g
ru(y′j1

+bj1 )

2

for j1 ∈ {n} \ {S
⋃
S∗},

SKu,4 = Rxhruu,0g
α′

2

= gu2x1 × g
zuy′0b

u
−y′0u

′

1b
m′+1bu−u

2 × g
y′0u
′

1b
m′+1

2

= gu2x1 g
zuy′0b

u

2 ,

SK ′′j2 = hruj2 = g
ru(y′j2

+bj2 )

2

for j2 ∈ {S} \ {S∗}

Remarks: The tricky part is to simulate the SKu,1 and
SKu,4 values since they are comprised terms of the form

ga
m+1

1 and gb
m′+1

2 respectively. These terms are unknown to B.
However, notice that these terms in the exponent are cancelled
out which makes them computable for B. In addition, the
distribution of the private key is identical to that of the original
scheme.

Challenge:A chooses a subsetD∗ ⊂ D, S∗ ⊂ S ′, twomes-
sages M0,M1 and sends them to B. B chooses µ ∈R {0, 1},
computes the ciphertext as below, and sends the result
to A.

K = Zu1u3y01 × Z
y′0u
′

1
2

C∗ =



C∗0 = ξ
′
K (Mµ),

C∗1 = gc1,
C∗2 = gc

′

2 ,

C∗3 = (Λ
∏

vi,j∈D∗
Ti,j)c × (h0

∏
j∈S∗

hj)c
′

= (gy0u31
∏

vi,j∈D∗
g
yρ(i,j)
1 )c × (g

y′0
2
∏
j∈S∗

g
y′j
2 )

c′

= (gcy0u31 (gc1)
∑

vi,j∈D∗
yρ(i,j) )× (g

c′y′0
2 (gc

′

2 )
∑

j∈S∗ y
′
j ).

Notice that B is able to calculate the challenge from the
instances as shown above.
CS-Encrypt, GPS-KGen:We use the random oracle model

instantiated with HMAC to output the required randomness
for the two algorithms.
Guess: Finally, A outputs a bit µ′ ∈ {0, 1}. B outputs 1 if

µ = µ′ and 0 otherwise. Notice that if Z1 = e(g1, g1)ca
m+1

and Z2 = e(g2, g2)c
′bm
′
+1
, then C∗ is a valid challenge

ciphertext associated with D∗, S∗. Therefore, A has advan-
tage ε. Since m−BDHE is known to be a hard problem, the
advantage ε is negligible. Then, we have the following

Pr[B→ 1|Z1 = e(g1, g1)ca
m+1
,Z2 = e(g2, g2)c

′bm
′
+1
]

= Pr[µ = µ′|Z1 = e(g1, g1)ca
m+1
,Z2 = e(g2, g2)c

′bm
′
+1
]

=
1
2
+ ε.

Otherwise, three other cases may occur; first, both
Z1 ∈ GT ,p and Z2 ∈ GT ,r are random elements; sec-
ond and third, either one of them is a random element. In
all of those cases, A has no advantage to distinguish the
ciphertext generated for M0 from the ciphertext generated
for M1. This is because all parts of the ciphertext have
the same distribution in either µ = 0 or µ = 1. There-
fore, Pr[B → 0|Z1 and Z2 are random] = Pr[B → 0|
Z1 or Z2 are random] = 1

2 . �
Note that since x and u2 ∈ ZN are chosen uniformly at

random, and g1 ∈ Gp, then, g
u2x
1 = Rx reveals nothing about

the value of u2x modulo r . In other words, u2x modulo r is
uniformly random. Therefore, in the view of an attacker, the
corresponding key is well-distributed.

VIII. PERFORMANCE ANALYSIS OF LA-CP-ABE
In this section, we discuss some significant features of our
LA-CP-ABE scheme with regards to the emergency response
application. In addition, we analyse computation and com-
munication complexities, storage requirements, and delay.
Concerning with CP-ABE schemes, our focus is merely on
the constant ciphertext-size and constant number of pairings
in the decryption process.
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TABLE 3. CP-ABE protocol comparison.

Table 3 presents a comprehensive comparison among state-
of-the-art CP-ABE protocols. In this table, n is the number
of attributes in the universe, l is the number of attributes
included in an access policy, t is the threshold value by which
an access policy will be satisfied, v is the number of values
associated with an attribute, W is the number of attributes
that a user possesses, d number of default attributes in the
system, AND+−∗means AND gate with positive, negative,
and wildcards, ANDm∗ means AND gate with multivalued
and wildcards, i, j are the numbers of added and removed
attributes respectively to the ciphertext.

In Table 3, ciphertext size is constant in all of the schemes
regardless of the number of attributes in the access policy.
In addition, the table shows that the ciphertext contains an
element of the target group GT for all schemes except the
works [40], [83], and ours. We used such an element as the
secret key to a symmetric encryption scheme ξ ′ (e.g., AES)
to increase computation efficiency.

Besides, based on Table 3, computation complexity for all
of the schemes is constant in terms of number of pairing
computations. In this case, our scheme is more efficient than
others, since we delegated such heavy burden to a powerful
server. Notice that our outsourced decryption scheme requires
merely 4 pairing operations on the server side. On the other
hand, our decryption computation complexity is comprised of
(4+ |S ′+D|) multiplications inG and 1 exponentiation plus
1 multiplication in the target group GT on the user side. This
is explicitly important considering the emergency response
application. It can be shown that the delay corresponding
pairing computations are much higher than group arithmetic
operations. Table 4 indicates the difference in computa-
tion delay between bilinear group multiplication/pairing with
80-bit security and AES encryption scheme with 128 bit
security. The numbers were extracted from the works
in [88]–[90]. The first three rows show the timing costs
for resource constraint devices and the last one illustrates
a more powerful computer. Observe that even in resource
constraint devices as long as the computation complexity is

TABLE 4. Time costs comparison.

remained constant especially for pairing calculations, respec-
tive schemes are still feasible. However, the advantage of our
scheme is the use of AES instead of multiplication of the
message with a key (e.g., e(X ,X )x ∈ GT ) which results in
higher efficiency even on resource constraint devices.

Comparing the two columns for private key size and access
structure in Table 3 shows an interesting conclusion which is
the fact that constant private key size results in a very limited
access structure (n, n)−Threshold. In this case, although a
user might have several attributes, there is only one com-
bination that enables him to decrypt a ciphertext. In other
words, the attributes and their values used in the ciphertext
should perfectly match the ones in a user’s private key. On the
contrary, AND-gate access structure provides more flexible
and expressive access policy for the cost of higher private key
size. In this case, the storage requirement for a user demands
higher capacity. Our scheme uses multivalued AND-gate.

In addition, Table 3 shows that all the schemes are
able to update the ciphertext using the same technique as
ours except [40]. Note that those schemes did not present
the procedure with which a ciphertext can be updated.
The scheme [40] requires to contact a server in order to
get the hashed value of the new authorized attribute list
and update the aggregated group element in the ciphertext.
In fact, to update a ciphertext, that scheme substitutes two
out of three elements of the ciphertext whereas others merely
modify existing element(s) by multiplication as shown
in Section VI-B. The cost of updating ciphertext is similar
for all of the schemes except [82], [84] for which two ele-
ments of the ciphertext should be modified. Note that the

VOLUME 4, 2016 4603



H. Ghafghazi et al.: Location-Aware Authorization Scheme for Emergency Response

FIGURE 5. Movement trajectory scenario per week.

communication cost of updating a ciphertext does not depend
on the number of attributes. This is a key advantage especially
in situations where users often change their locations.

Furthermore, the key distinction among the schemes in
Table 3 is the ability to incorporate dynamic attributes
(i.e., location and time). Our scheme uses BE to incorporate
the location attribute to ciphertext at the DO’s side, and a
server incorporates time attribute to complete the require-
ment. None of the schemes in Table 3 is able to incorporate
dynamic attributes.

Utilizing BE decreases the updating frequency which
results in higher degree of computation and communication
efficiency. Suppose there are two individuals Alice and Bob
who have the same life style meaning that their movements
during a week is similar. Fig. 5 illustrates such a scenario
in which weekdays and the weekend are shown separately.
In this figure, boxes are locations and it is assumed that
each box is in a distinct location area. This implies that, for
instance from Home to School, a DO needs to update the
ciphertext.

Assume that the preferred location set of Alice and Bob
are S ′′Alice = {Home, School,Work,Grocerystore} and
S ′′Bob = {∅} respectively. Therefore, if Alice moves from one
location to another in her set, no updating is necessary. Note
that in this case S ′ = S ′′. In addition, if she moves from a
location in the set (e.g., Home) to another one not in the set
(e.g., Gym), she only needs to update the ciphertext by adding
Gym to it. The stars on top of the arrows in Fig. 5 show when
an updating is required for Alice. In addition, the number of
stars shows the total number of group multiplications neces-
sary for updating the ciphertext. Despite Alice, Bob needs to
update his data for each one of his movement.

FIGURE 6. The effect of |S′′| on communication and computation costs of
updating process.

FIGURE 7. Percentage of data filtering accuracy with regards to total
number of location areas.

Fig. 6 illustrates the communication and computation
costs of the updating process. The horizontal axis shows
weeks one through three for which we change S ′ (recall that
S ′ = S ′′

⋃
Lc, i.e., the union of the preferred location set and

the current location) for both Alice and Bob. The first set of
bars represents the scenario showed in Fig. 5. The second set
shows the effect of |S ′′Bob|when Bob includesHome andWork
into his set. Finally, the third set of bars shows the costs when
Alice includes Gym and Park into her set, and Bob includes
all boxes except the three Activities and the two Adventures.
Fig. 6 shows that increasing |S ′′| affects computation com-
plexity more than communication overhead. In this case,
the computation complexity and communication overhead of
Bob decreased by approximately 60 and 52 percent respec-
tively per week comparing the first week with the second and
the third respectively. And, Alice was able to decrease her
computation cost by 32 percent and her communication over-
head by 8.3 percent per week from week two to three. It can
be concluded that if |S ′′| increases, the ciphertext updating
costs (i.e., communication and computation costs) decrease.
However, it also decreases the data filtering accuracy. The
relationship between data filtering accuracy and |S ′|, and
n is shown in (30) (for S ′ = S ′′). Here, 1 ≤ |S ′| ≤ n which
indicates that the accuracy is 100%when |S ′| = 1 and it drops
to 0% when |S ′| = n.

Accuracy =
n− |S ′|
n− 1

× 100 (30)

Fig. 7 illustrates the above relationship. For small n, the
percentage of data filtering accuracy drops very fast if |S ′|
increases. However, when n increases, the accuracy is higher
for the same |S ′|. For example, comparing n = 10 and
n = 200 indicates that for |S ′| = 10 the accuracy rises
from 0 to 95.5% respectively.

The proposed access/threat model is also advantageous in
a sense that it decreases the computation and communication
burden on the CS in critical situations. Note that the CS
first checks that the location of an FR and the time interval
within which a data request is occurred (refer to Fig. 3) are
legitimate. Without this a prior step, the CS would retrieve,
process, and transfer data to the FR.

Table 5 compares our scheme with three other
works [40], [47], [83] in more details. In [47], m is the
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TABLE 5. Comparison of total computation and communication overhead.

maximum size of allowed attributes associated with cipher-
text. The works [47], [83] are broadcast CP-ABE schemes in
which explicit receivers are also specified within ciphertext
using their identities. The work [40] uses attribute ranges
and relations to provide flexible access policy for CP-ABE.
As Table 5 indicates, the scheme [47] has better access policy
expressiveness in comparison with other works. However,
this has an effect on its ciphertext size which is proportional to
the number of attributes in the access policy. Other protocols
offer constant ciphertext size. In particular, the scheme [83]
offers ciphertext size very close to ours. Both of the schemes
use symmetric encryption algorithm to encrypt a message
using an element in the target group as the secret key.

The work [40] also offers constant ciphertext size, and has
the best secret key size among others. The reason lies under
the (n, n)−threshold access structure which brings about very
restrictive access policy. In this case, one can argue that since
more storage is easily affordable and cheap to provide, it is
better to offer higher access policy expressiveness and still
keep the ciphertext size and decryption computation constant
which evidently our scheme offers. Comparing outsourcing
communication overhead shows that our scheme is less
efficient by a factor of two extra group elements than [40].
However, with such extra elements, our decryption compu-
tation overhead on the user side is released from pairing
computation. This significantly increases the efficiency of
our scheme. To show how big a difference is between group
multiplication/exponentiation and pairing computations, as
one benchmark, using BN256 curve with RELIC library on
a modern PC, pairing computation delay is approximately
8.22mswhile modular multiplication requires 0.0034ms [91].
This means that the corresponding delay of approximately
2417 groupmultiplications equals one pairing operation. This
was also shown for resource constraint devices in Table 4 in
which pairing computation for 80-bit security is proportional
to approximately 127 × 104 group multiplications. Consid-
ering the fact that a smartphone lacks powerful resources in
comparison with a server, outsourcing such a heavy burden
to a more powerful entity increases computation efficiency
and decreases decryption delay drastically. In this regard, our
scheme outperforms [40]. In terms of computation complex-
ity, the schemes [47] and [83] are inefficient in comparison
to ours as the result of linear relationship between pairing
computations and the number of attributes in the access
policy/system.

Concerning with the delay requirements, the
schemes [47] and [83] in comparison with our scheme
and [40] have an advantage which can affect on computation
delay significantly. In this case, the former schemes compute

pairings over prime-order groups while the latter ones are
based on composite-order groups. Freeman [92] showed
that the cost of Tate pairing computation in composite-order
groups on a 1024-bit supersingular curve is 50 times slower
than in Tate pairing on a 170-bit MNT curve in prime-
order groups. Freeman also showed that pairing computa-
tion on a modern PC is done in approximately 150ms on
supersingular curve with G ⊂ E(Fq) ∼ 1024 bits and
GT ⊂ F∗

q2
∼ 2048 bits. Using this benchmark, since

our outsourced computations require merely 4 pairings, this
results in approximately 0.6 seconds of computation delay.
Comparing to ours, the decryption process in [47] and [83]
imposes (3+ 2l) and (2n+ 1) pairings where l and n are the
number of attributes in the access policy and in the system
respectively. A naive comparison shows that those schemes
with l = n = 100 impose the same delay as ours.

In order to decrease the computation delay, [92], [93]
proposed efficient ways to convert composite-order bilinear
groups to prime order groups and yet keeping the orthogo-
nality property. Freeman [92] proposed to use two groups of
the same prime-order (e.g. log2 p = 256) and an asymmetric
bilinear map to provide orthogonality feature of composite-
order (e.g. log2 N = 3072) groups in prime-order groups.
Then, Lewko [93] provided a generic conversion using Dual
Pairing Vector Space (DPVS). However, this method has a
drawback in which instead of one paring in composite-order
group of n primes, it needs 2n pairings in prime-order groups.
Using this conversion for our scheme for which we used
a composite-order group comprised of 2 primes, we need
4 pairings in prime-order groups for every single pairing orig-
inally. Considering our decryption process which requires
4 paring calculations, the prime-order conversion of our
scheme requires 16 pairings for such a process. Using Free-
man’s benchmark in which prime-order pairing computation
imposes 3ms delay, pairing computation in the decryption
process is performed in approximately 50ms. In comparison
with [47] and [83], assuming l = n = 8 attributes for those
schemes, the computation delay is similar to ours. However,
such system parameters are very limited which highlights the
effectiveness of our scheme.
TABLE 6. Comparison of computation delay for prime-order and
composite-order groups.

Table 6 shows the computation delay comparison between
prime-order on a BN256 curve using Ate paring and
composite-order with two primes on a supersingular curve
using Tate pairing on a 2.6 GHz Intel Celeron 64 bits PC
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with 1 GB RAM that extracted from [94]. The table shows
the efficiency of such a conversion in terms of computation
delay for 128-bit security. The delays are in milliseconds.

IX. CONCLUSION
In an emergency, FRs require accurate, timely, and location-
aware information. Acquiring such information encounters
substantial challenges among which filtering large volume
of data, privacy, and authorized access have received little
attention. To jointly address the aforementioned challenges,
this work proposed a location-aware access authorization
scheme for emergency response. We integrated BE with
CP-ABE to incorporate dynamic attributes (i.e., location and
time) into an access policy. The LA-CP-ABE scheme ensures
that an authorized FR is able to retrieve relevant, timely,
and location-aware information. The performance analysis
of LA-CP-ABE indicates the efficiency and effectiveness of
the scheme in comparison with state-of-the-art fine grained
authorization schemes. Our scheme imposes constant decryp-
tion computation complexity and communication overhead.
The use of BE for incorporating location attribute decreases
the communication cost of updating process. However, there
is trade-off between the updating communication cost and
accuracy of data. In this case, the large size of S ′′ > 1
implies lower updating cost requirement which may lead to
lower location-accurate data. In terms of security, the pro-
posed scheme is CCA-selective secure based on m−BDHE
assumption and addresses the key escrow problem.
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