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ABSTRACT The wireless sensor network (WSN) is one of the key enablers for the Internet of Things (IoT),
where WSNs will play an important role in future internet by several application scenarios, such as
healthcare, agriculture, environment monitoring, and smart metering. However, today’s radio spectrum is
very crowded for the rapid increasing popularities of various wireless applications. Hence, WSN utilizing
the advantages of cognitive radio technology, namely, cognitive radio-basedWSN (CR-WSN), is a promising
solution for spectrum scarcity problem of IoT applications. A major challenge in CR-WSN is utilizing
spectrum more efficiently. Therefore, a novel channel access scheme is proposed for the problem that how
to access the multiple channels with the unknown environment information for cognitive users, so as to
maximize system throughput. The problem is modeled as I.I.D. multi-armed bandit model withM cognitive
users and N arms (M < N ). In order to solve the competition and the fairness between cognitive users
of WSNs, a fair channel-grouping scheme is proposed. The proposed scheme divides these channels into
M groups according to the water-filling principle based on the learning algorithm UCB-K index, the number
of channels not less than one in each group and then allocate channel group for each cognitive user by using
distributed learning algorithm fairly. Finally, the experimental results demonstrate that the proposed scheme
cannot only effectively solve the problem of collision between the cognitive users, improve the utilization
rate of the idle spectrum, and at the same time reflect the fairness of selecting channels between cognitive
users.

INDEX TERMS I.I.D. multi-armed bandit, fairness access scheme, channel-grouping, modified UCB-tuned.

I. INTRODUCTION
In future,WSNs are expected to be integrated into the Internet
of Things [1], where reconfigurable, flexible, and intelligent
sensors join the Internet dynamically, and use it to collabo-
rate and accomplish their tasks for a wide range of applica-
tions various domains [2]–[16], big data applications, Internet
of Things, E-commerce, multimedia medical device, virtual
reality & augmented reality, and environment monitoring,
etc. Multimedia applications of WSNs require substantially
low power consumption, higher bandwidth and more avail-
able spectrum [17]–[23]. However, today’s radio spectrum
is very crowded for rapid increasing popularities of various

wireless applications. Therefore, cognitive radio technol-
ogy stands as a key and spectrum-efficient communication
approach for resource-constrained wireless sensor networks
and future wireless network [24]–[26]. When cognitive users,
namely, sensor nodes in wireless sensor networks access the
spectrum competitively, in order to make effective usage of
the spectrum andmeet the throughput demand for multimedia
applications, effective mechanisms are required to coordi-
nate cognitive users’ behaviors (transmission power control,
spectrum access, et al.) [27]–[35]. At the same time, the
wireless environment is gradually to be more complicated,
which makes it more difficult for cognitive users to obtain the
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complete network environment parameters information in the
wireless network system. Also, the upcoming 5G networking
architectures with a super high spectrum utilization and ultra-
low power consumption, tends to support massive devices
with limited bandwidth and minimum content delay, which
would be a big challenge for the current crowded spectrum.
Hence, distributed channel access under unknown environ-
ment information has been a hot research topic in cognitive
radio based wireless sensor network.

Currently, many of the existing literatures (see [36]–[41])
have studied the problem of distributed spectrum access
under unknown environment statistical information. Among
these literatures, [36] and [37] have researched on the
Upper Confidence Bound (UCB) index algorithm with sin-
gle cognitive user based on multi-armed bandit model,
while [38]–[41] focused on the multi-user situation, which
transform the unknown system model into Non-Bayesian
multi-armed bandit model. Considering the single cognitive
user situation is too simple, the current trend is to study
multi-armed bandit model with multi-user andmulti-channel.
Meanwhile, all cognitive users in the system do not know
the channel environment statistical information. There will
be collisions when more than one cognitive user accesses the
same channel simultaneously. To address the problem, [42]
proposes an adaptive random access scheme to reduce
the collision among cognitive users. The priority access
scheme and fair access scheme are also adopted in litera-
ture [43] and [44], which could effectively avoid the collision
among cognitive users. Based on the UCB1 index algorithm,
the literature [45] puts forward the d-UCB4 algorithm, which
is suitable for the multi-user scenarios. Literature [46] pro-
poses a distributed online learning access scheme called
DSLA, which can be widely applied to distribution learning
system and its channels have a variety of channel available
probability.

Most of the current literatures, such as [47] and [48] are
limited that one cognitive user can only select one channel
each time. In this situation, when the selected channel is
detected to be in a busy state, the data will not be transmitted
and it has to wait for the next slot. However, there may be
other channels that are not occupied presently, which will
give rise to a waste of spectrum resources. For this problem,
we propose a scheme which is based on channel grouping.
In each time slot, cognitive users can sense all of the channels
in the group one by one, until finding an idle channel or
all of the channels are perceived once. Here, these channels
are divided into several groups according to the water-filling
principle based on the modified UCB-tuned index. On the
other hand, many literatures don’t take the fairness among the
cognitive users into consideration. In this paper, we introduce
the fairness access scheme based on the channel grouping
method. Finally, the experimental results show that the pro-
posed scheme can get a logarithmic regret with respect to time
slot, and increase the selected number of the channels that has
a small idle probability, so as to ensure the fairness among the
cognitive users.

This paper is organized as follows. Section II introduces
the system model. Then, section III introduces the pro-
posed scheme of this paper, namely, the distributed learning
algorithm, and the principle of channels grouping and the
access principle. Section IV gives the scheme simulation and
analysis. At last, we summarize the paper and point out the
future research.

II. SYSTEM MODEL
As shown in Fig. 1, a CR-WSN coexisting with a licensed
system is considered. The time is slotted and the N channels
are independent of each other.

FIGURE 1. The structure of the system.

We denote time slot as n, and denote the reward
(i.e. throughput) arbitrary of channel i(1 ≤ i ≤ N ) as
random variable Xi (n). The mean of random variable Xi (n) is
µi = E[Xi], where we normalize Xi ∈ [0, 1]. Different
channels have different means µi, which is unknown for
these cognitive users and there is no information exchange
or communication between cognitive users.

FIGURE 2. Channel model in the system.

In the distributed CR-WSN, each cognitive user can select
one opportunity channel from the N channels. The channel
set is N , {1, . . . ,N }. These channels are divided into time
slots one by one. As shown in Fig 2, each channel has two
states: si(n) = 1 and si(n) = 0. si(n) = 1 represents that in
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each time slot, the channel is not occupied by the licensed
user (i.e. the channel is available), otherwise, si(n) = 0 (i.e.
the channel is not available). The set of the channels state
space is S = {s1(n), s2(n), . . . , si(n) . . . , sN (n)}. For cogni-
tive user i, the closed-form normalized instantaneous reward
at slot n is Xi(n) = si(n) × B,Xi ∈ [0, 1]. Here let B = 1.
These channels are independent and identically distributed
with different Bernoulli parameters. The objective function
is to maximize the total throughput or minimize the regret.
So we formulate the problem as I.I.D. MAB model. In the
model, cognitive users do not know the channel state informa-
tion, and they have to estimate and predict channel availabil-
ity by exploring and learning. The practical scheme is π . The
scheme performance is evaluated by its regret value, which
means that the difference between the obtained reward under
an ideal environment and the obtained practical reward by
taking some strategies. Then we can get the mathematical
expression of the regret:

<
π (2; n) = n

∑
i∈O∗M

µi − Eπ
[

n∑
t=1

Sπ(t)(t)

]
(1)

Where, π is the adopted strategy, 2 = {µi, 1 ≤ i ≤ N } is
the channels availability set, o∗M is the M channels set with
M largest reward, E stands for the calculation of expectation
value, Sπ (t)(t) stands for the total throughput by using the
scheme, its mathematical expression is as shown below:

Sπ(t) (t) =
M∑
m=1

N∑
i=1

Xi(t)×�m,i(t) (2)

In formula (2), �m,i (t) reflects the collision between cog-
nitive users: in slot t , when cognitive user m is the only one
to use channel i, then �m,i (t) = 1, otherwise �m,i (t) = 0.

For facilitation, we let V π
m,i
(n) =

n∑
t=1

�m,i (t), on account of

E [Xi (t)] = µi. Therefore,we have the expression of total
regret:

<
π (2; n) = n

∑
i∈O∗M

µi−

M∑
m=1

N∑
i=1

µi × E
[
V π
m,i
(t)
]

(3)

III. THE PRINCIPLE OF THE PROPOSED SCHEME
A. DISTRIBUTED LEARNING ALGORITHM BASED ON
MODIFIED UCB-TUNED INDEX
Due to the channel environment statistical information is
completely unknown to cognitive users, we need to predict
the channel information by learning algorithm. The proposed
distributed learning algorithm in this paper is briefly called
UCBT-K that modified based on the tuned upper confidence
bound (UCBT) index, which introduces a variance factor in
the index and it is generalized form of the modified UCBT.
The UCBT-K can select arbitrarily channel with the K-th [49]
largest index value. The process of UCBT-K on M cognitive
users can be obtained as follows.

a) Initialization: Cognitive user m senses all the channel-
sone by one. At time slot t , the instantaneous through-
put of channel i is µ̂m,i (t) = Xi (t). The sensed number
of times of channel i is Ti (t) = 1.

b) Channel Estimation: Calculate the improved
UCB-tuned index for each channel according to the
mathematical formula (4):

µ̂m,i (t − 1)+

√
log (t)

Ti (t − 1)

×

√
min

(
1
4
, δ2i (t − 1)+

√
2 log n/Ti (t − 1)

)
(4)

Where, δ2i (t) is the reward variance of the channel i
after t time slots. Then, we construct a channel set oK
that contains the K largest index values.

c) Channel Selection: Select a channel k from oK based
on the following mathematical formula (5):

k = arg min
i∈oK

µ̂m,i (t − 1)+

√
log (t)

Ti (t − 1)

×

√
min

(
1
4
, δ2i (t − 1)+

√
2 log (t) /Ti (t − 1)

)
(5)

d) Update Information: if the selected channel is idle,
update the average reward µ̂m,k (t) of cognitive userm.

µ̂m,k (t) =
µ̂m,k (t − 1)× Tk (t − 1)+ Xk (t)

Tk (t − 1)+ 1
(6)

And Ti (t) = Ti (t − 1) + 1, otherwise, there are
µ̂mk (t) = µ̂

m
k (t − 1) and Ti (t) = Ti (t − 1).

B. THE PRINCIPLE OF CHANNELS GROUPING
There are M distributed cognitive users and N channels
in the system (M < N ). The principle of channel grouping
can be shown as the following Fig. 3.

FIGURE 3. The channel sensing based on channel group.

Firstly, we let the channel with the largest index value in the
set oM as the channel A of the first channel-group (G1 = {A}).
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Call the channel with second largest index value as the chan-
nel A of the second group (G2 = {A}), and the rest of the
channels contained in oM are grouped in the same way. Then,
we will acquire M channel-group (G1,G2, . . .GM ). Next,
allocate the rest N − M channels evenly to the M channel-
group according to iterative water-filling principle: Put the
channel with (M + 1)-th largest index value to the current
channel-group with smallest sum of index values denoted
as channel-B, the next channel added in this group is called
channel-C . It is also follow the same principle from the chan-
nel with (M + 2)-th largest index value to channel with N -
th largest index value, which forms a new channel-group set

o∗M =
{
G1 = {A,B . . .},G2 = {A,B, . . .}
, . . . . . . ,GM = {A,B,C . . .}

}
. The set o∗M still

includes M channel-group, so the M cognitive users have a
corresponding channel-group. For each group has at least one
channel, therefore, we assume that the number of channel
N is larger than cognitive users M . Assume that the time
slot consists of three parts: the detection, the access process
and the decision. We assume the first part and the third part
is quite short and can be ignored. In this article we allow
a cognitive user to sense more than one channel in a time
slot.

C. THE ACCESS OF CHANNEL-GROUPS WITH FAIRNESS
Since there are multiple cognitive users in the system, it is
necessary to find a reasonable channel access scheme to
avoid collisions among cognitive users. In literature [42], the
priority access scheme is adopted to avoid collisions. First,
it assigns a rank of priority access for each cognitive user.
Then each cognitive user chooses the corresponding channel
according to its rank. For example, for cognitive user 1 its
priority is the first, so it can choose the channel with largest
index value every time. In term of the cognitive user 2, its
priority is the second, it will always select the one with
second largest index value. And the other cognitive users
select in the same way. As a result, each cognitive user has a
corresponding channel. Although this scheme can effectively
avoid the collision among cognitive users, it does not reflect
the fairness among cognitive users. Therefore, to solve the
problem of unfairness, we propose an access scheme which
is based on channel grouping, as shown in Fig. 4.

FIGURE 4. Channel-group access scheme with fairness.

As mentioned above, each cognitive user has a corre-
sponding channel group. For arbitrary cognitive user m,

at time slot t , the selected channel-group Gj needs to meet
the formula:

Gj = ((m+ t) mod M)+ 1 (7)

The algorithm implementation of the proposed scheme
can be shown in Fig. 5, which includes three parts:
distributed learning, channel grouping and fair access
scheme.
Lemma 1: The existence of regret value, assume that the

parameter l is positive integer, n is the total number of time
slot, t, 1 ≤ t ≤ n is any arbitrary time slot. K∗m (t) is the
optimal channel with the K -th largest index for the cognitive
user m. Qmi (n) is the number of times that cognitive user m
chooses the non-optimal channel i (i.e. i 6= K∗m (t)). Ct,ni =√
(L+1) ln(t)

ni
, µ̂i,ni is the average reward of the channel i.When

µi < µK∗m , there are:

Pr
{
µ̂j(t),nj(t) ≤ µj(t) − Ct,nj(t)

}
≤ t−4 (8)

Pr
{
µ̂i,ni ≥ µi + Ct,ni

}
≤ t−4 (9)

Proof: As µi < µK∗m , there is at least one channel
j (t) ∈ o∗K∗m . If the cognitive user chooses the channel i at
slot t , then we can get:

µ̂j(t),Qmj(t)(t−1)
+ Ct−1,Qmj(t) (t−1)

≤ µ̂i,Qmi (t−1) + Ct−1,Qmi(t) (t−1)

(10)

Qmi (n) can be expressed as below:

Qmi (n) = 1+
n∑

t=N+1

‖ {Ii (t)} ≤ l

+

n∑
t=N+1

‖ {Ii (t) ,Qmi (t − 1) ≥ l}

≤ l +
n∑

t=N+1

(
‖ {Ii (t) , µi < µK∗m ,Q

m
i (t − 1) ≥ l}

+ ‖ {Ii (t) , µi > µK∗m ,Q
m
i (t − 1) ≥ l}

)
(11)

Where, if the number of Qmi (n) increases by one at time
slot t , Ii (t) = 1, otherwise Ii (t) = 0. And when x is true,
‖ (x) = 1, otherwise, let ‖ (x) = 0.

According to the (10), there are:

n∑
t=N+1

‖ {Ii (t) , µi < µK∗m ,Q
m
i (t − 1) ≥ l}

≤

n∑
t=N+1

‖

{
µ̂j(t),Qmj(t) (t−1)

+ Ct−1,Qmj(t) (t−1)
≤ µ̂i,Qmi (t−1) + Ct−1,Qmi (t−1),Q

m
i (t − 1) ≥ l

}

≤

n∑
t=N+1

‖

{
min

0<nj(t)<t
µ̂j(t),nj(t) + Ct−1,nj(t)

≤ max
l≤ni<t

µ̂i,ni + Ct−1,ni

}
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FIGURE 5. The flow chart of the proposed scheme.

≤

∞∑
t=1

t−1∑
nj(t)=1

t−1∑
ni=l

1{µ̂j(t),nj(t) + Ct,nj(t) ≤ µ̂i,ni + Ct,ni} (12)

From the (12), for µ̂j(t),nj(t)+Ct,nj(t) ≤ µ̂i,ni+Ct,ni , at least
one of the following expressions is true:

µj(t) < µi + 2Ct,ni (13)

µ̂j(t),nj(t) ≤ µj(t) − Ct,nj(t) (14)

µ̂i,ni ≥ µi + Ct,ni (15)

For l ≥ 8 ln n
12
K∗m,i

, there are:

µj(t) − µi − 2Ct,ni

≥ µK∗m − µi − 2

√
212

K∗m,i
ln t

8 ln n
≥ µK∗m − µi −1K∗m,i = 0 (16)

So it is clearly false for the inequality (13). Similarly, we
can get the inequality (14) and the inequality (15) hold.

According to the Chernoff-Hoeffding bound [46]
for (14) and (15), we can get:

Pr
{
µ̂j(t),nj(t) ≤ µj(t) − Ct,nj(t)

}
≤ e−4 ln t = t−4 (17)

Pr
{
µ̂i,ni ≥ µi + Ct,ni

}
≤ e−4 ln t = t−4 (18)

Lemma 2: When µi > µK∗m , similar to lemma 1, the
following formula hold:

Pr
{
µ̂i,ni ≤ µi − Ct,ni

}
≤ t−4 (19)

Pr
{
µ̂h(t),nh(t) ≥ µh(t) + Ct,nh(t)

}
≤ t−4 (20)

Proof: In the case of µi > µK∗m , we assume the chan-
nel i is selected at t slot by the cognitive user m. There are
two possible situations:
(1) If oK∗m = o∗K∗m , there are:

µ̂i,Qmi (t−1) − Ct−1,Qmi (t−1)
≤ µ̂K∗m,Q

m
K∗m
(t−1) − Ct−1,Qm

K∗m
(t−1) (21)

(2) If oK∗m 6= o∗K∗m , there is at least one channel h (t) /∈ o
∗
K∗m

in the set oK∗m , we can get:

µ̂i,Qmi (t−1) − Ct−1,Qmi (t−1)
≤ µ̂h(t),Qmh(t)(t−1)

− Ct−1,Qmh(t)(t−1) (22)

For the above two situations, 8K∗m is a set of channels
with K − th largest index. We let o∗K∗m−1 = o∗K∗m

− 8K∗m ,

the cognitive user m chooses channel i at t slot. There is a
channel h (t) /∈ o∗K∗m−1 that meets the following formula:

µ̂i,Qmi (t−1) − Ct−1,Qmi (t−1) ≤ µ̂K∗m,QmK∗m (t−1)
− Ct−1,Qm

K∗m
(t−1)

(23)

In the same way, we can get:

µ̂i,Qmi (t−1) − Ct−1,Qmi (t−1) ≤ µ̂h(t),Qmh(t)(t−1) − Ct−1,Qmh(t)(t−1)
(24)

µi < µh(t) + 2Ct,ni (25)

µ̂i,ni ≤ µi − Ct,ni (26)

VOLUME 4, 2016 4613



J. Zhu et al.: Multi-Armed Bandit Channel Access Scheme With Cognitive Radio Technology in WSNs for the IoT

µ̂h(t),nh(t) ≥ µh(t) + Ct,nh(t) (27)

From (25)-(27), there are at least one true inequality, for
l ≥ 8 ln n

12
K ,i

, there are:

µi − µh(t) − 2Ct,ni ≥ µi − µK∗m −1K∗m,i ≥ 0 (28)

According to the inequality (28), the formula (25) is
obviously wrong, which means the others are true.

According to the Chernoff-Hoeffding bound for the
formula (26) and (27), we can get the following formula,
respectively:

Pr
{
µ̂i,ni ≤ µi − Ct,ni

}
≤ e−4 ln t = t−4 (29)

Pr
{
µ̂h(t),nh(t) ≥ µh(t) + Ct,nh(t)

}
≤ e−4 ln t = t−4 (30)

Theorem 1: The expected regret under the proposed
scheme is bounded and grows logarithmically with time slot
going on.

Proof: Because the selection times of the cognitive
user m to the non-optimal channel i can be expressed as:

Qmi (n) = 1+
n∑

t=N+1

‖ {Ii (t)}

≤ l +
n∑

t=N+1

‖ {Ii (t) ,Qmi (t − 1) ≥ l}

≤ l +
n∑

t=N+1

(
‖ {Ii (t) , µi < µK∗m ,Q

m
i (t − 1) ≥ l}

+ ‖ {Ii (t) , µi > µK∗m ,Q
m
i (t − 1) ≥ l}

)
(31)

Where, if the number ofQmi (n) increases by one at time slot t ,
let Ii (t) = 1, otherwise Ii (t) = 0. And when x is true,
‖ (x) = 1, otherwise, let ‖ (x) = 0.
Here we need to discuss two cases: namely, µi < µK∗m and

µi > µK∗m . According to the above lemma 1 and lemma 2,
we can get the expectation about Qmi (n):

E
[
Qmi (n)

]
≤

[
8 ln n

12
min,i

]

+

∞∑
t=1

t−1∑
nj(t)=1

t−1∑
ni=y

(
Pr
{
µ̂j(t),nj(t) ≤ µj(t) − Ct,nj(t)

}
+Pr

{
µ̂i,ni ≥ µi + Ct,ni

} )

+

∞∑
t=1

t−1∑
ni=y

t−1∑
nh(t)=1

(
Pr
{
µ̂i,ni ≤ µi − Ct,ni

}
+Pr

{
µ̂h(t),nh(t) ≥ µh(t) + Ct,nh(t)

})

≤
8 ln n

12
min,i

+ 1+ 2
∞∑
t=1

t−1∑
nj(t)=1

t−1∑
ni=1

2t−4

≤
8 ln n

12
min,i

+ 1+
2π2

3
(32)

For any cognitive user m, the regret can be expressed as
follows:

<
π (2,m, n) ≤

n∑
i=1

Qmi (n)× µmax+
∑
h 6=m

∑
i∈o∗m

Qmh (n)µi (33)

<
π (2, n) =

M∑
m=1

<
π (2,m, n)

≤ M (N +M × (M − 1))

×

(
8 ln n
1min

+ 1+
2π2

3

)
× µmax (34)

IV. SIMULATION AND ANALYSIS
A. THE COMPLEXITY ANALYSIS OF REGRET
According to the conclusion of Theorem 1, when
n/ln n ≥ C , (C is a constant which is related to cog-
nitive users and channels, C = 8 (N +M)/12

min +(
1+ 2π2/3

)
N + M ). We can get a bound about loose

learning regret value when the total time slots n increases
to a very large number.

Rπ (2, n) = M (N −M)
(
8 ln n
1min

+ 1+
2π2

3

)
µmax

+M3
(
1+

2π2

3

)
µmax (35)

From the formula (35), the scale of the proposed scheme is
O (M (N −M) ln n). By research on the existing literature,
we can obtain a statistical table about regret complexity
growth as shown in table 1:

TABLE 1. The complexity of regret.

It can be seen from table 1, the complexity of regret
function produced by these regular schemes, such as ρrand

and time division fair sharing (TDFS), is three times power
about the number M of cognitive users and the number of
channels N . However these schemes adapted in this paper
obtain a lower complexity, which is two times power function.
Therefore we will further study the performance between the
comparison schemes (the DLP scheme, the DLF scheme) and
the proposed scheme through experimental simulation.

B. SIMULATION RESULTS
In this experiment, we assume that these channels are mutu-
ally independent and identically distributed. The availability
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FIGURE 6. The total regret strategies (n = 104).

TABLE 2. The case of each channel selected with DLP.

TABLE 3. The case of each channel selected with DLF.

TABLE 4. The case of each channel selected with proposed scheme.

of channels obeys Bernoulli process with different param-
eters, while it is unknown to the M cognitive users. There
are only two channel states: busy (i.e. si (n) = 0) or idle
(i.e. si (n) = 1). When the channel is idle, the throughput
is 1, otherwise it is 0. We run the simulation results for
100 times, and then take a statistical average. There are four
cognitive users (i.e. M = 4) and nine channels (i.e. N = 9)
with 2 = {0.9, 0.8, . . . , 0.2, 0.1}. The accumulate regret
of the proposed scheme compared with the priority access
scheme (DLP), the fair access scheme (DLF) and the regret
under the three strategies is shown as Fig. 6, it can be obvi-
ously known that the regret is uniformly logarithmic with
time-slot and the proposed scheme can yield lower regret.

In the case of M = 3 and N = 5 with 2 =

{0.9, . . . , 0.6, 0.5}, the total time slot is n = 104. As shown
in Fig. 6, when the number of slots increases to 4000 approx-
imately, the simulation results will converge, namely, cog-
nitive users can estimate the channel information after

FIGURE 7. The channel selection under DLP (n = 104).

FIGURE 8. The channel selection under DLF (n = 104).

4000 slots approximately by using the proposed scheme.
We verify the fairness under the three strategies. The results
that the number of each channels selected by each cognitive
user are shown in table 2-table 4, respectively, which clearly
reflect that the proposed scheme can significantly increase the
channel utilization rate with less idle probability.

At the same time, we provide the bar chart about the
channel selected situation running on three strategies. The
expression can be shown in Fig. 7, Fig. 8, Fig. 9, respectively.

Fig. 7 shows that there is a serious unfairness among
various cognitive users. From Fig. 8, we can find the fairness
between different cognitive users has been reflected, but the
usage of the channels with smaller idle probability is low,
such as channel i = 4 and i = 5. In Fig. 9, the proposed
scheme not only reflects the fairness between various cogni-
tive users, but also takes more advantages of channels with
smaller idle probability. By fairness of channels selection, all
the channels are selected more times, which can avoid the
situation that only one or a small number of channels are
selected while most of the others are unselected. The more
channels are selected, the more opportunities for cognitive
users to access channels, therefore, the efficiency of channel
usage is improved.
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FIGURE 9. The channel selection under proposed scheme (n = 104).

V. CONCLUSION
In this paper, a multiple cognitive users and multiple channels
system is considered in CR-WSNs. The channels statistical
information is completely unknown for the cognitive users.
To solve the problem of channel selection in CR-WSNs,
a novel fair access schemewith channel grouping is proposed.
Firstly, an online learning method called modified UCB-K
based on the well-known UCB is used. Then these channels
are divided into several groups according to the principle of
channel grouping, which can improve the usage rate of the
idle spectrum. Besides, we adopted the distributed learning
with fairness to avoid collision between cognitive users and
at the same time embody the fairness between cognitive users.
Finally, the simulation results also show the superiority of
the proposed scheme. With the development of the Internet
of Things, the scale of networks is larger and larger. How to
obtain and deal with the large amount of channel information
for larger scale wireless sensor networks may be a promising
research topic, and schemes based on wireless big data may
be adopted.
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