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ABSTRACT For heterogeneous network, which has been viewed as one pioneering technology for making
cellular networks be evolved into 5G systems, reducing energy consumption by dynamically switching
off base stations (BSs) has attracted increasing attention recently. With aiming at optimization on energy
saving only or another energy-related performance tradeoffs, several BS switch-off strategies have been
proposed from different design perspectives, such as random, distance-aware, load-aware, and auction-
based strategies. Furthermore, work has been done to consider joint design for BS switch-off strategy and
another strategies, such as user association, resource allocation, and physical-layer interference cancellation
strategies. Finally, there have been research results about this topic in emerging cloud radio access networks.
In this paper, we take an overview on these technologies and present the state of the art on each aspect. Some
challenges that need to be solved in this research filed for future work are also described.

INDEX TERMS Energy consumption, BS switch-off (or called sleeping) strategy, heterogeneous networks,
cloud radio access networks, greener 5G systems.

I. INTRODUCTION
Recently, there has been an explosion in mobile data due
to the popularization of smart phones and tablets. Since the
traffic load on conventional cellular networks is predicted
to be increased by 1000 times in the next 10 years [1], the
fifth generation (5G) of mobile communication networks
will have to deal with an augmented amount of mobile data
traffic, which is expected to reach 24.3 exabytes per month
by 2019 [2], [3]. Also, the major technical challenges of
5G systems include 0.1 ∼ 1 Gbps user experienced data rate,
tens of Gbps peak data rate, tens of Tbps/km2 traffic volume
density, ms-level end-to-end latency, 1 million connections
per squared kilometer, etc [4]. One promising approach to
tackle the challenge is to exploit the heterogeneous networks
(HetNets), where traditional macro base stations (MBSs)
are deployed to provide the coverage for large areas while
overlaid lower-powered small base stations (SBSs) are used
to cover relatively small areas (e.g., hot spots) [5]–[7].
Being constructed with different tiers of small cells and
large cells, HetNets can deliver the increased bandwidths,

reduced latencies, and higher uplink and downlink data rate
to end users.

On the other hand, processing an explosively increased
amount of mobile data traffic in 5G systems will also bring
ever-increasing energy consumption and carbon footprint to
the mobile communication industry. In particular, the whole
information and communication technology (ICT) industry
has been estimated to contribute to about 2% of global
CO2 emissions, to which the mobile communication industry
contributes 15-20% [8]. With increasing awareness of the
potential harmful impact on environment and the depletion of
non-renewable energy sources, establishing greener mobile
communication networks has become an economic issue
and a big challenge for sustainable development [9], [10].
In particular, 100 times energy efficiency improvement has
been proposed as another technical challenge in the design of
5G systems [4].

Specifically, according to some surveys on energy con-
sumption (e.g., see [11], [12]), 80% of energy consumption
in mobile communication networks is due to the operation
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of BSs. Further, based on the results from laboratory tests
done by China Mobile Communications Corporation, a BS
consumes 100% energy at the state with the maximum traffic
load and about 50%-60% energy at the state with zero traffic
load, while the energy consumption of a BS can be reduced
to 40% if it is switched off (i.e., in the sleeping state). There-
fore, an effective way to achieve energy saving in mobile
communication networks is to dynamically switch off BSs,
especially for scenarios with low traffic load where less BSs
can meet the traffic needs of all user equipments (UEs) [13].

A traditional BS consists of baseband unit (BBU) for
baseband signal processing and remote radio head (RRH)
for transmitting/receiving radio signals. When a traditional
BS is switched off, BBU and RRH of this BS would be
switched off together. In contrast, in cloud radio access net-
works (CRANs) which would be investigated and pursued in
5G systems, BBUs of several traditional BSs are centralized
in a single location and the corresponding BBU resources
are sliced via virtualization technologies, while RRHs are
left at cell sites. With this kind of system architecture, the
switch-off operation for RRHs and virtual BBUs could be
done separately, through combination with flexible resource
allocation on virtual BBUs.

Many works (e.g., see summary works in [14]–[16])
have reported the switch-off (or called sleeping) mech-
anism for traditional BSs in HetNets and verified the
resulting benefit in terms of energy saving with realis-
tic data. Further, there have also existed research efforts
(e.g., see [17], [18]) for BS switch-off mechanisms in het-
erogeneous CRANs (H-CRANs), where the system archi-
tecture of CRAN is applied to HetNets. Motivated by these
research works and the goal of building greener 5G systems
with HetNets being deployed, in this paper, the state of the
art in strategies for design on switching off BSs are intro-
duced. Some challenging issues for future work in the related
research areas are also discussed.

The rest of this paper is organized as follows. Section II will
take an overview on the choice for optimization objective and
constraint of the optimization problem used for designing BS
switch-off strategy, and analyze their characteristics. Then,
section III will describe specific BS switch-off strategies
which are designed for HetNets according to different crite-
ria. In Section IV, with focusing on HetNets, we will discuss
joint design for BS switch-off strategy and other strategies
which are also important for 5G systems. In Section V,
the BS switch-off strategies designed for either CRANs or
H-CRANs will be reviewed. Finally, conclusions and future
work are presented in Section VI.

II. OPTIMIZATION OBJECTIVES AND CONSTRAINTS
FOR DESIGNING BS SWITCH-OFF STRATEGY
Appropriate performance evaluation metrics are of primary
importance in the design on BS switch-off strategy, because
they are directly related to the choice for the optimization
objective and constraint of the corresponding optimization
problem.

A. OPTIMIZATION ON ENERGY OR POWER
CONSUMPTION
The most popular optimization objective is energy or power
consumption. Early research in [19] has applied a general
energy model to HetNets and evaluated the energy saving
in an urban scenario. However, it was not considered in [19]
that the energy consumed by a BS is generally not constant
but variable with the traffic load. For example, when a SBS
is switched off, the coverage-overlapped MBS will take over
the traffic load of this SBS so that its energy consumption is
increased. Illustrated by Fig. 1 [20], the energy model used
in [20] gets rid of the above limitation by assuming that the
energy/power consumption of a MBS is linearly varied with
its traffic load while the energy/power consumption of a SBS
is constant, thus allowing to perform amore practical analysis
for the performance of BS switch-off strategy in HetNets.

FIGURE 1. Power consumption of MBS (denoted as PM ) and Power
consumption of SBS (denoted as PS ) as a function of the traffic load [20].
(PM = a× load+WM where a is linear coefficient and WM is the basic
circuit power consumption of a MBS when there is no traffic load,
PS =WS where WS is a constant independent of traffic load.)

Further, in [21], the power consumption of a SBS is mod-
eled in a more realistic way, which can be found as below in
equation (1):

PSBS =
{
P0 +1mPTm, active mode
Psleep, sleep mode

(1)

where P0 is the basic circuit power consumption of a SBS in
the active mode,1m is the proportionality coefficient of load
dependent power consumption, PTm is the transmission power
of a SBS, and Psleep denotes the power consumption when
SBS is in the sleep mode (i.e., being switched off).

B. OPTIMIZATION ON TRADEOFF BETWEEN ENERGY
CONSUMPTION AND QoS INDICATORS
Besides considering the optimization on only energy or power
consumption for designing BS switch-off strategy, efforts
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have been made to optimize the tradeoff between energy
consumption and data throughput. With focusing on HetNets
where SBSs have multi-level sleeping modes, the tradeoff
between energy consumption and data throughput is quanti-
fied in [22] using an analytical model, where a metric named
‘‘energy efficiency (EE)’’ and with the unit of bits per joule
is derived as below:

EE =
R
P

(2)

where R (with the unit of bits per second) and P (with the
unit of Watt) denote overall throughput and overall power
consumption, respectively. In [22] and [23], EEmaximization
has been considered in HetNets to design the optimal sleeping
strategy for MBSs (in [23]) or for SBSs (in [22]). Further-
more, in [24], in order to perform joint design on BS sleeping
strategy and power control strategy for self-powered SBSs, an
optimization problem is formulated to maximize the channel
capacity (i.e., the theoretic upper bound of data throughput)
with using energy consumption and energy storage limit in
the self-powered battery as optimization constraints.

Inspired by using the tradeoff between energy consump-
tion and data throughput as the optimization objective,
people have considered another energy-related tradeoffs in
the design on BS switch-off strategy (e.g., see [25]–[29]).
Those could be the tradeoffs between energy/power con-
sumption and quality-of-service (QoS) indicators except for
data throughput (such as traffic delay, coverage probability,
outage probability). For example, when a SBS is turned off,
UEs originally served by this SBS have to wait until this SBS
wakes up or need to be re-associated to the MBS or another
SBSs, leading to longer service delay.

There have been research efforts in considering energy-
delay tradeoff (EDT) in the design on BS switch-off strat-
egy (e.g., see [25]–[27]). With setting the average system
power consumption as optimization objective and using the
mean delay as optimization constraint, the work in [25] per-
forms design for control parameters of switching off SBSs
(e.g., SBS operation time, user number in queue). Further,
the authors of [26] build a more complicated multi-objective
optimization problem where the mean power consumption
and the mean traffic delay are two optimization objectives,
and exploit the explicit relationship between these two opti-
mization objectives to derive the optimal control parameters
of sleeping operation for SBSs (including close-down time,
sleeping period, and set-up time). In [27], similar as defin-
ing EE to represent the energy-throughput tradeoff in one
mathematical expression, the EDT is quantified as below for
minimization:

ϕ(N ) = Ptotal + ηD (3)

where N is the threshold used to switch off or awaken a SBS
in terms of the traffic flows which could be served by the
SBS, Ptotal denotes average system power consumption and
is a function of N , D denotes average delay and is a function
of N , and η is the weight that controls the relative proportion

of Ptotal and D. As shown in [27], based on utilizing Markov
state transfer diagram to derive the proper expression for
traffic delay, Fig. 2 illustrates the energy-delay tradeoff for
different average distances between the MBS and SBSs with
a given traffic load of SBS.

FIGURE 2. Energy-delay tradeoff for different densities of SBS
deployment (denoted by average distances between the MBS and SBSs,
DMBS-SBS) when the average traffic load of SBSs is given as ρ = 0.30,
where ρ = λ/µ with λ being the total arrive rate of flows and µ being the
serving rate in the modeled Markov process [27].

In addition, to design BS switch-off strategy, some research
works also consider the tradeoffs between energy/power con-
sumption and QoS indicators related to successful probability
of transmissions over wireless links (e.g., see [28], [29]).With
considering a homogeneous network, the work in [28] con-
ducts the design for BS switch-off strategy through consid-
ering to reduce the power consumption of BSs and minimize
the increment of sum power of UEs, where a constraint on
outage probability is used. In [29], with assuming that either
MBSs or SBSs in the considered HetNet could be switched
off, the QoS indicator like coverage probability is used as the
optimization objective, in order to perform joint design on
the control parameters for a given BS switch-off strategy and
some given user association strategies.

C. OPTIMIZATION ON ANOTHER
ENERGY-RELATED TRADEOFF
The tradeoff between energy/power consumption and
energy/power cost caused by the transition between sleeping
mode and active mode is considered in [30]. Specifically,
similar as the way used in equation (3) to quantify the EDT,
this tradeoff is represented as below for minimization in [30]:

f (vuppk , vlowk ) = Pnet + ξPcost (4)

where SBS k will be switched on when the number of its
served users reaches vuppk (i.e., the upper threshold) and will
switch off when the user number is less than vlowk (i.e., the
lower threshold), Pnet denotes network power consumption,
Pcost denotesmode transition power consumption, and ξ is the
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TABLE 1. Optimization objectives and constraints for designing BS switch-off strategy.

parameter that balances the tradeoff between Pnet and Pcost.
Further, in [30], the average number of users served by active
SBSs and the average data rate for users served by active
SBSs are used as optimization constraints.

Also, a novel tradeoff between energy/power consumption
and some certain financial cost or benefit could be consid-
ered (e.g., see [31]–[33]), which is applicable for the emerg-
ing situation that operator(s) lease capacity and bandwidth
resources from one or multiple third parties who deploy
lower-powered SBSs to enable offloading traffic from BSs

of operators to SBSs of the third parties during peak hours.
When considering one mobile network operator (MNO) and
multiple third parties who can rent out their SBS resource,
the works in [31] and [32] perform design on BS switch-off
strategy by setting the total financial cost of the MNO and all
third parties as the optimization objective. In [33], under the
situation that multiple MNOs and one single third party are
considered, besides traditional energy consumption, another
two finance-related optimization objectives are considered,
including the profit of the third party and profit of eachMNO.
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D. SUMMARY AND FUTURE WORK
The comparative summary for the literature reviewed in this
section can be seen in Table 1.
Summary: Further, the four main findings from the above

discussions are:
1) Energy/power consumption is the most popular compo-

nent when choosing optimization objective and constraint of
the optimization problem used for designing BS switch-off
strategy.

2) Considering the tradeoffs between energy/power con-
sumption and QoS indicators (such as data throughput,
service delay, coverage probability, outage probability) will
generate more comprehensive and flexible choices on opti-
mization objective and constraint, which will make the
resulted design on BS switch-off strategy be more effective.

3) The transition between sleeping mode and active mode
for a BS would increase the operational cost, for example,
additional energy/power consumption is required to switch
on or off the hardware. It is a more realistic way to consider
this kind of mode transition cost in the design on BS switch-
off strategy.

4) The involvement of various entities which have dif-
ferent financial goals generates a new tradeoff between
energy/power consumption and some certain financial cost
or profit.
Future Work: In the future, besides the energy-related

tradeoffs already investigated, the infrastructure cost or back-
haul overhead can be further taken into account in the design
on BS switch-off strategy in HetNets.

III. OVERVIEW OF SPECIFIC BS SWITCH-OFF
STRATEGIES IN HETNETS
In HetNets, BS switch-off strategies could be designed
either for SBSs or for the coverage-overlapped MBS. Of
course, switching off MBS may have non-negligible negative
impact on the network coverage. Moreover, when compared
with the power consumption of a MBS which significantly
increases with its traffic load, the power consumption of a
SBS is relatively flat and is not very closely related to its
load, so that the aggregated power consumption of SBSs
could be larger than the MBS. Thus, more efforts have
been put by people into the design on switch-off strategies
for SBSs.

A. RANDOM STRATEGY
As we all know, the easiest strategy for switching off BSs
is to switch off each BS independently at a certain probabil-
ity, which has been investigated without considering HetNet
deployment (e.g., see [34]–[36]).

The work in [37] focuses on randomBS switch-off strategy
in HetNets, where the optimal switch-off probability forMBS
is derived based on minimizing BS energy consumption.
In contrast, in [22], random switch-off strategy for SBSs is
designed based on maximizing EE with the constraint for
coverage probability. Simulation results in [22] indicate the

improvement of approximately 30% in EEwith using random
sleeping strategy.

Although the random switch-off strategy takes less opera-
tional cost and low computational complexity; however, this
strategy lack adaptability to varying conditions in realistic
mobile networks (such as traffic load, MBS-SBS distance or
BS-UE distance).

B. DISTANCE-AWARE STRATEGY
Inspired by the work in [38] which designs more intelligent
BS switch-off strategy based on the distance between UEs
and their associated BS for a network without HetNet deploy-
ment, an optimal distance-based switch-off algorithm for
SBSs is proposed in [39] for HetNets. In [39], the operation
modes of the SBSs (i.e. switch-off or active) are decided
according to their distances to the MBS; specifically, the
SBSs closer to the MBS are turned off gradually to minimize
the total power consumption in HetNets.

Based on firstly utilizing one well-designed random
switch-off strategy for SBSs (as described in Section III-A)
to determine the desired number of SBSs in different modes
(such as active and sleeping), a distance-aware switch-off
strategy for SBSs is further proposed in [22] for HetNets. For
this strategy, the number of UEs in the coverage of each SBS
and the distance from the nearest UE to each inactive SBS are
considered for a static traffic model, while the number of UEs
in the coverage of each SBS and the dynamics of the distance
from the nearest UE to each inactive SBS (in terms of velocity
and moving direction) are considered for a dynamic traffic
model. Simulation results in [22] show that the improvement
of approximately 45% in EE can be achieved by using this
distance-aware sleeping strategy.

It needs be realized that, due to some certain reasons (such
as technology limits or designing principles), the information
about BS-UE distances may not be able to be accurately or
easily obtained. Therefore, it is meaningful to seek for more
feasible switching methods.

C. LOAD-AWARE STRATEGY
The distribution of traffic load at different geographical areas
would not be uniform in realistic networks. Fortunately, such
spatial traffic load fluctuation creates the opportunity to save
energy significantly, by switching off the underutilized SBSs.
In [40], a load-aware approach is used to switch off a SBS
when its traffic load is below a certain threshold for a certain
period. It is observed in [40] that, by incorporating load
balancing between different types of BSs into the design on
switch-off strategies for SBSs, EE improvements up to 68%
for low traffic load and up to 33% for medium traffic load
can be achieved in HetNets. In [41], a heuristic algorithm is
developed for determining which BS to be switched on or off,
based on the number of UEs that each BS in the considered
HetNet can serve. However, it requires the knowledge on the
load and location of all UEs, making this strategy infeasible
in realistic networks. In [42], with taking user mobility into
account, an optimal load-aware strategy is derived as below:
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when the load is not high, the MBS can alone handle the
traffic and all the SBSs could be switched off; as the load
increases, one or more SBS(s) will be switched on depending
on the estimated load and localization info of traffic. Then,
the behavior of this strategy is investigated for the case with
complete traffic localization information and the case with
partially known or delayed traffic localization information.

The traffic load will also have fluctuation over time. As for
time-varying traffic load, if we consider all UEs in a given
urban area, the distribution of these UEs might fluctuate
during one day, resulting in various traffic states. The sim-
plest BS switch-off strategy is proposed in [43] based on
only traffic statistics over time, where a SBS is switched off
based on a fixed timer and this timer is manually config-
ured for a statistical cycle when the traffic load is very low
(e.g., during some time periods at night). More adaptive
sleeping strategies based on dynamic traffic monitoring have
been discussed in [44] and [45] for HetNets. In [44], based
on minimizing the cumulative energy consumption which is
obtained by considering time-varying traffic load, the switch-
off strategy for a SBS is derived for complete information
case and incomplete information case, respectively. With the
purpose of adapting the necessary network resource to the
actual traffic demand at themoment, a heuristic algorithm and
a progressive algorithm are introduced in [45] to dynamically
switch off the unnecessary SBSs in HetNets. Both algorithms
can well track the traffic variation over time. In [45], it is
assumed that the daily traffic profile of the whole HetNet is
the same and repeats periodically, which can be approximated
by a sinusoidal-like periodic behavior. As shown in [45],
Fig. 3 illustrates the traffic curve when assuming the statis-
tic traffic information is available and making the service

FIGURE 3. Average daily network traffic variations of UE service arrival
rate [45]. Here, the service arrival is modeled as a Poisson process with
intensity ρ(t) = A

2b [1+ sin( πt
12 + Bπ)]b + C where A denotes the

parameter that controls the amplitude of the traffic profile, B means the
phase of traffic curve which regulates the position of the peak, C denotes
the minimum traffic intensity in the network, b ∈ {1,3} is used to
modulate the gradient of traffic profile curve.

arrival be modeled as a Poisson process. The corresponding
periodic sinusoidal traffic profile could be further obtained
easily.

The coexistence of multiple MNOs in the same geo-
graphic area, which has not been considered in another works,
motivates the research work in [46], where a traffic load
based switch-off strategy is proposed for BSs (including
MBSs and SBSs) with the help of cooperation between
MNOs, and the QoS of re-associated UEs is guaranteed
by incorporating the roaming-based infrastructure sharing
among the rival MNOs. Furthermore, many aforementioned
works have assumed that there exists a centralized entity
in the network. This centralized entity will be used to
collect the required information over the whole network
for implementing the designed BS switch-off strategy, thus
causing tremendous communication overhead. With focus-
ing on decentralized implementation, the authors of [47]
propose a practical BS switch-off strategy, in which the
exchanged information for coordination between neighboring
BSs (including the load management information) complies
with the X2 interface defined in the 3GPP LTE-Advanced
standard. In particular, the always active MBS (called cov-
erage BS in [47]) will be in charge of switching off SBSs
(called capacity BSs in [47]) in the order of their traffic
load.

D. AUCTION-BASED STRATEGY
To avoid significantly increased capital and operational
expenditures (CapEx and OpEx) resulted by densely
deployed SBS while meeting the traffic demands in an eco-
nomical way, MNOs may consider leasing SBS resources
from one or multiple third parties. Focusing on the case with
one MNO and multiple third parties, authors in [31] and [32]
propose an auction-based offloading scheme for implement-
ing the switch-off of the MNO’s BSs. In particular, the
corresponding reverse combinatorial auction problem is for-
mulated using the integer linear programming model, which
provides the optimal allocation for the auction, namely the
SBSs to be rented out and the mobile data traffic that can be
offloaded. Of course, the works in [31] and [32] assume the
capacity of SBSs rented by third parties is sufficient to serve
the offloading demand of the MNO. However, it is shown
in [48] that the presence of multiple MNOs in the same area
will make the situation become more complicated, since the
SBSs may not be able to fully support the offloading demand
of all MNOs.

For the case with multiple MNOs and one single third
party, when each MNO proposes a single bidding value for
its requested capacity (which is based on the maximum pre-
diction about the traffic that it is willing to offload), this
prediction may not always correspond to the actual traffic
volume, which will lead to decreased benefit for the operators
and inefficient use of the third party’s SBS resources. Moti-
vated by this issue, the authors of [33] propose to let each
of multiple MNOs submit a set of bidding values to the third
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TABLE 2. Overview of specific BS switch-off strategies in HetNets.

party, which request different capacity resources provided by
SBSs of the third party. Further, in [33], an auction-based
switch-off strategy is designed for BSs of MNOs, where each
of multipleMNOswill quantify its tolerance about requesting
less SBS resources with different bidding values. Conflicting

interests of the involved parties are also considered in [33],
so as to the optimal solution, which maximizes the financial
profits of both the third party and the MNOs and minimizes
the network energy consumption simultaneously, is provided
by solving a multi-objective optimization problem.
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E. SUMMARY AND FUTURE WORK
The comparative summary for the literature reviewed in this
section can be seen in Table 2.
Summary: Further, the main findings of this section are

described as follows:
1) The design of specific BS switch-off strategy in HetNets

can be done based on different criteria/perspectives. However,
the design which can better adapt to the dynamics of network
conditions would achieve more energy saving and better net-
work performance.

2) The design could be performed with focusing on apply-
ing the switch-off strategy to only SBSs, or only MBSs, or
both types of BSs in HetNets.
Future Work: Although lots of works have been done for

the design on specific BS switch-off strategy in HetNets,
enhancement and challenges remain to be investigated in the
future. For instance, it is meaningful to investigate the designs
done by appropriately exploiting the combination of different
criteria/perspectives. For example, combination of random
and load criteria, combination of load and distance criteria,
etc.

IV. OVERVIEW OF JOINT DESIGN FOR BS SWITCH-OFF
STRATEGY AND OTHER STRATEGIES IN HETNETS
In this section, we will focus on the joint design for BS
switch-off strategy and another strategies which are also
important for 5G systems, such as user association strategy,
resource allocation strategy, physical-layer (PHY-layer) inter-
ference cancellation strategy.

A. JOINT DESIGN FOR BS SWITCH-OFF AND
USER ASSOCIATION
In the aforementioned works, the user association strategy is
designed based on the given design of BS switch-off strategy.
Here, we consider joint design for BS switch-off strategy
and user association strategy. The work in [49] formulates
the following combinatorial optimization problem to perform
this joint design:

min Ptotal =
∑

0≤j≤N

bj
∑

1≤i≤M

ai,jpi,j

s.t.
M∑
i=1

ni,jai,j ≤ N total
RB , ∀j

N∑
j=0

ai,j = 1, ∀i

bj =
{
1,

∑
i ai,j 6= 0

0,
∑

i ai,j = 0
(5)

In equation (5), ai,j = 1 denotes that the i-th user is attached
to the j-th BS while ai,j = 0 denotes the opposite case,
bj = 1 denotes the ‘‘switch-on’’ status of the j-th BS while
bj = 0 denotes the ‘‘switch-off’’ status of the j-th BS,
ni,j denotes the minimum number of resource blocks for the
i-th user to meet the QoS constraint of minimum data rate;

moreover, the first constraint represents that the load of each
BS should be nomore than the maximum number of available
resource, and the second constraint indicates that every user
can only access one BS at one time. Solving the above opti-
mization problem requires high computational complexity of
o(2N+M ) for completing exhaustive searching. In [49], based
on transforming this optimization problem to be a classical
0/1 knapsack problem, a dynamic programming algorithm is
used to get the solution. In [50], also aiming at minimizing
the total power consumption in HetNets, the joint design
for BS switch-off strategy and user association strategy is
formulated as a form of the minimum set cover problem. One
characteristic of the work in [50] is that the simulations are
conducted based on the system-level simulation platform of
LTE (which is a commercial mobile communication system);
this make the feasibility of the solution be verified more
strictly.

The joint design considered in this subsection has also
been investigated when taking the maximization on EE as the
optimization objective (e.g., see [51]–[53]). In [51], the opti-
mization problem is transformed to be a linear programming
problem, and a series of Lagrangian dual methods are used
to obtain the solution when assuming a central controller is
available to collect the information about the whole network.
In addition, to get a more feasible solution without the need of
a central controller, a user repeated bidding game is utilized
in [51] to find out the solution of the original EE maximiza-
tion problem. In contrast, in [52], the joint design is done
based on providing a heuristic solution for the formulated
EE maximization problem. The key design principle is to
consider the impact of switching off of a SBS on the network,
in terms of ensuring additional load increments on its neigh-
boring BSs (including the MBS and neighboring SBSs) can
be handled well with meeting the required QoS. Specifically,
for any one given load state, switch off SBSs one by one and
update user association iteratively till the outage constraint
cannot be satisfied. In [53], the EE maximization problem is
also solved by using a heuristic algorithm. In particular, the
SBS with the lowest EE value is the most possible candidate
for being switched off; if the system EE is improved after
this SBS is deactivated and its served users are re-associated,
the algorithm is repeated to successively switch off the SBS
with lowest EE value at each round, till there is no gain in
EE anymore.

Unlike other works which perform joint design in terms of
both methodology and related control parameters, the work
in [29] aims at the joint design on only control parameters,
when the methodologies for both BS switch-off strategy and
user association strategy have been given.

B. JOINT DESIGN FOR BS SWITCH-OFF AND
RESOURCE ALLOCATION
Due to aggressive frequency reuse, serious inter-tier inter-
ference observed in HetNets has raised a major chal-
lenge to the optimization on system capacity. Both of
wireless resource allocation and BS switch-off have been
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TABLE 3. Overview of joint design for BS switch-off strategy and other strategies in HetNets.

regarded as useful mechanisms for achieving interfer-
ence reduction and/or EE improvement. Performing joint
design for these two kinds of strategies will be benefi-
cial to further enhancing the performance of future Het-

Nets. Many relevant works have been done in the literature
(e.g., see [24], [54]–[56]).

To perform joint design for BS switch-off strategy
and resource allocation strategy, in [54], an optimization
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problem is formulated in terms of minimizing total energy
consumption of all BSs in HetNets subject to some certain
user QoS constraint. This problem is then decoupled into the
following two sub-problems: switch-off strategy for MBSs
in the considered HetNet, user association and resource allo-
cation; then, the algorithm for solving each sub-problem is
developed.

A threshold-based optimization problem is formulated
in [55] to jointly optimize switch-off strategy for SBSs and
spectrum resource allocation. It is found in [55] that the
lightly-loaded SBSs should be switched off first when their
sleeping probabilities are low, while the most heavily-loaded
ones should go into sleep when their sleeping probabilities
are high. The work in [56] focuses on jointly designing partial
spectrum reuse (PSR) and switch-off strategy for BSs (includ-
ing MBSs and SBSs). With assuming the sleeping/active
probability of each MBS is the same and the sleeping/active
probability of each SBS is the same, in [56], the first decom-
posed sub-problem of maximizing the coverage probability
of all BSs is solved by deriving the relationship between the
optimal PSR factor and the ratio of MBSs’ active probability
to SBSs’ active probability, and the solving for the second
sub-problem of minimizing the total network energy cost is
then followed.

Furthermore, if transmit power is also viewed as one kind
of wireless resource, the joint design for BS switch-off strat-
egy and transmit power allocation strategy is investigated
in [24] for self-powered SBSs.

C. JOINT DESIGN FOR BS SWITCH-OFF AND PHY-LAYER
INTERFERENCE CANCELLATION
Due to their potential for achieving higher link reliability
and data rates, multiple-input multiple-output (MIMO) tech-
niques utilizing multiple antennas at the transmitter and/or
receiver have emerged as a milestone of modern wireless
communications. As one of MIMO techniques, beamform-
ing is the most popular PHY-layer interference cancellation
technique used in commercial mobile communication sys-
tems, for mitigating intra-cell multi-user and/or multi-stream
interference and inter-cell multi-BS interference. When
beamforming is exploited to combat inter-cell multi-BS inter-
ference, the resulted transmission scheme is also called coor-
dinated multi-point (CoMP) transmission. Some works have
been done to investigate joint design for BS switch-off strat-
egy and beamforming (e.g., see [57]–[59]).

The joint deign considered in this subsection is done in [57]
by formulating a signal-to-noise ratio (SNR) maximization
problem, which tries to find the optimal beamforming pattern
of SBSs with setting the maximal number of SBSs which can
be active as one optimization constraint. In [58], an optimized
solution about choosing which BSs (including MBSs and
SBSs) to be turned on is obtained by either minimizing the
transmission power consumption resulted by beamforming
transmissions or maximizing the sum rate achieved by beam-
forming transmissions. When utilizing transmission power
minimization to do the joint design, a QoS constraint is

considered in terms of effective signal-to-interference-plus-
noise ratio (SINR) at the receiver side. Furthermore, in [59],
the amount of cross-tier interference is utilized to perform the
joint deign considered in this subsection. Specifically, the
design of pre-coding used in beamforming technology will
determine the amount of cross-tier interference, while switch-
ing on or off a SBS is decided by the amount of the interfer-
ence generated by or to the MBS.

D. SUMMARY AND FUTURE WORK
The comparative summary for the literature reviewed in this
section can be seen in Table 3.
Summary: The main finding is that the joint design for

BS switch-off strategy and another strategies in HetNets will
simultaneously improve the energy saving and enhance the
overall network performance, to get greener and also more
robust 5G systems.
Future Work: In the future, the effort could be put into the

joint design for BS switch-off strategy and another advanced
HetNet-related strategies, such as inter-site carrier aggre-
gation (CA) between MBS and SBS [60], dual connec-
tivity (DC) between MBS and SBS [61], downlink-uplink
decoupled biased user association [62], [63], etc.

V. OVERVIEW OF BS SWITCH-OFF STRATEGIES IN
CLOUD RADIO ACCESS NETWORKS
When CRAN is considered, the amount of research works
for BS switch-off strategies has not been large and most of
them focus on CRAN without HetNet deployment. Thus, in
this section, we will firstly review BS switch-off strategies
in CRAN without HetNet deployment; then, the emerging
research direction of designing BS switch-off strategies for
H-CRAN will be discussed.

A. BS SWITCH-OFF STRATEGIES IN CLOUD RAN
WITHOUT HETNET DEPLOYMENT
In CRAN, baseband signal processing formultiple distributed
RRHs is performed in the BBU pool (or called cloud), where
the computing and storage resources are configured as several
virtual BBUs. Depending on the computing and storage capa-
bility given to each virtual BBU and the maximum amount
of baseband processing tasks needed for each RRH, either
multiple RRHs could be supported by one virtual BBU or one
RRH at most needs to be served by multiple virtual BBUs.

In the following, for the sake of simplicity, we just use the
term ‘‘BBU’’ to represent ‘‘virtual BBU’’.

1) STRATEGY VIA SWITCHING OFF BBUs
In the BBU pool, the number of used BBUs can be reduced
by matching a right amount of BBU resources with the cor-
responding RRHs according to the traffic load. Some works
have been done to investigate how to appropriately perform
the ‘‘BBU-to-RRH’’ mapping and switch off underutilized
BBUs (e.g., see [64]–[67]).

With the objective of minimizing network power con-
sumption, in [64], the ‘‘BBU-to-RRH’’ mapping problem is
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modelled as the typical bin packing problem when assuming
the traffic load has been given. In particular, each BBU is
modeled as a bin and the baseband signal processing tasks
which come from the corresponding RRHs are modeled as
items to be packed. After properly packing these items into
some BBUs, the number of used BBUs needs to be mini-
mized. Since the modeled optimization problem is NP-hard,
three heuristic algorithms are proposed in [64] to generate
good but not necessarily optimal ‘‘BBU-to-RRH’’ mapping.
In [65], based on more practically modeling energy con-
sumption for housing facilities (e.g., cooling facility), internal
switch in central office at which the BBU pool is located, cen-
tralized BBUs, optical line terminal in central office, RRHs,
and optical network units at cell sites, a network energy con-
sumption minimization problem is formulated to minimize
the number of active BBUs. Then, the problem is solved for
static traffic load and dynamic traffic load, respectively. For
the case of static (i.e., given) traffic load, the problem is more
difficult to solve when compared with the problem modeled
in [64], because each BBU is modeled as two sub-bins to
pack two kinds of items including user processing and cell
processing.

Focusing on the case that multiple RRHs could be sup-
ported by one BBU in the BBU pool, a traffic load balancing
based strategy is designed in [66], to assign a minimum
number of active BBUs to the RRHs so that power saving
is maximized. In this strategy, if the resource usage of one
BBU reaches the upper limit, partial traffic of this BBU will
be offloaded to another light-loaded or sleeping BBU; in
contrast, an underutilized BBU will be switched off after its
traffic is completely offloaded to another suitable BBU. Sim-
ilar as [66], through proper scheduling and timely offload-
ing/consolidation for traffic load required to be processed by
active BBUs, one heuristic strategy is proposed in [67] to
dynamically minimize the number of active BBUs. In addi-
tion, in [67], a testbed is constructed for concept verification
and practical performance evaluation.

2) STRATEGY VIA SWITCHING OFF RRHs AND
FRONTHAUL LINKS
In CRAN, with the centralized processing at the BBU
pool, the transport links between RRHs and the BBU pool
(i.e., fronthaul links) need to provide high-capacity connec-
tions, so that the power consumption over fronthaul links
becomes enormous and cannot be ignored. Thus, to reduce
power consumption of the entire network for CRAN, it
is also crucial to switch off some RRHs and the corre-
sponding fronthaul links based on the data traffic require-
ments. There have been some relevant works in the literature
(e.g., see [68]–[70]).

In [68], the joint design on selection of active RRHs and
coordinated beamforming among active RRHs is done, with
the objective of minimizing the total power consumption of
RRHs and the corresponding fronthaul links. This optimiza-
tion problem is firstly solved by one greedy algorithm, which
iteratively chooses one RRH to switch off at each step while

FIGURE 4. Flexible constructions for the network architecture of H-CRANs.

re-optimizing the coordinated beamforming for the remain-
ing active RRHs. Further, to reduce the complexity, an equiva-
lent sparsity-based representation of the focused optimization
problem is proposed, where the group sparsity pattern of the
aggregated beamforming vector indicates those RRHs which
can be switched off. The work in [69] is an extension of [68],
where the considered set of UEs is divided into multiple non-
overlapping multicast subsets so that the formulated sparsity-
based optimization problem is more difficult to solve. With
QoS constraints on potentially a large number of served UEs,
the focused power consumption minimization problem may
be unable to find feasible solutions. While this practical
concern is ignored in [68], the work in [69] proposes to
reformulate the joint design problem to be maximizing the
number of supported users through user admission control.

The work in [70] considers the same joint design as that
focused in [68] and [69] and also formulates an optimization
problem in terms of minimizing the total power consumption
of RRHs and the corresponding fronthaul links. However,
unlike [68] and [69] where SINRs of all the served UEs
are used as QoS constraints, traffic delay is used in [70] for
setting optimization constraint on QoS. More importantly, in
contrast to [68] and [69], in [70], the power consumptionmin-
imization is formulated as a stochastic optimization problem,
based on considering random traffic arrivals and time-varying
channel conditions.

B. BS SWITCH-OFF STRATEGIES IN
HETEROGENEOUS CLOUD RAN
When transforming a traditional HetNet into a H-CRAN,
in theory, an extreme situation is to make all of traditional
SBSs and MBSs in the considered HetNet be transformed
into one or more pools of virtual BBUs plus the correspond-
ing RRHs. Of course, this kind of cloudification could be
flexibly done for only part of traditional SBSs and part of
traditional MBSs. One situation, which is preferred by most
of the exiting literature, is to do the cloudification for all of

VOLUME 4, 2016 4969



F. Han et al.: Survey of Strategies for Switching Off BSs

TABLE 4. Overview of BS switch-off strategies in cloud radio access networks.

traditional SBSs but for none of traditional MBSs. To the
best of the authors’ knowledge, none of the existing literature
has clearly represented the network architecture of H-CRANs
like this. Further, the authors of this survey paper use Fig. 4

to illustrate flexible constructions for the network architecture
of H-CRANs.

It can be seen from Fig. 4 that, if every large-scale
coverage area in a H-CRAN is constructed like Coverage
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Area Type I, the extreme situation with full cloudification
occurs. Of course, the mixed deployment of Coverage Area
Types I, II, and III is also possible for a H-CRAN. Further,
one currently preferred situation is to make each large-scale
coverage area be constructed like Coverage Area Type III.
In this case, while being used to guarantee the backward
compatibility with the existing cellular systems, traditional
MBSs could also be used to deliver all the control signaling
in a H-CRAN so that the capacity and delay constraints on
fronthaul links are alleviated.

For H-CRANs, there has been little literature to dis-
cuss the switch-off strategy for ‘‘virtual BBUs in the BBU
pool’’ and/or ‘‘RRHs plus the corresponding fronthaul links’’.
Further, in quite a few related works which we can find
(e.g., see [17], [18]), the switch-off strategy is just simply
mentioned at a concept level. In [17], with focusing on a
H-CRAN constructed by deploying all large-scale coverage
areas with only the way of Coverage Area Type III shown
in Fig. 4, it is briefly mentioned that the number of activated
RRHs should be adaptive to traffic volume so that the EE
performance of the focused H-CRAN could be improved.
In [18], for a H-CRAN which is constructed by deploying
all large-scale coverage areas with only the way of Coverage
Area Type II shown in Fig. 4, with using the concept-level
statement, it is pointed out that the dynamic energy saving
could be achieved via minimizing the number of active RRHs
and traditional MBSs/SBSs while ensuring the desired QoS.

C. SUMMARY AND FUTURE WORK
The comparative summary for the literature reviewed in this
section can be seen in Table 4.
Summary: The main findings of this section can be found

as below:
1) In CRANs or H-CRANs, for the cloudified BSs, the

design of switch-off strategy would be done through making
either ‘‘virtual BBUs in the BBU pool’’ or ‘‘RRHs plus the
corresponding fronthaul links’’ enter into the sleeping mode.

2)With the help of centralized baseband signal processing
in the BBU pool, CoMP transmission among RRHs would
be implemented more easily; therefore, it is meaningful to
perform joint design for RRH switch-off strategy and coordi-
nated beamforming among active RRHs.
Future Work:Muchmore research efforts would be needed

to investigate the switch-off strategy for cloudified BSs
in H-CRANs, although some switch-off strategies already
designed in CRANs could be directly applied to H-CRANs.
Further, for the cloudified BSs, it will be quite attractive to
investigate how to simultaneously minimize the number of
active virtual BBUs and the number of active RRHs.

VI. CONCLUSIONS AND FUTURE WORK
In this paper, we discussed the state-of-the-art research on BS
switch-off design for greener 5G systems with the deploy-
ment of HetNets. Optimization objectives and constraints
for designing BS switch-off strategy, specific BS switch-off
strategies, joint design for BS switch-off strategy and another

strategies which are important for 5G systems, and research
results about this topic in emerging CRANs/H-CRANs were
introduced. For readers to easily find interesting references
which have been presented in this paper, Tables 1, 2, 3, 4 give
the comparative summary for each of the above four aspects,
respectively.

Existing research works show that well-designed BS
switch-off strategies (either with joint design considering
also another strategies or not) could significantly reduce
the energy consumption of the entire network and improve
overall network performance. Nevertheless, current research
results are still quite preliminary; enhancement and chal-
lenges remain to be investigated in the future.

As for the specific research directions in the future, besides
what have been presented in Section II-D, Section III-E,
Section IV-D, and Section V-C, the design under more
advanced HetNet architectures in 5G systems need to
be considered too. Specifically, with the introduction of
Millimeter wave (mmWave) frequencies in 5G systems, the
desired deployment is a mixed sub-6GHz and mmWave
HetNet deployment where mmWave BSs act as small cells
and sub-6GHz BSs act asMBSs [71], [72]; a further inclusion
of sub-6GHz SBSs also needs to be considered. Clearly, new
design issues would exist when applying the BS switch-off
mechanism to this kind of novel 5G HetNets.
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